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Abstract. For obtaining reliable high-resolution subsurface images in the geothermal testbed of the Bedretto Underground

Laboratory for Geosciences and Geoenergies (BedrettoLab), we have applied fat ray travel time tomography. To compute a 3D

velocity model, we made use of 8 boreholes, which allowed us to compile a large data set including 42’843 manually picked first

breaks. We demonstrate that the fat ray approach offers improved image quality compared with traditional ray-based methods.

Furthermore, we have validated the 3D model using ground-truth information from wireline logs and geological observations.5

We succeeded in imaging a major fault zone (MFZ) that has a rather complex structure including considerable heterogeneity.

Relocation of passive seismic events, generated during hydraulic stimulations, indicate that the 3D velocity model has only

a minor influence on the hypocentral parameters, but a comparison of a selection of particularly well-constrained seismic

events with the velocity structures revealed that there is a remarkable spatial correlation. Most events occurred in regions of

intermediate seismic velocities, thereby "avoiding" high and very low velocity areas. Based on small-scale laboratory studies,10

we speculate that these observations can be attributed to the occurrence of stress gradients in the intermediate velocity zones.

1 Introduction

Energy production from sustainable resources is a key challenge of this century. In this context, geothermal energy is rec-

ognized as a viable option. In particular, so-called “enhanced geothermal systems” (EGS) may have the potential to produce15

electrical energy at affordable costs (e.g. Olasolo et al. (2016); Hirschberg et al. (2015) ). Key challenges include establishing

sustainable flow rates, while controlling the associated induced seismicity. Examples of EGS projects that had to be stopped

because of high seismicity include, for example, Basel (Edwards et al., 2015) and Pohang (Ellsworth et al., 2019). These prob-

lems are closely linked with the often poorly known fracture network of the reservoir. Therefore, several initiatives have been

established to better characterize relevant host rock structures with near-field observations and well-monitored stimulation ex-20

periments. (Amann et al., 2018; Obermann et al., 2024; Kneafsey et al., 2025).

In this context, seismic measurements can offer powerful tools for imaging key structures, such as permeable fracture zones
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that are the main targets of EGS investigations. They can be applied during an initial characterisation phase or during the

stimulation phase. Generally, it can be distinguished between passive and active seismic techniques. Passive techniques do not

require actively fired seismic sources. Instead, either information contained in the ambient noise is exploited (e.g., Obermann25

and Hillers (2019)) or recordings from the induced seismicity are analyzed. For example, Charléty et al. (2006) conducted a

4D tomographic study using induced seismicity at the Soultz-sous-Forêts Hot Dry Rock site in France. 3D seismic velocity

structures were obtained at different times to image the temporal changes in a 4D manner.

Active seismic methods can generally be subdivided in reflection and refraction imaging and transmission tomography. Re-

flection and refraction imaging can be carried out either from the surface, or surface-to-borehole configurations - also referred30

as vertical seismic profiling (VSP) techniques. In geothermal applications, VSP is particularly popular. For example, Nakata

et al. (2023) used VSP data for reflection imaging of faults and fractures at the geothermal test site FORGE, Utah, U.S.A.. It is

also possible to combine induced seismicity methods with reflection imaging. Block et al. (1994) applied a joint hypocenter-

velocity inversion using induced seismicity from Hot dry rock (HDR) experiments at Los Alamos National Laboratory, New

Mexico to gain a 3D velocity model. Nakagome et al. (1998) used a seismic reflection survey together with vertical seismic35

profiling (VSP) to image the fractured reservoir in the Kakkonda geothermal field (Japan). Place et al. (2011) employed in-

duced seismicity and VSP data to map fractures in Soultz-Sous-Fôrets (France). Transmission tomography primarily makes

use of direct, diving or refracted waves traveling from sources to the receivers. It can be either applied from the surface (e.g.,

Zelt and Barton (1998); Lanz et al. (1998); Heincke et al. (2006)), or between boreholes (e.g., Pratt and Worthington (1988);

Maurer and Green (1997)). Here, the travel times of the first arriving waves are exploited to establish 2D or 3D distributions of40

the seismic velocities. Alternatively, the first break amplitudes can be used to compute attenuation models (e.g., Holliger et al.

(2001)).

Since seismic waves travel in a heterogeneous medium along complicated wave paths, 2D tomographic investigations suffer

from inherent limitations, resulting from the assumption that the wave paths lie exclusively within the tomographic (2D) plane.

Therefore, 3D investigations should be carried out, when complex subsurface structures are expected. This can be achieved45

quite easily with surface-based investigations, because the sources and receivers can be well distributed over the earth’s sur-

face, which results in a good seismic ray coverage of the structures of interest. In the case of crosshole investigations, this is

often a problem, because there are rarely enough boreholes available that allow a good ray coverage of the subsurface region

of interest. Therefore, 3D crosshole tomography experiments are very rare, which is unfortunate, because they can potentially

offer very relevant and unique subsurface information. The problem of poor ray coverage can be, at least partially, alleviated50

with the concept of fat rays. Here, it is assumed that seismic waves are not traveling along infinitesimally thin rays, but within

“fat rays”, whose thickness is governed by the dominant frequencies of the seismic waves. Initial concepts were provided by

Woodward (1992) , and fat ray approaches were implemented for local earthquake tomography (Husen and Kissling, 2001)

and active seismic experiments (Jordi et al., 2016).

In the framework of the host rock characterization of the Bedretto Lab (Ma et al., 2022; Plenkers et al., 2022), an unusually55

large number of boreholes were drilled within a geothermal testbed at hectometer scale. Such a setup is particularly useful for

3D travel time tomography, making it possible to illuminate the entire volume of interest. Consequently, various active seismic
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crosshole measurements were carried out. In addition to the good borehole coverage, we benefited from the advantageous

features of fat ray tomography, and we could establish a well-constrained 3D velocity model that is valuable for characterizing

critical host rock structures.60

We start with a short description of the Bedretto Lab and the embedded geothermal testbed. Then, we present our data set,

followed by a short description of the methodology employed to establish the 3D velocity models. After the presentation of the

tomographic results, we perform a joint interpretation with geological and geophysical add-on data sets that were also acquired

at our test site. In particular, we discuss the spatial correlation between passive seismic events and the velocity structures found.

2 Site description65

The Bedretto Underground Laboratory for Geosciences and Geoenergies (BULGG or BedrettoLab), operated by ETH Zurich,

is located in the central Swiss Alps (Ticino) in a 5.2 kilometres long side tunnel of the Furka railway tunnel (Figure 1a).

The BedrettoLab is a unique research facility that provides optimal conditions for conducting experimental research on un-

derstanding the responses of the deep underground during hydraulic stimulations. With dimensions at the hectometer scale,

the BedrettoLab closes the gap between the decameter laboratory scale (e.g. Grimsel test site (Gischig et al., 2020) and the70

reservoir scale (Amann et al., 2018).

The BedrettoLab host rock is called the Rotondo Granite. Its intrusion into the Gotthard Massif took place during the late

Variscan orogeny (Sergeev et al. (1995)). In general, the Rotondo Granite is relatively homogeneous with only slight influ-

ences of metamorphism (Labhart T, 2005; Lützenkirchen and Loew, 2011) . The general maximum horizontal stress direction

lies within the NW quadrant (Heidbach et al., 2018). Bröker and Ma (2022) discussed the effect of variations in the topogra-75

phy along the tunnel that can cause fluctuations of the local stress field. A previous study of Meier (2017) revealed that the

topographic effect decreases with increasing overburden and can be neglected after tunnel meter 1500 m, where it is assumed

to be vertical. There are some indications of a slight anisotropy of the host rock, which is expected to also affect the seismic

velocities (Behnen et al., 2024), but for the sake of simplicity, we assume an isotropic velocity model.

The geothermal testbed is located between tunnel meters 2000 m to 2100 m, measured from the tunnel portal (see Figure 1a)).80

It has an overburden of about 1030 m. It includes several boreholes, ranging from 250 m to 400 m length. The six monitor-

ing boreholes (MB1, MB3-MB5, MB8) are equipped with a state-of-the-art monitoring system. This includes seismic sensors

(geophones, accelerometers and acoustic emission) as well as active seismic sources (piezoelectric transducers). In addition,

a stimulation (ST1) and an extraction (ST2) borehole were drilled into the testbed. ST1 was equipped with a multi-packer

system, with which it was subdivided into 14 intervals (Bröker et al., 2024), and ST2 was kept open for the use of various85

measurements, for example, active seismic measurements with the P-wave sparker. For more details on the multi-disciplinary

monitoring system, we refer to the overview paper of Plenkers et al. (2022).

Faults and fractures within the geothermal testbed have been mapped mainly as subvertically dipping, predominantly striking

NE-SW to ENE-WSW (Labhart T, 2005; Lützenkirchen and Loew, 2011) and frequently steeply dipping, striking N-S and

E-W along the tunnel (Jordan, 2019). Ma et al. (2022) and Bröker et al. (2024) show detailed maps of fractures along the90
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Figure 1. (a) Location and geological map of the BedrettoLab. (b) Schematics of the fault zone measured from MB1. The fault zone is

between 143 and 145m depth in this borehole. Fractured Granites surround Porto-Gneis, Myolonite and Crackle Beccia. Figure adjusted

from Ma et al. (2022). (c) The Geothermal Testbed contains six monitoring boreholes (MB1, MB3-MB5, MB7, MB8) and one stimulation

(ST1) and one extraction (ST2) borehole with lengths between 100 and 400m. The boreholes are rotated into the tomography coordinate

system. The advantages of the rotation are a smaller amount of model parameters and positive axes for the inversion. The blue arrows show

the orientation of the original Bedretto coordinate system with Easting, Northing and Elevation, which is used in many other BedrettoLab-

related publications. The main fault zone in this area is shown as gray surface and is referred to as "Major Fault Zone" (MFZ) within this

paper (fault zone after Escallon et al. (2024)). For the following analysis this representation is used.
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tunnel, which are based on tunnel wall mapping and borehole logging. The fractures can be divided into four different sets:

striking N–S, NE-SW/tunnel perpendicular, E–W, and NW–SE/tunnel parallel.

A major fault zone (MFZ) within the geothermal testbed is of particular interest for this study. It was discovered by previous

studies using all boreholes available. Escallon et al. (2024) imaged the MFZ using GPR reflection measurements, and this was

validated by borehole televiewer observations (ATV / OTV) that have been described by Ma et al. (2022). The MFZ is shown as95

a gray surface in Figure 1c). Ma et al. (2022) gives a schematic of the fault zone structure based on borehole cores (Figure 1d):

the fault zone in MB1 ranges from 143 m-145 m MD (measured depth). Fractured Granite surrounds Proto-Gneis, Mylonite

and Crackle Breccia.

3 Data

Within the scope of the characterization of the geothermal testbed, a large variety of geophysical and geological measurements100

were carried out. This included active seismic crosshole measurements. The full data set contains several independent surveys

that were taken at different times from October 2020 to November 2021, depending on when the boreholes were drilled and

being available. A detailed overview is given in Table 1. The borehole configuration is shown in Figures 1b and 1c. The spacing

of the source varied between 1 m, 2 m, and 5 m for the different surveys and along the borehole depths.

As a source we employed a seismic P-wave sparker with a dominant frequency band of about 1 to 10 kHz (https://geotomographie.105

de). The first three data sets were recorded on two hydrophone chains with 1 m and 2 m spacing, respectively (Table 1). The

surveys were designed such that the receiver/shot spacing is denser around the MFZ and sparser at larger distances away from

it. These surveys were conducted before the instrumentation and cementation of the boreholes. The last survey was carried out

in November 2021, after the instrumentation, but prior to stimulation experiments. Permanently installed acoustic emission

(AE) sensors were used as receivers, and they had to be synchronized with the sparker setup. For each source point and all110

surveys, the sparker source was fired three times, and the traces were then stacked to enhance the signal-to-noise (SNR) ratio.

Overall, we were able to compile a relatively large data set including 42’843 manual P-picks (Table 1) with a average picking

uncertainty of about 0.15 ms. Source-receiver distances varied between 10 m and 186.5 m.

In Figure 2 we show three examples of shot and receiver gathers. Figure 2a) shows the setting with the source and receiver

configurations as well as the MFZ. 2b) displays a receiver gather recorded on the AE sensors (sensor in MB8, sources in ST2),115

2c) shows a receiver gather recorded on a hydrophone (sensor in MB5 and receiver in MB8) and 2d) shows a source gather

recorded on hydrophones (source position in MB5 and receivers in MB8). The first arrivals of the P-waves, indicated by the

yellow arrows, are clearly visible. The P-wave sparker, as the name suggests, is designed to generate primarily seismic P-waves.

S-waves that are visible in the data are therefore most likely converted P-to-S phases, with the conversion likely taking place

at the source borehole wall. The S-waves are shown in Figures 2b, c, and d, (indicated with purple arrows). They are generally120

difficult to pick, because they often overlap with scattered parts of the P-waves or with reflected waves. Therefore, we restrict

ourselves to the first arriving P waves.

Figure 3 shows example traces from a hydrophone and an AE sensor with a similar source-receiver distance. Furthermore,
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Figure 2. Shot and receiver gather. Figure a) shows the shot (stars) and receiver (triangles) positions for the waveforms shown in b), c) and

d). The grey surface indicates the MFZ. b) displays the receiver gather recorded on the AE sensors, c) shows a receiver gather recorded on a

hydrophone and d) shows a source gather recorded on a hydrophone. First arrivals for P-wave are indicated with yellow arrows, and examples

for reflections are indicated with blue arrows. Red arrows denote systematic noise patterns of unknown origin. The predicted S-wave arrivals

are indicated with purple arrows.
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Figure 3. a) Example of the data. Top: single trace of the hydrophone data. Bottom: single trace recorded on an Acoustic Emission sensor

(AE), both show a nice signal-to-noise ratio. Both signals are recorded at a similar source-receiver distance. The grey box indicates the time

window that is used to calculate the sum spectra. For visualisation purposes we normalized the data to the maximum amplitude. b) shows

the sum spectrum of all p-picks, which reveals a frequency band between 1kHz and 7.5kHz. We normalized the sum spectrum for a better

comparison.

the summed amplitude spectrum of the P-wave for all hydrophone and AE sensor recordings, where a first break onset could

be picked, is shown. A time window of 6 ms around the first break was taken to calculate the amplitude spectra, which were125

then summed to obtain the sum spectrum. The frequency content of both sensor types is comparable, with the energy of the

first-arriving waves varying between 1 kHz and 7.5 kHz. It should be noted that the sharp decrease below 1 kHz is caused by

analog filters of the acquisition systems. Furthermore, it is noteworthy that there is a significant decrease of spectral amplitudes

around 3 kHz for both sensor types. Since the hydrophone and AE data were acquired with different acquisition systems and

the sensor types are quite different, this is likely caused by the attenuation properties of the host rock.130

4 Travel time tomography

Seismic travel time tomography is a well-established procedure (e.g., Nolet (1987)). It requires (i) an initial model, (ii) a

forward solver to predict the travel times for a given model, (iii) an inverse solver to estimate the seismic velocities (resp.

the seismic slownesses, the inverse of velocity) from the observed data, and (iv) a regularization scheme to account for the
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Table 1. Acquisition parameters of the seismic survey

borehole borehole shot receiver sensor date number of number of

source receiver spacing spacing traces picks

ST1 ST2 2 m 1m/2m hydrophones Oct. 2020 15307 7413

MB4 MB1 2 m 1 m hydrophones Oct. 2020 5376 3716

MB3 MB4 2 m 1 m hydrophones Oct. 2020 3648 1780

MB3 MB1 2 m 1 m hydrophones Oct. 2020 1824 1337

MB1 MB4 2 m 1 m hydrophones Oct. 2020 2976 1620

MB8 MB7 5 m/2 m 1 m/2 m hydrophones June 2021 4840 2476

MB8 MB5 5 m/2 m 1 m/2 m hydrophones June 2021 13698 7143

MB5 MB7 5 m/2 m 1 m/2 m hydrophones June 2021 6644 4610

MB5 MB8 5 m/2 m 1 m/2 m hydrophones June 2021 14562 9437

ST2 MB1 1 m fixed depth AE sensors Nov. 2021 800 179

ST2 MB3 1 m fixed depth AE sensors Nov. 2021 1400 781

ST2 MB4 1 m fixed depth AE sensors Nov. 2021 1200 667

ST2 MB4 1 m fixed depth AE sensors Nov. 2021 1200 667

ST2 MB5 1 m fixed depth AE sensors Nov. 2021 800 539

ST2 MB7 1 m fixed depth AE sensors Nov. 2021 200 158

ST2 MB8 1 m fixed depth AE sensors Nov. 2021 1600 987

total number of traces: 74875

total number of picks: 42843 (57.2%)

source type: P-wave sparker

sampling frequency

hydrophones: 48 kHz

AE sensors: 200 kHz

underdetermined components of the inverse problem (e.g. Menke (1984)). As a forward solver we considered the algorithm135

by Podvin and Lecomte (1991), which solves the Eikonal equation on a regular grid with a finite-difference approach. The

seismic rays are then computed with a backtracing algorithm (Li et al., 2018). To solve the inverse problem, the volume of

interest needs to be discretized in 3D cells of an adequate size. Note that the discretization used for the forward solver and

for the inverse problem do not need to be identical. Then, the ray segment lengths for each inversion cell and source-receiver

pair are determined and fed into the n×m Jacobian matrix J, where n is the number of data points and m is the number of140

inversion cells. Since such tomographic problems always include an underdetermined component, regularization of the inverse

problem is required. For that purpose, we have added damping and smoothing constraints (see Maurer et al. (1998) and Lanz
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et al. (1998) for further details). The inverse problem can then be written as

J

D


s =


 t

h


 , (1)

where J is the Jacobian matrix, t the observed travel times, D and h the regularization constraints, and s the unknown slow-145

nesses. The resulting system of equations in 1 is typically very sparse and can thus be solved conveniently with the LSQR

algorithm proposed by Paige and Saunders (1982). With the updated velocity model, the predicted travel times and the ray

geometry need to be recomputed to update J. This procedure is then repeated until convergence is achieved.

Since infinitely thin rays, computed with the Eikonal equation, are not a good physical representation of finite-frequency seis-

mic waves, and they often cover not all inversion cells, the concept of fat rays was introduced by Woodward (1992). The150

underlying idea of this concept is to extend the thin rays to a width that corresponds to the dominant wavelengths of the data

observed. When the travel time fields from the solution of the finite-difference Eikonal solver are available, the region of the

fat rays can be calculated swiftly with the formula of Červený and Soares (1992) that describe the first Fresnel volume, which

is equivalent to the fat ray

|tsx + trx− tsr| ≤ T. (2)155

tsx and trx are source or receiver travel times to an arbitrary point x within the forward modeling domain, tsr is the predicted

travel time with the actual model s and T is the dominant period of the seismic waves. When the inequality in Equation 2 is

satisfied, the point x lies within the fat ray volume. To compute the fat ray volumes, it is necessary to not only solve the forward

problem for each source position, but also for each receiver position, which can increase the computational costs significantly.

For computing the fat ray Jacobian matrix, it is necessary to compute for every source-receiver pair a function fx, defined as160

fx =





T − tsx− trx + tsr, if |tsx + trx− tsr| ≤ T

0, otherwise
(3)

at every grid point of the forward model. Then, the fx values, contained in a particular inversion grid cell, are summed up

and inserted into the corresponding element of J. Finally, each row of J needs to be scaled, such that Js = tsr is enforced.

Husen and Kissling (2001) and Jordi et al. (2016) implemented similar concepts of fat rays for local earthquake tomography165

and controlled-source tomography respectively.

5 Application to field data set

5.1 Setup of the inversion

For the travel time tomography we used the data presented in Section 3. A homogeneous velocity model of 5300 m/s was used

as starting model, estimated from travel time curves of our data. The coordinate system was rotated into the main axis system170
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Figure 4. Development of the RMS discrepancy between observed and predicted travel times for different configurations: the thin ray

based tomography with two different cell sizes of the inverse solver (1 m and 2 m) and the fat ray tomography with different frequencies,

2 kHz,4.5 kHz and 6 kHz. Fat ray inversions employed the same grid for the forward solution and inversion 1 x 1 x 1 m3. The same applies to

the thin ray 1-1 inversion. For the thin ray 1-2 inversion, 8 forward cells were merged to larger cubic inversion cells.

(or principle axis system) of the borehole trajectories to reduce the number of numerical cells. This resulted in a model of

dimension of 72 x 62 x 406 m3. We compared different cell sizes for the thin ray-based approach, referred to as "thin ray". The

inversion cell size was either 2 m or 1 m, but the forward solver cell size was always kept at 1 m.

The convergence behavior of the different inversion runs is shown in Figure 4 in the form of RMS curves. For the fat ray to-

mography, we always used the smaller inversion cell size of 1 m and compared different frequencies: 2 kHz, 4.5 kHz and 6 kHz175

that are within the frequency spectra of the P-wave (see Figure 3). With appropriate regularization for the different inversions,

all inversion runs converged reasonably well, that is, the RMS curves are flattening out, and they all show a similar conver-

gence behavior. However, for the thin ray inversion with 1 m cell size and for the fat ray inversion with 4.5 kHz and 6 kHz,

more regularization was required to account for the larger underdetermined component of the inversion problem. Generally, the

RMS reduced from 0.25 ms to approximately 0.15 ms within 20 iterations, which is consistent with our picking accuracy. Since180

we did not observe significant differences in the convergence behavior of the different settings, and the resulting tomography
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models were similar, we have chosen 2 kHz for our fat ray tomography to obtain the best spatial coverage with the lowest

reasonable frequency. An overview of the different slices through the models that we show in this paper, including the MFZ, is

shown in Figure 5.

185

5.2 Comparison of Thin ray and Fat ray tomography

To show the benefit of the fat ray approach, we compare the 2 kHz fat ray results with the thin ray results. For the comparison,

we consider the column sums of the Jacobian matrix, subsequently referred to as "coverage", as, for example, described in

Jordi et al. (2016). The summation of the jth column of the Jacobian matrix gives an estimate of the overall sensitivity related

to the jth inversion cell.190

In Figure 6, we compare the velocity tomograms for the thin ray (6a) and the 2 kHz fat ray (6b) at 150 m depth. Higher ve-

locities are displayed in blue, lower velocities in red, and the mean velocity (≈ 5340m/s) is represented in gray. Areas with

insufficient coverage are shown in white. The green line indicates the MFZ at this depth. Figure 5 shows an overview of the

slice with the boreholes and the MFZ. Both tomograms show similar features, but the structures in the fat ray tomogram (Figure

6b) are much clearer. Considering the fact that the fat rays are a better physical representation of the actual finite frequency195

wavepaths, one can conclude that the tomogram in Figure 6b is not only clearer, but also likely more reliable, and the thin ray

tomogram in Figure 6a, which additionally suffers from coverage problems. In the following, we restrict our discussion to the

fat ray tomographic model that was computed with a frequency of 2 kHz.

5.3 3D velocity model200

P-wave velocities in the tomographic model vary between 4685 m/s and 6212 m/s, and the mean velocity is at about 5340 m/s.

Figure 7 displays horizontal slices through the final velocity model at different depths. Figure 7 shows the tomographic ve-

locities in (a) and the corresponding coverage in (b) at different depths. An overview of the different slices together with the

boreholes and the MFZ is given in Figure 5. The intersections with the boreholes are shown as black dots (a) and blue dots (b),

respectively. The intersection of the slice with the MFZ is shown as green line. There is a conspicuous low-velocity feature at205

z = 150m , which is similar to the feature visible in Figure 6a. Its signature is also weakly visible in the horizontal slice at

z = 100m, but is absent at z = 200m. The highest velocities are observed in the slice at z = 100m.

A vertical slice through the model is provided in Figure 8. Since the MFZ (see Figure 1) is a feature of major interest, we

provide a vertical section perpendicular to the strike of this fault zone through the central part of the 3D model. The vertical

section confirms that there are predominantly low velocities between z = 100m to z = 150m, and uniformly higher velocities210

are observed at greater depths. Below z = 250m, the coverage and thus the reliability of the velocity model is very low.

The horizontal and vertical slices in Figures 6 and 8 provide some insights into the structure of the 3D velocity model. How-

ever, such single slices can be difficult to interpret. Therefore, we have created a series of videos, with which it is possible to
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Figure 5. Overview of the different slices that are shown in Figure 6 (slice at 150 m), Figure 7 (slices at 100 m, 150 m, 200 m and 250 m) and

Figure 8 (slice perpendicular to the MFZ).

scan in various directions through the model cube. They are provided in the digital appendix, and it is highly recommended to

make use of them to better understand the structures contained in the 3D model.215

12

https://doi.org/10.5194/egusphere-2025-1094
Preprint. Discussion started: 24 March 2025
c© Author(s) 2025. CC BY 4.0 License.

This figure is unnecessary. Enough to say that depth slices are at XX mtrs.



Figure 6. Tomograms of the final velocity model in x-y-plane at z = 150m: (a) tomogram of the thin ray approach, (b) tomogram of the

2 kHz fat ray approach. Unresolved areas are left white. The dots indicate the intersections of the boreholes with the slice at z = 150m,

while the larger dot indicates the borehole ST1. The upper tomograms show the velocities, the lower one show the corresponding coverage

of the model. The green line shows the intersection of the MFZ with the x-y-plane at 150 m.
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Figure 7. a) Velocity tomograms at different depths and the corresponding coverage in b). Unresolved areas are left white. The dots indicate

the intersections of the boreholes with the slice, the larger dot indicates the borehole ST1. The green line indicates the intersection with the

MFZ. 14
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Figure 8. a) shows a tomogram perpendicular to the fault zone as gray surface (data from GPR measurements (Escallon et al., 2024)). b)

shows the same slice but for the coverage of the model. It shows, that the coverage is good between 50 m to 230 m but with a linear shape.

The linearity of the low-velocity zone with the depth direction might be caused by lower coverage at the edges of the model.
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5.4 Validation of the velocity model with independent data sets

Laboratory measurements at fluid-saturated undisturbed core samples indicated values up to Vp=5434 m/s. From these results,

P-wave velocities at in-situ conditions with Peff =15 MPa were estimated to be 6123 m/s (David et al., 2020). This is broadly

consistent with the maximum values observed in the tomograms (6212 m/s).

Another option to validate the velocities obtained by the tomographic inversions is offered by sonic logs, acquired in borehole220

ST1. A comparison is shown in Figure 9. To compare both datasets, the sonic logs were downsampled to the sampling rate

of the tomographic velocity model. The tomographic velocities are shown in black, those from sonic logs in orange. Adjacent

to the velocity profiles, we have also extracted the coverage values along ST1, shown as blue line. They show that the depth

range of trustworthy tomographic velocities lies between 50 m and 230 m (denoted by horizontal dashed lines in Figure 9. As

a consequence, the tomographic velocities above and below the depth range resolved are close to the initial velocities of 5300225

m/s.

In the depth range resolved, the sonic logs show slightly higher velocities compared with the tomographic results. This is

expected because the sonic logs employ higher frequencies. Therefore, the comparison with the sonic logs is rather restricted

to relative velocity changes. Both curves show a significant low-velocity anomaly at about 150 m depth. To verify this low-

velocity zone as a feature of the MFZ, we compare it with ATV measurements (Figure 9, right panel) at this depth. We show230

the ATV travel time, adapted from Bröker et al. (2024). The ATV measurements reveal a broad fracture zone shown by an

increase in ATV travel time up to 180 µs. A more detailed analysis of the borehole cores is shown in Bröker et al. (2024) e.g.

Figure 3). They compare different borehole logs from ST1 and concluded that temperature, conductivity, spinner up and ATV

logs all show a prominent structure in Unit 3 indicated as "Largest fracture zone". The different geological measurements show

a variety of smaller breakouts and fractures. However, it seems that the tomographic velocities are mostly sensitive to the MFZ.235

The comparisons of the 3D seismic model with the borehole logs and borehole cores shows a generally good agreement along

ST1. So the question arises, if the tomographically derived velocity structures allow delineations and characterizations further

away from the boreholes, where no ground truth information is available. For that purpose, we compare the tomographically

derived velocities with the geometry of the MFZ, as derived by Escallon et al. (2024). In Figures 7 and 8, the MFZ structure is

superimposed. If the MFZ would be a clearly confined zone, one would expect a correspondingly well-confined low-velocity240

zone in the velocity model. Instead, we observe generally decreased velocities along the MFZ traces, but there is also a

substantial amount of heterogeneity. This may be partially the result of the limited spatial resolution power of the tomograms,

but it most likely indicates that the MFZ is a complex faulting structure, affecting larger volumes of the host rock, and including

substantial heterogeneities.

5.5 Appraisal of rock quality245

The velocity variations found in the tomographic volume are relatively small, and 99% of the velocities lie in the range

4900 < vp < 5800m/s. This is consistent with the findings from borehole logs (Shakas, 2019) that the host rock is moderately

disturbed. The velocity variations can be further quantified using the seismic rock quality designation factor (SRQD) introduced
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Figure 9. Comparison of the inversion results with geological data. For this purpose, the tomographic velocities (black line) are extracted

along the borehole ST1 (in the middle of the volume) and compared to the sonic logs (orange line). The coverage along ST1 is shown in blue.

The horizontal gray dashed lines indicate the zone of reasonable good coverage, between 50 m and 250 m depths. We compare the results

with ATV logs (on the right) from ST1, which show a fractured zone, that match the low-velocity zone. For the ATV’s we adjusted Figure 3

from Bröker et al. (2024) such that the depth is matching the inversion coordinate system used in this paper.
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by Deere and Miller (1966):

SRQD =
(

vp

vlab
p

)2

× 100. (4)250

vlab
p is the velocity of the intact rock measured in the laboratory, which is 6123m/s for the BedrettoLab (David et al., 2020).

According to Deere and Deere (1988), the SRQD is a good approximation to the rock quality designation factor (RQD).

The SRQD values within our tomographic model lie between 64 and 90, which translates to a rock quality from "fair" to

"good/excellent" (Deere and Deere, 1988). This is consistent with geological observations in the geothermal testbed (Ma et al.,

2022) .255

5.6 Limitations of the tomographic velocity model

For an appropriate interpretation of the structures found in the tomographic 3D model, it is necessary to consider its inherent

limitation. First of all, the spatial resolution needs to be considered. It is influenced by the ray coverage within the model and the

seismic wavelengths. As shown in Figures 7 and 8, the coverage of the fat rays is generally high and homogeneous. Williamson

and Worthington (1993) demonstrated that the spatial resolution scales approximately with the width of the Fresnel zone. For260

a frequency of 2 kHz and an average source-receiver distance of about 50 m, the width of the Fresnel zone is approximately 10

m, which corresponds quite well with minium feature size in the fat ray tomograms.

Further factors that may limit the reliability of the tomograms include the presence of seismic anisotropy and accuracy of the

borehole traces. As already indicated earlier, minor anisotropy effects may exist, but we have chosen to employ an isotropic

model. Ignoring significant anisotropy effects during an isotropic inversion would result in layered structures with alternating265

high and low velocities, thereby mimicking anisotropy. We did not spot a pronounced layering in our tomograms. Similarly,

in the presence of significant borehole trace errors, one would expect velocity anomalies towards the bottom of the boreholes,

where the formal resolution is worst and anomalies, caused by systematic errors, can develop most easily (Maurer and Green,

1997). Again such effects are not observed in our tomograms. Although we can exclude major artifacts from systematic errors

introduced by anisotropy and borehole trace inaccuracies, it cannot be excluded that they may have introduced minor distor-270

tions. Therefore, only gross features in the tomograms should be interpreted.

5.7 Comparison of seismic velocities with acoustic emission (AE) events

In 2022 and 2023, several hydraulic stimulation experiments were conducted in the geothermal testbed. The stimulations

were performed by injecting water in selected packer intervals of borehole ST1 (see also Section 2). An overview of these275

experiments in the context of induced seismicity is presented in Obermann et al. (2024). The analysis was performed with

DugSeis (Rosskopf et al., 2024b), and more details are provided in Rosskopf et al. (2024a). The stimulations were subdivided

in several phases. We restrict ourselves to events recorded during Phase I. In this phase, eight intervals in the range of 121.1 <

z < 299.54 m were stimulated in a consistent manner with similar injection protocols (Bröker et al., 2024; Doonechaly et al.,

2024).280

18

https://doi.org/10.5194/egusphere-2025-1094
Preprint. Discussion started: 24 March 2025
c© Author(s) 2025. CC BY 4.0 License.

Elaborate!

The sentences are very vague. Be more specific when you mention trace errors, or anomalies towards the bottom. Please also add explanations - why!





Figure 10. Histogram of the location differences using either a homogeneous or the 3D tomographic model.

For our analyses, we started with the so-called HQ (high quality) events, as described in Obermann et al. (2024). We then

restricted our selection to those events lying within the tomographic model. Subsequently, we applied an additional filtering by

selecting events that (i) had at least 6 reliable P wave picks (i.e., with corresponding residuals ≤ 0.75 ms), (ii) an RMS misfit

of less than 0.5 ms (iii) a determinant of the corresponding Jacobian matrix of more than 1e−7 (essentially the D-criterion used

by Kijko (1977) . This selection procedure left 4283 events that were considered for further analysis. The selected events were285

finally relocated using the 3D tomographic model, presented in this study, and a grid-search location algorithm similar to the

methodology described in Moser et al. (1992). For that purpose, we upsampled the velocity model to a grid spacing of 0.5 m.

In Figures 10 and 11, the effects of the 3D model on the locations are illustrated. We located the events with the 3D tomographic

model and a homogeneous model with the average velocity (5340 m/s) using the same grid search algorithm, and analysed the

differences. The histogram in Figure 10 demonstrates that most differences are rather small (mean difference: 2.2 m, median290

difference: 1.4 m), and the spatial distribution of the differences in Figure 11 indicate that the effects of the 3D model tend

to be slightly more pronounced at z > 220m. It is also noteworthy that there is no systematic shift between the two location

algorithms. From these observations we conclude that the effect of the 3D model on the hypocentral locations is quite minor,

which is in agreement with the investigations of Rosskopf et al. (2024a).

295
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Figure 11. Spatial distribution of location differences shown in Figure 10
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However, it is interesting to consider the spatial correlation between the seismic activity and the seismic velocities. For

that purpose, we subdivide the velocity model into low- intermediate and high-velocity regions, and compare them with the

predominant locations of the seismicity. Low and high velocity regions are defined as zones, in which the velocities are either

lower or higher than one standard deviation (≈ 150m/s) from the mean velocity (≈ 5340m/s) of the resolved areas within

the 3D tomogram.300

For the analysis, we consider horizontal slices through the region of interest, as well as a vertical slice approx. perpendicular

to the MFZ. For each slice, we superimpose the seismic events that have occurred on or near (±2.5m) the slices . The results

are shown in Figures 12 and 13, and movies, showing all horizontal and vertical slices, are provided in the digital appendix.

We observe a conspicuous correlation between the seismicity and the velocity pattern. The seismic events seem to "avoid"

the high velocity (blue) regions, and they occur rarely within the regions of very low velocities (dark red). The majority of305

the events can be found in the regions of intermediate and slightly decreased velocities (grey and light red), and some of the

slices show a remarkable event clustering along the boundaries between intermediate and high velocities (e.g., Figure 13b). A

deviation of this correlation is found in areas near the injection borehole ST1 (marked red in Figure 12). Here, the AE activity

is tightly coupled with the injection process itself.

A rather qualitative interpretation of these observations could be as follows. High velocity areas represent intact host rock, and310

the injection pressures (up to approximately 18 MPa) were apparently insufficient to break up these areas. Very low velocities

may represent considerably fractured zones, where it is no longer possible to accumulate sufficient stress levels, such that

significant seismic activity can occur. In intermediate velocity regions, pre-existing fractures may exist, but the rock strength

is still high enough, such that stress accumulation and subsequent break-up can occur. It should be noted that the crosshole

measurements were performed prior to the injections, and represent thus the state prior to the injection experiments. However,315

this is of minor importance, since we expect only very minor velocity changes caused by the injections. Initial analyses of

repeated active seismic measurements during the stimulation experiments indicated that the expected velocity changes are

well below 1 % . For a more detailed interpretation, we consider the relationship between seismic velocities and mechanical

stiffness, which are linked through elasticity and continuum mechanics (e.g., Mavko et al. (2009)). Microcracking and pore

fluids significantly influence these velocities (e.g. Paterson and Wong (2005)). Damage, characterized by microfracturing, is a320

key indicator of brittle deformation in geological settings, extensively documented in natural fault zones (e.g. Faulkner et al.

(2010), and references therein). Laboratory rock failure tests demonstrate that increased microcracking reduces wave speeds

and stiffness (e.g. Stanchits et al. (2011)).

The variation in stiffness, inferred from seismic velocities, likely produces strain gradients between the slower, damaged

material and the stiffer, intact rock matrix during fluid injection tests. The strain gradient reflects, how the deformation will325

vary throughout the body, resulting in stress concentrations over the velocity gradient. This mechanism has explained the

patterns of AEs in the Rotondo granite in laboratory test (Salazar Vásquez et al., 2024) and has also been proposed to explain

rock bursts around the EDZ in mining environments (Barton, 2006) (Chap. 7.2).

A complementary mechanism for the AEs produced in the medium and lower velocity zones is that permeability increases

with the presence of connected microcracks and damage. The lower and medium velocity regions present preexisting higher330

21

https://doi.org/10.5194/egusphere-2025-1094
Preprint. Discussion started: 24 March 2025
c© Author(s) 2025. CC BY 4.0 License.

"to the strike of the MFZ"??

low-, intermediate and..

depth?

Can you show how and where?

Please refrain from such words!

I do not understand this statement, please elaborate.

From this paragraph until the end of the section - it is very hard to follow.

While reading there are sudden break of flow with random statements inserted. 

Please rewrite this part with a proper flow



permeability zones. During fluid injection, the pore fluid pressure will migrate preferentially into these regions. If these regions

have preexisting structures that are preferentially oriented and close to failure, only small fluid pressure perturbation would be

needed to induce failure (Townend and Zoback, 2000).

It is remarkable that similar observations were made in the laboratory (i.e., centimeter scale, (Salazar Vásquez et al., 2024))

and within our geothermal testbed (decameter scale), and it is even more interesting to note that similar observations can335

also be made at larger scale. Local earthquake tomography investigations in the Hengill geothermal field (kilometer scale)

(Obermann et al., 2022) also show a clustering of the seismic events in zones of intermediate velocities. Therefore, it seems

that the underlying mechanisms are pretty much scale independent.

6 Conclusions

The experimental setup of the geothermal testbed in the BedrettoLab offered unique opportunities for 3D tomographic studies.340

The literature on such investigations on that scale is very sparse - in fact, we could not find a comparable study in the literature.

Our finding could thus be a motivation for other experiments in similar environments.

We can clearly show that in comparison with traditional thin ray methods, fat ray tomography does not only better mimic the

physics of band-limited seismic data, but it also results in an improved coverage. It is also worthwhile mentioning that fat

ray tomography is less dependent on the model parametrization of the forward and inversion grids (compared with thin rays),345

because the sensitivity kernels are governed primarily by the (prescribed) dominant wavelength of the seismic data.

There are two main findings from the analysis of the 3D velocity model. First, we could characterize one of the major fault

zones. Its signature in the tomographic image is not a narrow and well confined zone of decreased velocities, as one would

expect. Instead, it is distinguished by a relatively large volume of generally decreased velocities with considerable hetero-

geneities. Secondly, we found a spatial correlation between passive seismic events, generated by hydraulic stimulations, and350

the tomographically derived velocity structures. The passive seismic events occur between high and very low velocity zones.

Based on similar results from a small-scale laboratory study, we attribute this observation to the existence of stress gradients

in the regions of intermediate velocities.

Data availability. The input data for the inversion is published by Maurer and Schwarz (2025): https://doi.org/10.3929/ethz-b-000725491.

Seismicity catalogs of the VALTER project have been published by Rosskopf et al. (2024a)355

Video supplement. Video supplements for the 3D velocity model are published by Maurer and Schwarz (2025) https://doi.org/10.3929/

ethz-b-000725491
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Figure 12. Horizontal slices through the tomographic model. Low and high velocities are shown in red and blue, and intermediate velocity

areas are shown gray. The seismicity located ±2.5 m distance from the slices is superimposed by black dots. The intersection of the MFZ is

shown in light green.
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Figure 13. Vertical slices perpendical to the MFZ through the tomographic model. The slices are located near the trace of the injection

borehole ST1. Low and high velocities are shown in red and blue, and intermediate velocity areas are shown gray. The seismicity located

±2.5 m distance from the slices is superimposed by black dots. The intersection of the MFZ is shown in light green.
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