
 
 

 

Reviewer #1 (Anonymous): 
 
In this manuscript, the authors present the integration of a new version of the Noah-MP land 
surface model (Noah-MPv5.0) into the Land Information System (LIS). They investigate the 
performance of the new LIS/Noah-MPv5.0 system against the previous version of the system 
(LIS/Noah-MPv4.0.1), focusing on a number of hydrological states and fluxes. They find slightly 
degraded performance of the new system for most of the variables investigated. I think that this 
manuscript will eventually provide a useful contribution to the community and constitute a 
valuable resource for user of LIS. However, I would suggest a few changes before the manuscript 
is accepted for publication. 
 
Response: We thank the reviewer for the positive feedback and the constructive comments, which 
substantially improve our manuscript quality. We have addressed all the comments point by point 
below. In particular, after we added the results and scorecard based on the ILAMB benchmark and 
evaluation tool as suggested, we found that the new LIS/Noah-MPv5.0 model, compared with the 
LIS/Noah-MPv4.0.1 model, improves global model performance in all the key surface quantities 
evaluated in this study, except for slightly degraded performance in surface soil moisture and snow 
water equivalent. Please see also below for the details. 
 
 
Major comments: 
 
1. In its current form, the manuscript demonstrates the differences between LIS/Noah-MPv5.0 and 
LIS/Noah-MPv4.0.1 in detail, but in my opinion falls short when it comes to the interpretation of 
these differences. From the perspective of LIS users, I think that an understanding of the model 
changes that lead to the observed differences would be valuable, especially in cases where the 
model performance is degraded. The ‘Discussion’ section could be a good place to include more 
of an interpretation, but as it stands, that section focuses mostly on future model development 
without having established that the suggested future changes would address the cause of the 
differences observed currently. 
 
Response: Thank you for the constructive comment. As suggested, we have included more 
analyses and discussions in the Discussion section for the interpretation of the differences between 
LIS/Noah-MPv5.0 and LIS/Noah-MPv4.0.1, particularly for cases with degraded model 
performance and the issue of seemingly conflicting soil moisture and LH changes. We have further 
separated the original Discussion section into two new sections, with the new Section 5 discussing 
the model differences and causes and the new Section 6 discussing the future model development.  

To avoid duplicated responses here, for model differences related to soil moisture and LH 
issues, please see our detailed responses to each of your comments below in this document and the 
new Section 5 in the revised manuscript, which include the new analyses and results. 

For model differences related to snowpack and surface albedo, we have included additional 
discussions in Section 5 as follows: “LIS/Noah-MPv5.0 generally shows a lower SWE than 
LIS/Noah-MPv4.0.1 particularly during ablation periods, mainly due to the updated snow cover 
parameters in LIS/Noah-MPv5.0 resulting in lower snow cover and hence reduced surface albedo 
and subsequently enhanced melting. This triggers positive surface albedo feedback.” 
 



 
 

 

 
2. For example, the authors note the somewhat contradictory increase in surface soil moisture and 
simultaneous decrease in latent heat flux. I would have like to see a more in-depth discussion for 
the cause of this behavior. Are there changes to the model processes or parameters that would 
explain this? Given that the radiative forcing (and wind forcing) is the same in both experiments, 
would it make sense to check whether there has been a change in the soil temperature? Or look at 
a map of LAI to investigate whether this is caused by the bug fix to the vegetation fraction scaling 
that is mentioned. 
 
Response: Thank you for the comment. We have included more analyses and discussions on the 
possible causes (e.g., changes in model processes or parameters) for the cases with increases of 
surface soil moisture and simultaneous decreases in latent heat flux. As suggested, we have 
analyzed the changes in soil temperature, which generally increases in LIS/Noah-MPv5.0 
compared to LIS/Noah-MPv4.0 (see figures below) and hence is not the driver for the LH decrease 
but rather a result of the decreased LH. We have also analyzed the impact of the vegetation fraction 
scaling bug fix, which leads to changes in simulated ET and hence is an important contributor to 
the changes in soil moisture and LH in LIS/Noah-MPv5.0 compared to LIS/Noah-MPv4.0. We 
have also analyzed each of the modeled ET components to further understand the changes in total 
ET (and LH). We have included a detailed discussion in Section 5 (“Discussion” section) as 
follows: 
 “The modeled LH and soil moisture assessments in Section 4 indicate a slightly higher soil 
moisture but lower LH over some mid-latitude (e.g., the eastern U.S.) and the tropics in LIS/Noah-
MPv5.0 compared to LIS/Noah-MPv4.0.1. To further understand this seemingly conflicting model 
changes, we conduct a series of additional analyses.” 

(1) To assess uncertainties in LH reference data product, we have included the comparison 
with another soil-moisture independent ET product (FLUXCOM-X-BASE; Nelson et al., 2024) 
developed based on global FLUXNET flux measurements. We found that the data difference 
between GLEAM and FLUXCOM is large enough to reverse the model LH bias signs over many 
global regions, which can confound model assessments in this study. To avoid duplicated 
responses here, please refer to our response to your Major Comment #3 below for details. 

(2) To assess the role of soil temperature change, we have analyzed the soil temperature 
difference between LIS/Noah-MPv5.0 and LIS/Noah-MPv4.0, and included the following 
discussions and figures in Section 5: 

“To assess the role of soil temperature change, we further analyzed the soil temperature 
differences between the two model simulations, which indicates a consistently higher soil 
temperature in LIS/Noah-MPv5.0 than LIS/Noah-MPv4.0 across all soil layers over the majority 
of the globe except for polar regions (Figures S11-12), which hence is not a driver but rather a 
result of the decrease in LH.” 
 



 
 

 

 
Figure S11. Simulated multi-year (2018-2022) annual mean soil temperature from LIS/Noah-
MPv4.0.1 (left column), LIS/Noah-MPv5.0 (middle column), and their differences (right column) 
across four soil layers from the top (layer 1; first row) to the bottom (layer 4; fourth row). The 
LIS/Noah-MP simulations are driven by the USAF forcing globally. For glacier regions, the 
temperature is for glacier ice. 
 

 



 
 

 

Figure S12. Same as Figure S11 but for LIS/Noah-MP simulations driven by the NLDAS-2 
forcing over the CONUS. 
 
 (3) To further understand whether the LH change is due to other model updates in 
LIS/Noah-MPv5.0, including the added canopy heat storage term and bug fix to vegetation fraction 
scaling, we have conducted additional analyses and added discussions in Section 5 as follows: 

“Additional analyses indicate that the bug fix of vegetation fraction scaling in LIS/Noah-
MPv5.0 dominates the impact on the ET (and LH) reduction, with minor opposite effects from the 
added canopy heat storage term which generally increases sensible and latent heat fluxes (Figure 
S19). Furthermore, the LH changes tend to be larger over regions with higher vegetation fraction 
(Figure S20), which underlines potentially large and heterogeneous impacts in response to this.” 
 

 
Figure S19. Latent heat (LH) and sensible heat (SH) flux changes due to the added canopy heat 
storage (first row) and all model updates (second row) in 2018 August. 
 

 



 
 

 

Figure S20. Global and CONUS vegetation fraction (a-b) used in the model simulations, and the 
latent heat (LH) differences (c-d) between LIS/Noah-MPv5.0 and LIS/Noah-MPv4.0.1. 
 

(4) We further analyzed the difference in each of ET components between LIS/Noah-
MPv4.0.1 and LIS/Noah-MPv5.0 to better understand how LH responds to model changes between 
the two versions. We have included additional discussions and figures in Section 5 as follows:  

“We quantify the differences in each of the modeled ET components between the two model 
versions and their biases by comparing with the GLEAM data. Using the CONUS region as an 
example, we find that the lower LH in LIS/Noah-MPv5.0 over the eastern U.S. is mainly caused 
by the lower plant transpiration and soil evaporation compared to LIS/Noah-MPv4.0.1, which 
outweigh the higher canopy-intercepted water evaporation (Figures S13-S15). The slightly lower 
LH in LIS/Noah-MPv5.0 over the western U.S. is dominated by the lower plant transpiration and 
canopy-intercepted water evaporation, which outweigh the higher soil evaporation. Overall, the 
generally opposite patterns in the western and eastern U.S. in these model differences in each ET 
component likely reflect the spatially heterogeneous impacts across water limited vs. non-water 
limited regimes, which needs further investigation. These patterns are generally consistent 
throughout the seasons (Figures S16-18), with stronger signals for plant transpiration and soil 
evaporation in spring and summer due to warmer temperature and higher solar radiation. Thus, 
the slightly higher soil moisture appears to be a result of the lower total ET in LIS/Noah-MPv5.0 
compared to LIS/Noah-MPv4.0.1.” 
 

 
Figure S13. Comparison of latent heat flux (W/m2) due to soil evaporation between the GLEAM 
data and LIS/Noah-MP simulations driven by the NLDAS-2 forcing over the CONUS averaged 
during 2018-2021: (a) GLEAM3.8a data, (b) LIS/Noah-MPv4.0.1 simulation, (c) LIS/Noah-
MPv5.0 simulation, (d) LIS/Noah-MPv4.0.1 biases (model minus GLEAM), (e) LIS/Noah-
MPv5.0 biases (model minus GLEAM), and (f) differences between LIS/Noah-MPv5.0 and 
LIS/Noah-MPv4.0.1 simulations. Grids with statistically significant differences (p < 0.05) are 
shown with gray dots in panels (d)-(f). The statistical significance over each grid is computed using 
daily time series and the T-test method. The global mean value is also provided in the lower right 
of each panel. See Figure S16 for seasonal plots. 
 



 
 

 

 
Figure S14. Same as Figure S13 but for plant transpiration. See Figure S17 for seasonal plots. 
 

 
Figure S15. Same as Figure S13 but for canopy-intercepted water evaporation. See Figure S18 for 
seasonal plots. 
 

 
Figure S16. Same as Figure S13 but for seasonal results: (a-d) DJF, (e-h) MAM, (i-l) JJA, and (m-
p) SON. 
 



 
 

 

 
Figure S17. Same as Figure S14 but for seasonal results: (a-d) DJF, (e-h) MAM, (i-l) JJA, and (m-
p) SON. 
 

 
Figure S18. Same as Figure S15 but for seasonal results: (a-d) DJF, (e-h) MAM, (i-l) JJA, and (m-
p) SON. 
 
 

(5) The updated snow cover parameters can also affect soil moisture particularly in winter, 
spring, and summer, so we further included some discussions on this aspect in Section 5 as follows: 

“The slightly higher soil moisture in LIS/Noah-MPv5.0 compared to LIS/Noah-MPv4.0.1 
is also partially contributed by the updated snow cover parameters in LIS/Noah-MPv5.0 that lead 
to enhanced snow melting and hence increased soil moisture in winter, spring, and early summer.” 
 
 



 
 

 

3. Given the above discrepancy between the soil moisture and latent heat changes, I would also 
suggest including an additional ET product in the evaluation. While the GLEAM product is 
certainly a good choice, it is somewhat dependent on the soil moisture assumptions that it makes. 
So, I would suggest including a soil-moisture independent product like ALEXI to further 
investigate the conflicting SM and LH responses. 
 
Response: Thank you for the suggestion. We have included the comparison with another soil-
moisture independent ET product (FLUXCOM-X-BASE; Nelson et al., 2024) developed based on 
global FLUXNET flux measurements. We found that the data difference between GLEAM and 
FLUXCOM is large so that the seemingly conflicting SM and LH biases in the model simulations 
could be caused by the ET data product uncertainty. This is consistent with previous studies (e.g., 
Abolafia-Rosenzweig et al., 2021) finding large disagreements across remote sensing-based ET 
reference datasets. We have added discussions on the observational uncertainties in ET data 
products in Section 5 as follows: 

“To quantify the uncertainty of reference ET data products, we conduct additional model 
evaluations using the FLUXCOM-X-BASE (Nelson et al., 2024) data. The results indicate large 
inconsistency between the FLUXCOM-X-BASE and GLEAM data, where the model biases reverse 
the signs across many global regions particularly in the low-latitudes (Figure S9). For the 
CONUS, the bias sign also reverses in the northeastern U.S. and many parts of the western U.S. 
(Figure S10). Previous studies (Nelson et al., 2024) showed that FLUXCOM-X-BASE has 
consistently lower ET in evergreen tropics as well as the temperate and high latitudes of the 
Northern Hemisphere than GLEAM, whereas FLUXCOM-X-BASE has higher ET in the semiarid 
and arid ecosystems of the lower and middle latitudes. This is consistent with previous studies 
(e.g., Abolafia-Rosenzweig et al., 2021) finding large disagreements across remote sensing-based 
ET reference datasets in general. These results suggest that the modeled ET in this study falls into 
the range of observational uncertainty over many global regions and the uncertainty in ET 
reference data products can confound model assessments which should be accounted for in future 
studies.” 
References: Nelson, J. A., et al.: X-BASE: the first terrestrial carbon and water flux products from 
an extended data-driven scaling framework, FLUXCOM-X, Biogeosciences, 21, 5079–5115, 
https://doi.org/10.5194/bg-21-5079-2024, 2024. 
 



 
 

 

 
Figure S9. Latent heat flux (W/m2) comparison between the GLEAM data, FLUXCOM-X-BASE 
data, and LIS/Noah-MP simulations driven by USAF forcing globally averaged during 2018-2021: 
(a) GLEAM3.8a data, (b) LIS/Noah-MPv4.0.1 simulation, (c) LIS/Noah-MPv5.0 simulation, (d) 
LIS/Noah-MPv4.0.1 biases (model minus GLEAM), (e) LIS/Noah-MPv5.0 biases (model minus 
GLEAM), (f) differences between LIS/Noah-MPv5.0 and LIS/Noah-MPv4.0.1 simulations, (g) 
FLUXCOM-X-BASE data, (h) LIS/Noah-MPv4.0.1 biases (model minus FLUXCOM-X-BASE), 
and (i) LIS/Noah-MPv5.0 biases (model minus FLUXCOM-X-BASE). Grids with statistically 
significant differences (p < 0.05) are shown with gray dots in panels (d)-(f). The statistical 
significance over each grid is computed using daily time series and the T-test method. The global 
mean value is also provided in the lower right of each panel. 
 

 



 
 

 

Figure S10. Same as Figure S9 but for evaluation of LIS/Noah-MP simulations driven by the 
NLDAS-2 forcing over the CONUS. 
 
 
4. It is a bit unclear how the variables that are evaluated were chosen. From a LIS user perspective, 
I am wondering whether it would be useful to include an additional figure that would show the 
results from a more comprehensive and standardized benchmarking framework, like ILAMB, as 
this would provide a high-level overview of the changes across additional model variables. 
 
Response: We agree with the reviewer that it will be useful to add a summary figure based on 
ILAMB evaluations to provide a high-level overview of model performance changes. Thus, we 
have added evaluations using ILAMB and our reference datasets. In addition, we have also added 
several tables to summarize all the evaluation metrics for all the variables across different global 
latitudinal bands and seasons. We have included additional discussions in Section 5 as follows: 

“To summarize the evaluation metrics for all the key variables from both model simulations 
in this study, we have adopted the International Land Model Benchmarking (ILAMBv2.7.2; Collier 
et al., 2018) package and applied it to our model simulations and reference datasets. Overall, the 
result (Figure 18) shows that LIS/Noah-MPv5.0 outperforms or is similar to LIS/Noah-MPv4.0.1 
globally in the key land surface variables evaluated in this study, except for slight degradation in 
simulated surface soil moisture and SWE. In addition, we summarize all the bias values for 
different seasons and regions for both model simulations in Tables 1 and 2. The slightly degraded 
surface soil moisture simulation in LIS/Noah-MPv5.0 mainly comes from the degraded 
performance over northern and southern mid-latitudes, while the slightly degraded SWE in 
LIS/Noah-MPv5.0 is mainly caused by the degraded performance in the northern high-latitudes 
(Table 1). The soil moisture and SWE differences between the two model simulations are primarily 
caused by the model updates in vegetation processes (added canopy heat storage and bug fix of 
vegetation fraction scaling) and improved snow cover parameters.” 
 



 
 

 

 
 

Figure 18. Scorecard-type comparison for LIS/Noah-MPv4.0.1 and LIS/Noah-MPv5.0 model 
performance in simulating key surface variables evaluated against the reference datasets used in 
this study based on the ILAMB tool. 
 
 
Table 1. Model evaluation metrics for LIS/Noah-MPv4.0.1 and LIS/Noah-MPv5.0 simulations 
driven by the USAF forcing averaged during 2018-2022 on the global and regional scale. The 
values are the annual mean model bias (LIS/Noah-MP simulations minus reference datasets). The 
statistically significant difference between LIS/Noah-MP v4.0.1 and LIS/Noah-MPv5.0 
simulations (p < 0.05 using a t-test for daily time series) are marked as bold font. The values in the 
parentheses are the annual mean absolute model biases. The seasonal biases are shown in Tables 
S1-S4. 
 

 Global low latitude 
(30°S - 30°N) 

northern mid-
latitudes 

(30 - 60°N) 

northern high-
latitudes 
(>60°N) 

southern mid-
latitudes 

(30 - 60°S) 

southern high-
latitudes 
(>60°S) 



 
 

 

LIS/Noah-MP v4.0.1 v5.0 v4.0.1 v5.0 v4.0.1 v5.0 v4.0.1 v5.0 v4.0.1 v5.0 v4.0.1 v5.0 

Surface soil 
moisture (m3/m3 

compared to SMAP) 

0.003 
(0.076) 

0.008 
(0.078) 

-0.009 
(0.065) 

-0.002 
(0.066) 

0.020 
(0.079) 

0.025 
(0.082) 

-0.013 
(0.093) 

-0.009 
(0.094) 

0.028 
(0.081) 

0.036 
(0.086) 

- - 

Surface Soil 
moisture (m3/m3 

compared to ISMN) 

0.062 
(0.078) 

0.067 
(0.082) 

0.027 
(0.061) 

0.036 
(0.067) 

0.062 
(0.079) 

0.068 
(0.082) 

0.119 
(0.121) 

0.121 
(0.123) 

0.049 
(0.062) 

0.051 
(0.062) 

- - 

Latent heat flux 
(W/m2 compared to 

GLEAM3.8a) 

0.992 
(6.802) 

-0.386 
(7.273) 

2.105 
(10.740) 

-2.759 
(11.601) 

0.752 
(7.994) 

-0.608 
(8.127) 

-4.122 
(5.541) 

-3.784 
(5.731) 

1.469 
(9.369) 

-0.271 
(9.627) 

2.992 
(3.105) 

3.668 
(3.692) 

Snow water 
equivalent (mm 

compared to ERA5-
Land) 

-10.123 
(22.444) 

-13.237 
(22.328) 

-0.845 
(0.951) 

-0.878 
(0.966) 

0.715 
(16.267) 

-1.349 
(15.898) 

-45.177 
(71.928) 

-56.181 
(72.276) 

-10.804 
(16.494) 

-10.471 
(16.311) 

- - 

Snow depth (m 
compared to ERA5-

Land) 

-0.059 
(0.076) 

-0.061 
(0.079) 

-0.003 
(0.003) 

-0.003 
(0.003) 

-0.019 
(0.051) 

-0.019 
(0.052) 

-0.231 
(0.255) 

-0.245 
(0.268) 

-0.040 
(0.050) 

-0.037 
(0.050) 

- - 

Snow cover fraction 
(compared to 

MODIS) 

0.112 
(0.113) 

0.069 
(0.090) 

0.001 
(0.003) 

0.000 
(0.002) 

0.149 
(0.151) 

0.118 
(0.122) 

0.234 
(0.235) 

0.108 
(0.183) 

0.020 
(0.027) 

0.015 
(0.023) 

- - 

Surface albedo 
(compared to 

MODIS) 

-0.018 
(0.061) 

-0.033 
(0.067) 

-0.016 
(0.047) 

-0.017 
(0.046) 

0.032 
(0.052) 

0.021 
(0.045) 

0.016 
(0.052) 

-0.024 
(0.072) 

0.017 
(0.034) 

0.013 
(0.032) 

-0.084 
(0.089) 

-0.100 
(0.102) 

  
 
Table 2. Model evaluation metrics for LIS/Noah-MPv4.0.1 and LIS/Noah-MPv5.0 simulations 
driven by the NLDAS-2 forcing averaged over the CONUS during 2018-2022. The values are the 
mean model bias (LIS/Noah-MP simulations minus reference datasets). The statistically 
significant difference between LIS/Noah-MP v4.0.1 and LIS/Noah-MPv5.0 simulations (p < 0.05 
using a t-test for daily time series) are marked as bold font. The values in the parentheses are the 
mean absolute model biases. 
 

 Annual DJF MAM JJA SON 

LIS/Noah-MP v4.0.1 v5.0 v4.0.1 v5.0 v4.0.1 v5.0 v4.0.1 v5.0 v4.0.1 v5.0 

Surface soil 
moisture (m3/m3 

compared to SMAP) 

0.000 
(0.062) 

0.008 
(0.065)  

0.025 
(0.077) 

0.035 
(0.085) 

 

0.003 
(0.067) 

0.008 
(0.069) 

 

0.006 
(0.062) 

0.013 
(0.065) 

 

-0.010 
(0.058) 

-0.001 
(0.062) 

 

Surface Soil 
moisture (m3/m3 

compared to ISMN) 

0.041 
(0.065) 

0.047 
(0.068) 

0.041 
(0.075) 

0.051 
(0.080) 

0.024 
(0.066) 

0.029 
(0.067) 

0.043 
(0.069) 

0.049 
(0.072) 

0.047 
(0.069) 

0.054 
(0.074) 

Latent heat flux 
(W/m2 compared to 

GLEAM3.8a) 

-0.207 
(9.135) 

-2.302 
(9.286) 

-5.864 
(7.014) 

-5.126 
(6.385) 

-0.575 
(14.912) 

-3.498 
(14.413) 

9.476 
(17.752) 

3.209 
(14.815) 

-4.017 
(7.147) 

-3.865 
(7.904) 



 
 

 

Snow water 
equivalent (mm 

compared to 
SNODAS) 

-4.173 
(6.422) 

-4.959 
(6.369) 

-5.083 
(10.148) 

-6.715 
(9.961) 

-10.246 
(13.924) 

-11.309 
(14.061) 

-0.700 
(1.221) 

-0.961 
(1.051) 

-0.643 
(1.018) 

-0.843 
(0.930) 

Snow depth (m 
compared to 
SNODAS) 

-0.013 
(0.020) 

-0.015 
(0.020) 

-0.016 
(0.036) 

-0.020 
(0.035) 

-0.032 
(0.040) 

-0.033 
(0.040) 

-0.002 
(0.003) 

-0.002 
(0.002) 

-0.004 
(0.005) 

-0.004 
(0.005) 

Snow cover fraction 
(compared to 

MODIS) 

0.055 
(0.058) 

0.028 
(0.037) 

0.221 
(0.227) 

0.117 
(0.137) 

0.045 
(0.049) 

0.026 
(0.046) 

-0.003 
(0.003) 

-0.003 
(0.003) 

0.018 
(0.026) 

0.004 
(0.018) 

Surface albedo 
(compared to 

MODIS) 

0.031 
(0.038) 

0.023 
(0.033) 

0.072 
(0.083) 

0.030 
(0.056) 

0.022 
(0.032) 

0.016 
(0.029) 

0.024 
(0.033) 

0.023 
(0.033) 

0.031 
(0.041) 

0.026 
(0.037) 

 
 
Minor comments: 
 
1. Generally, a lot of the Figures are small, making it hard to see details. Since several panels often 
share a color bar, maybe you can just have the two color bars at the side, which might allow you 
to increase the subpanel size. 
 
Response: Thank you for the suggestion. We have revised all the figures in the main text and 
Figures S2, S4, S5, and S8 in the supplement by increasing subpanel sizes and font sizes. Please 
see the track-change revised manuscript for this change. 
 
 
2. Line 24: Here and elsewhere in the paper I would suggest avoiding formulations like ‘negative 
bias’ and instead say ‘under-/overestimates soil moisture’, as this is more intuitive. 
 
Response: As suggested, we have fixed this issue throughout the manuscript. Please see the track-
change revised manuscript. 
 
 
3. Lines 104 – 105: If a ‘scorecard’ type evaluation is the intention, then I don’t understand why 
the authors opted not to use one of the existing comprehensive benchmarking tools, like ILAMB 
(see major comment) or include a scorecard type figure in the paper. Also, the quotation marks are 
mismatched. 
 
Response: As suggested, we have included additional evaluation and figure using the ILAMB tool. 
We have included additional discussions related to this in Section 5 (see also our response to your 
major comment #4 above for details) and also fixed the quotation marks. The scorecard type of 
figure based on the ILAMB tool is as follows: 



 
 

 

 
 

Figure 18. Scorecard-type comparison for LIS/Noah-MPv4.0.1 and LIS/Noah-MPv5.0 model 
performance in simulating key surface variables evaluated against the reference datasets used in 
this study based on the ILAMB tool. 
 
 
4. Line 147: “…control the soil process timestep.” 
 
Response: Thanks. We fixed this issue as suggested. 
 
 
5. Line 159: “…of benchmark simulations with LIS coupled with Noah-MP”. Rephrasing to avoid 
‘coupled simulations’ since it implies coupled to a GCM. 
 
Response: Thanks. We fixed this issue as suggested. 
 
 
6. Lines 174 – 175: Was STATSGO used over the US and FAO elsewhere? 



 
 

 

 
Response: Yes, the STATSGO soil data was used for the U.S. and the FAO soil data was used for 
other global regions outside the U.S. 
 
 
7. Lines 218 – 219: There are several areas where the precipitation bias does not align with the soil 
moisture bias (for example Northern Canada or Southern Brazil). What is the suspected cause for 
the soil moisture differences there? 
 
Response: Thanks for the great question. At this stage, we do not have a definite answer for this 
question. Several possible causes may play a role, including observational data uncertainties (i.e., 
IMERG/GPM precipitation and SMAP soil moisture), model ET biases induced by uncertainties 
in other meteorological forcing and/or model soil hydraulics, and soil infiltration parameterization 
uncertainty in the model. This requires further investigations. We have included the following 
sentence in Lines 234-235 (track-changed revised manuscript) for further clarification:  

“…, partially caused by the USAF precipitation forcing bias (Figure S2), except for 
northern Canada and southern Brazil which requires further investigation.” 
 
 
8. Figure 2: Here and in all other bias figures, I think it would be helpful to include the mean 
absolute bias values as well, to get a sense for the model changes without the impact of 
compensating errors. 
 
Response: Thanks for the suggestion. Instead of adding the mean absolute bias value in the figure 
panels, we have created a table (see Tables 1 and 2 below) to summarize the model mean bias and 
mean absolute bias. We have added these tables and related discussions in Section 5 of the revised 
manuscript. 
 
Table 1. Model evaluation metrics for LIS/Noah-MPv4.0.1 and LIS/Noah-MPv5.0 simulations 
driven by the USAF forcing averaged during 2018-2022 on the global and regional scale. The 
values are the annual mean model bias (LIS/Noah-MP simulations minus reference datasets). The 
statistically significant difference between LIS/Noah-MP v4.0.1 and LIS/Noah-MPv5.0 
simulations (p < 0.05 using a t-test for daily time series) are marked as bold font. The values in the 
parentheses are the annual mean absolute model biases. The seasonal biases are shown in Tables 
S1-S4. 
 

 Global low latitude 
(30°S - 30°N) 

northern mid-
latitudes 

(30 - 60°N) 

northern high-
latitudes 
(>60°N) 

southern mid-
latitudes 

(30 - 60°S) 

southern high-
latitudes 
(>60°S) 

LIS/Noah-MP v4.0.1 v5.0 v4.0.1 v5.0 v4.0.1 v5.0 v4.0.1 v5.0 v4.0.1 v5.0 v4.0.1 v5.0 

Surface soil 
moisture (m3/m3 

compared to SMAP) 

0.003 
(0.076) 

0.008 
(0.078) 

-0.009 
(0.065) 

-0.002 
(0.066) 

0.020 
(0.079) 

0.025 
(0.082) 

-0.013 
(0.093) 

-0.009 
(0.094) 

0.028 
(0.081) 

0.036 
(0.086) 

- - 



 
 

 

Surface Soil 
moisture (m3/m3 

compared to ISMN) 

0.062 
(0.078) 

0.067 
(0.082) 

0.027 
(0.061) 

0.036 
(0.067) 

0.062 
(0.079) 

0.068 
(0.082) 

0.119 
(0.121) 

0.121 
(0.123) 

0.049 
(0.062) 

0.051 
(0.062) 

- - 

Latent heat flux 
(W/m2 compared to 

GLEAM3.8a) 

0.992 
(6.802) 

-0.386 
(7.273) 

2.105 
(10.740) 

-2.759 
(11.601) 

0.752 
(7.994) 

-0.608 
(8.127) 

-4.122 
(5.541) 

-3.784 
(5.731) 

1.469 
(9.369) 

-0.271 
(9.627) 

2.992 
(3.105) 

3.668 
(3.692) 

Snow water 
equivalent (mm 

compared to ERA5-
Land) 

-10.123 
(22.444) 

-13.237 
(22.328) 

-0.845 
(0.951) 

-0.878 
(0.966) 

0.715 
(16.267) 

-1.349 
(15.898) 

-45.177 
(71.928) 

-56.181 
(72.276) 

-10.804 
(16.494) 

-10.471 
(16.311) 

- - 

Snow depth (m 
compared to ERA5-

Land) 

-0.059 
(0.076) 

-0.061 
(0.079) 

-0.003 
(0.003) 

-0.003 
(0.003) 

-0.019 
(0.051) 

-0.019 
(0.052) 

-0.231 
(0.255) 

-0.245 
(0.268) 

-0.040 
(0.050) 

-0.037 
(0.050) 

- - 

Snow cover fraction 
(compared to 

MODIS) 

0.112 
(0.113) 

0.069 
(0.090) 

0.001 
(0.003) 

0.000 
(0.002) 

0.149 
(0.151) 

0.118 
(0.122) 

0.234 
(0.235) 

0.108 
(0.183) 

0.020 
(0.027) 

0.015 
(0.023) 

- - 

Surface albedo 
(compared to 

MODIS) 

-0.018 
(0.061) 

-0.033 
(0.067) 

-0.016 
(0.047) 

-0.017 
(0.046) 

0.032 
(0.052) 

0.021 
(0.045) 

0.016 
(0.052) 

-0.024 
(0.072) 

0.017 
(0.034) 

0.013 
(0.032) 

-0.084 
(0.089) 

-0.100 
(0.102) 

  
 
Table 2. Model evaluation metrics for LIS/Noah-MPv4.0.1 and LIS/Noah-MPv5.0 simulations 
driven by the NLDAS-2 forcing averaged over the CONUS during 2018-2022. The values are the 
mean model bias (LIS/Noah-MP simulations minus reference datasets). The statistically 
significant difference between LIS/Noah-MP v4.0.1 and LIS/Noah-MPv5.0 simulations (p < 0.05 
using a t-test for daily time series) are marked as bold font. The values in the parentheses are the 
mean absolute model biases. 
 

 Annual DJF MAM JJA SON 

LIS/Noah-MP v4.0.1 v5.0 v4.0.1 v5.0 v4.0.1 v5.0 v4.0.1 v5.0 v4.0.1 v5.0 

Surface soil 
moisture (m3/m3 

compared to SMAP) 

0.000 
(0.062) 

0.008 
(0.065)  

0.025 
(0.077) 

0.035 
(0.085) 

 

0.003 
(0.067) 

0.008 
(0.069) 

 

0.006 
(0.062) 

0.013 
(0.065) 

 

-0.010 
(0.058) 

-0.001 
(0.062) 

 

Surface Soil 
moisture (m3/m3 

compared to ISMN) 

0.041 
(0.065) 

0.047 
(0.068) 

0.041 
(0.075) 

0.051 
(0.080) 

0.024 
(0.066) 

0.029 
(0.067) 

0.043 
(0.069) 

0.049 
(0.072) 

0.047 
(0.069) 

0.054 
(0.074) 

Latent heat flux 
(W/m2 compared to 

GLEAM3.8a) 

-0.207 
(9.135) 

-2.302 
(9.286) 

-5.864 
(7.014) 

-5.126 
(6.385) 

-0.575 
(14.912) 

-3.498 
(14.413) 

9.476 
(17.752) 

3.209 
(14.815) 

-4.017 
(7.147) 

-3.865 
(7.904) 

Snow water 
equivalent (mm 

compared to 
SNODAS) 

-4.173 
(6.422) 

-4.959 
(6.369) 

-5.083 
(10.148) 

-6.715 
(9.961) 

-10.246 
(13.924) 

-11.309 
(14.061) 

-0.700 
(1.221) 

-0.961 
(1.051) 

-0.643 
(1.018) 

-0.843 
(0.930) 



 
 

 

Snow depth (m 
compared to 
SNODAS) 

-0.013 
(0.020) 

-0.015 
(0.020) 

-0.016 
(0.036) 

-0.020 
(0.035) 

-0.032 
(0.040) 

-0.033 
(0.040) 

-0.002 
(0.003) 

-0.002 
(0.002) 

-0.004 
(0.005) 

-0.004 
(0.005) 

Snow cover fraction 
(compared to 

MODIS) 

0.055 
(0.058) 

0.028 
(0.037) 

0.221 
(0.227) 

0.117 
(0.137) 

0.045 
(0.049) 

0.026 
(0.046) 

-0.003 
(0.003) 

-0.003 
(0.003) 

0.018 
(0.026) 

0.004 
(0.018) 

Surface albedo 
(compared to 

MODIS) 

0.031 
(0.038) 

0.023 
(0.033) 

0.072 
(0.083) 

0.030 
(0.056) 

0.022 
(0.032) 

0.016 
(0.029) 

0.024 
(0.033) 

0.023 
(0.033) 

0.031 
(0.041) 

0.026 
(0.037) 

 
 
9. Lines 314 – 315: “…uses snowpack physics consistent with other land snowpacks…” 
 
Response: Thanks. We fixed this issue as suggested. 
 
 
10. Line 329: “…despite the overestimation of soil moisture…” 
 
Response: Thanks. We fixed this issue as suggested. 
 
 
11. Line 418 – 419: What do the authors think is the reason that these new parameters are only 
effective at reducing the bias in some regions? 
 
Response: Thanks for the question. There are three possible reasons. (1) The snow cover parameter 
updates are more effective for regions with snow depth less than about 0.3 m, since this is the most 
sensitive snow depth regime for snow cover calculations based on the parameterization used in 
Noah-MP (He et al, 2019). (2) The snow cover parameter updates are also vegetation type 
dependent, so the effectiveness of this change also depends on vegetation types, leading to regional 
heterogeneity in the results. (3) Due to the positive surface albedo feedback induced by snow cover 
change, it is more effective over ablation regions and periods. (4) The snow cover impact is further 
complicated by the spatial heterogeneity of SWE biases (Abolafia-Rosenzweig et al., 2025). We 
have included these discussions in the track-changed revised manuscript (Lines 473-483). 
 


