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Abstract. Alpine areas are undergeing-the-highest-changeexperiencing substantial changes in both temperature and rainfall

intensity-that-represent-main-roeckta sgeringtactors—Stneefew-approaches—were-proposed-toanalyse-t-anew-approaeh

, both critical triggers for rockfall events. To better
understand these evolving climatic scenarios in the Dolomites from 1970 to 2019 with-implieation-on—triggeringand their

implications for historical rockfall events—in-theDelemites—occurrences, we developed a novel approach based on the

frequency analysis of meteorological variables.

FheOur analysis considered key climate variables: including mean air temperature, precipitation, thermal amplitude, freeze/-

thaw cycles, and icing, wader—differentexamined at various aggregation scales. Results reveal-that-unequivocally show a

significant warming trend, with the highest warming rates were(up to 0.3°C per decade) observed during spring;—white. This

warming has led to an earlier onset of summer and a delayed end of winter, altering seasonal lengths. We also detected a
notable reduetion—in—ieing—anddecline in cold-related phenomena, with an estimated decrease of 7.3 freeze-thaw eyeles

detected—Analyses—with-days and 2.2 icing days per decade. Precipitation patterns are changing too, with an increasing
frequency of high-intensity rainfall events, particularly in winter, and a reduction in low-intensity events across all seasons.
The Rescaled Adjustmentd Partial Sums (RAPS) method previded—valuable—insights—inte—further confirmed long-term

precipitation lene-term-trends-andfluetaations:

ion, revealing that
climatic evolution is driven by shifts in variable frequencies ever—years—TFherather than just extreme values. Employing a
Bayesian method-was-employed-to-study—, we investigated the conditional probability of meteerelogicalvariablesrockfall
occurrences knowing that a meteorological variable is within a given range. Our findings reveal several key correlations: in

the last decade high-intensity rainfall correlates with rockfalls in autumn, showing conditional probabilities of 12.4% below

1000 m and 22.2% between 1000-2000 m. Mean air temperature correlates with rockfalls in summer, for instance, with a

12.7% probability for 21-24°C between 1000-2000 m, and in autumn, such as a 2.2% probability for 17.6-20.8°C above 2000m.

Temperature amplitude shows high rockfall probabilities in spring, reaching 28.6% for 8.8-9.9°C below 1000 m, and in winter,

with a 5.8% probability for 9-10°C between 1000-2000 m. Beyond these meteorological links, rockfall frequency exhibits

three main peaks: November, February-April, and August. Regarding rockfall source aspect, north component has significant
increment from 1970-1999 to 2000-2025 (from 4% to 12% +3%) above 2000 m, a pattern likely linked to permafrost thawing.

This study underscores the critical influence of changing climate dynamics on rockfall events—Reckfalls-and high-intensity

ies-activity
in Alpine environments, providing quantitative links between specific meteorological shifts and rockfall occurrence.
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1 Introduction

Rockfalls are artyp%e#msmﬁ%&neet&eellapsesudden and dangerous landshdeﬂﬂvelvmgth&demehmefmeﬂa events where

rock bleek(erseveral-blocks) detach from a
bysteep cliffs and move rapidly downslope through free-falling, bouncing, rolling, and teeal-sliding phases-(Varnes, 1978).

uspose significant hazards to human lives,

These phenomena ea

structures, and infrastruetaresinfrastructure, varying widely in volume and impact (Bunce et al., 1997; Crosta and Agliardi,
2004; Hilker et al., 2009; Volkwein et al., 2011; Zhao et al., 2017).

Varteus_Numerous intrinsic and external parameters, highly—variable-everwhich vary considerably in space and time, can
trigger rockfalls (Volkwein et al., 2011);—ineluding). These include earthquakes (Valagussa et al., 2014), intense rainfall

(Palladino et al., 2018), snowmelt, permafrost degradation (Ravanel et al., 2017), freeze-thaw cycles (Matsuoka and Sakai,
1999), and ground temperature oscillations (Luethi et al., 2015; Palau et 1., 2024; Stoffel et al., 2024), both in cold and warm
conditions. Fhereforeit-is-important-to-consider-themwhenunderstandingUnderstanding the evolution of slopes in response
to climate change, and its impact on reek—falrockfall frequency and seasonality, is therefore crucial (Davies et al., 2001;
Fischer et al., 2006; Stoffel and Huggel, 2012; Coro et al., 2015; Palau et al., 2024).

Climate-change-has-eaused-aMountain regions, particularly the Alps, have experienced significant inerease--temperature s
mountain-areas(Pepin-etal;2022)-and-the Alpineareaincreases over the last 150 years (Pepin et al., 2022; Schér et al., 2004),

with annual mean warming rates in the Alps of abeutapproximately 0.52oC per decade since 1980 (Bohm et al., 2001; Allen

and Huggel, 2013)-beyond-the-averageglobal). These accelerated changes—Fhese-changesarepartienlarlympaetful in the
Alpine environment;leading-to-inereaseroekfalls: exacerbate rockfall activity. The effeetsimpacts of climate change in the

Alpine-area-inelude Alps manifest as: (i) petential-a substantial rise in temperature rise-(Beniston, 2006; Brunetti et al., 2009;
Gobiet et al., 2014), (ii) increased frequency and intensity of phenemena-such-asextreme events like floods, droughts, rockfalls,
and landslides (Gariano and Guzzetti, 2016; Palladino et al., 2017), and (iii) inereasedfrequeney-efmore frequent medium and
extreme precipitation events-{, particularly during autumn and winter (Krautblatter and Moser, 2009);-especially-duringavtamn
and—winter{; Schmidli and Frei, 2005). A_direct consequence of global warming is the inereasedaccelerated degradation of

permafrost €(in many high-mountain, steep rock slopes environments (Noetzli et al., 2003; Gobiet et al., 2014; Draebing et al.,

2019; Manent et al., 2024)-in-many-steep-rockslopes-in-high-mountain-environments{; Salzmann et al., 2007),—-which-—ean
affeet). This degradation significantly impacts slope stablllty%differenkseale%&bepmékmebem@)gmn%ﬁeém
as warming air temperatures at high altitudes lea

differenttimings; magnitudes;-and-depths;-as-well-as-the-alter the thermal and hydrauhc conditions of the rock mass-—Davies-et
al200H-suggested-that- warming air temperatares-alter the- (Gruber and Haeberli, 2007) and reduce rock mass shear strength

by modifying active layer thickness and fracture conditions;—+edueing—rock—mass—shear—strensth{ (Davies et al., 2001;
Krautblatter et al., 2013).

The widespread effects of changing mean and extreme temperatures; and precipitation are likelyexpected to be—widespread;
inflaeneinginfluence both the eeeu&ene&{m%e;m&%temporal frequency) and-the magmtude of future mass movements across
the Alps.
ManyNumerous studies in—theliterature-have demenstratedestablished the relationship between rockfall occurrence and
climate conditions in the Alpine environment. For instance, Erayssines-and Hantz(2006)-and D Amato-et-al(201+6jcorrelations
have been found a-eerrelationbetweenrockfalls-and-with freeze-thaw cycles;while Delonea-etal(2014)found-a—correlation
with- (Frayssines and Hantz, 2006; D’Amato et al., 2016), rainfall and minimum temperature-—Seaseonality-also-playsarole-in
roekfall-occurrencewith-Maetotta (Delonca et al., 2014), and seasonality. Macciotta et al-., (2015, 2017) netinghighlighted

the importance of freeze-thaw in early spring-and, while Perret et al. (2006) observinged a positive correlation betweenreekfall
events-and-with temperature in early summer. StudyingMore recently, Stoffel et al. (2024) analyzed a 100-year rockfall time-

series;-at-a-degrading-slope in the Swiss Alps, Steffel-etal-{2024)foundrevealing that interannual and decadal trends-indicate
2
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thatrockfall activity correlates with summer air temperatures, and-inereases-increasing with warmer temperaturesconditions.

This pattern, observed during the Early Twentieth Century Warming (ETCW) and since the mid-1980s, strongly suggests that
degrading permafrost contributes to slope instability and rockfalls, with interannual-variations-affeeted-by-other factors (e.g.

snow cover, ground heat, and soil moisture}:) influencing interannual variations.

research, such as that by Paranunzio et al. (2015, 2016, 2019), Viani et al. (2020), and Paranunzio and Marra (20243}), proposed

a nonparametric method by-anabysingto characterize relationships between climate variables and slope failures by analyzing
climate anomalies associated with different time aggregations-asseciated-with-the-events—Their. This method-invelves, based
on ranking atl-values-ef-a-climatic variable (V)-recorded-over-the-years-values (in ascending order withfor a ehosenspecific
scale aggregation. Each rocklall-hasnvalues-of Fowith-i-from-1-o-n.-associated-with-different vears, where i-is-the i-th-value
of Fin-theranked-sample—The-assoeiated-) and computing a probability POV )-is—ealenlated-assumingvariable #/to-be-a

significanttriggering factor at an-alphalevel-This-methodof anomalies, links an-extreme-valae-ofa climate variablues with a
rockfall event-witheut-consideringevents, but does not fully account for their frequency. However, during periods of climate

change, variations in frequency occur across the entire range of meteorological variables, not just at their extremes. These

changes can also influence the onset of rockfalls.

The aim of this westkstudy is_therefore to calculate the spatial and temporal frequency wvariation—in—time—and-space—of

differentvariations of various climate variables in the eastern Italian Eastera-Alps; in order to understand the-climate evolution

inthearea-and its inflaeneeimpact on the distribution of rockfall frequency distribution-at different elevations. To achieve-this;
nd, we propose a new method basedthat builds on Paranunzie’sParanunzio's (2015) methodology (204-5)-is-prepesed-with

i He i atto include the frequencies;applyingitto-alarge of both

anomalous and non-anomalous climate variables affecting rockfall events. This refined method was applied to a comprehensive

database of rockfall events within the study area.

This paper is organized as follows: Section 2 Hustratesdetails the study area and the collection of rockfall and climate data.
Section 3 describes the methodology used for climate analysis and rockfall characteriszation. Section 4 presents the results of
the analyses. Section 5 discusses some issues with previous work. Finally, the conclusion reports on the correlation between

climate change and rockfall events.

2 Case study
2.1 Study area

The study area, located-encompassing approximately 24.500km? in the eastern Italian Alps, spans24-500km*and-includes the

Trentino-Alto Adige Region, andalong with the provinces of Belluno (Veneto region), Pordenone and Udine (Friuli Venezia
Giulia region). This area ercompassesis home of the Dolomites region, a group of carbonate platforms leeated-informing a
south-vergent Neogene thrust-and-fold belt within the-easternpart-of Southern European Alps, a south-vergent Neogene thrust-
and-fold belt, which constitutes a structural unit of the Alpine chain (Doglioni, 1987, Bosellini et al., 2003). FheDelomites
ar%separated—frem%h%ns&ealpﬂ%ﬂwbyﬂquhe Periadriatic Lineament, a major fault system of Oligocene-Neogene age-

e, separates the Dolomites from the Austroalpine

Unit. A small portion of the Tauern tectonic window-is-present, where the lower Penninic Unit crops out, is also present in the

northernmost sector of Bolzano Province (Aurina Valley) (Dal Piaz et al., 2003; Core0 et al., 2015).

The bedrock of the study area consists of various lithologies;+anging. It ranges from Permian terrigenous deposits-eltading-,
such as the Val Gardena Sandstone (sandstone with conglomerates) and the Bellerophon Formation (dolostone with ehalks
e Val Gardena-Sandstone; BellerophonEm-);gypsum), to early Cretaceous carbonate rocks-characterised-by-grey-delostone
with-eelites; breeeias; Himestone-and-elaystone(i-e—. These carbonate formations include the Werfen Em-Formation, Serla
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Dolostones, Contrin Em-Formation, Marmolada Limestone, Sciliar Em-Formation, Cassiano Dolostones, Raibl Ems

Formation, and Dolomia Principale Em--Formation, characterized by grey dolostone with oolites, breccias, limestone and

claystone. These successions deminateare prevalent in the province of Belluno, Trento, Pordenone and Udine. In the central
part-efthe-Trentino-Alto Adige region, the “Gruppo Vulcanico Atesino” eensisting—efcomprises volcanic rocks (pyroclastic
flow, with subordinate domes and lavas);) that can reach a thickness of 2000m-6£2000 metres. Additionally, #+-the province of

Bolzano, mieaschists;phylites-and-gneissesarepresent-particularly te-the-north and northwest of the Periadriatic Lineament
{Cero, features micaschists. phyllites and gneisses (Coro et al., 2015) (Figure 1).

The local morphology is primarily controlled by the geological and structural setting—ofthe-area;—characterisedsettings,
characterized by rock types with varying mechanical properties (Frattini et al., 2008). These rocks were—initiallyseverely
folded-or-faultedunderwent significant folding and thenupliftedfaulting, followed by uplift during the-various phases of the

Alpine orogeny. Furthermore;-the landseape-was-significantly reshaped-during Pleistocene glaciations:_furtherly dramatically
reshaped the landscape. Throughout the study area, the landscape is preminentlydistinctly marked by landforms fe-g5such as

cirques and U-shape valleys), sculpted by-the glacial tongues that occupied the region during the Last Glacial Maximum
(LGM) and retreated to the highest valleys during the Late glacial period (Bassetti and Borsato, 2015).

The topography of the study area is very irregular, characterized by valleys situated at an altitude less than 400 m, such as Val

d’Adige, Valsugana, Riva del Garda e Valle del Piave, and peaks up to altitudes of over 3000 m, such as Ortles (3900 m),

Presanella Group (3500 m), Marmolada (3350 m), Antelao (3264 m). In literature at these altitudes it is declared the presence

of permafrost (i.e., a portion of soil or rock that remains at a temperature below freezing for at least two consecutive years). In

the study area, thanks to the Alpine Permafrost Index Map (APIM) (Boeckli et al., 2011), it could be observed the presence of

permafrost at altitudes above 2500 m for north-facing walls and above 2700 m for south-facing walls. The distribution of

permafrost with the orientation of the rock walls shows a more frequency towards walls with orientations approximately ia a

range between 300° and 50° N.

The region's climate is alpine with continental characteristics and exhibits significant local variations due to microclimates.

The Belluno Valley and the Po basin in the Friuli Venezia Giulia Region are influenced by humid breezes from the Adriatic

Sea (Desiato et al., 2005). In contrast, the internal mountainous areas experience a typically continental climate, characterised

by cold winters and mild summers. Rainfall mainly occurs as brief summer thunderstorms, whereas autumn rainfall is more

prolonged (Coro et al., 2015; Frattini et al., 2008).

2.2 Data collection

To analyseinvestigate the relationship between climate variation and #s—+elationwith-rockfall eventss- (as reported in Sect. 3;).

a comprehensive record of meteorological variables and rockfall data isreguired-was essential. The deseriptions-and
methods used te-obtain-thesefor data acquisition are detailed below.

2.2.1 Meteo-climatic time-series

FimeMeteorological time-series of-meteorological-data frem—weather—stations—were collected from the SCIA website
(https://scia.isprambiente.it/(https://seta-isprambiente-ith—Some—weather—stations—were—exeluded—te; Desiato et al., 2011;

Padulano et al., 2021). To ensure a homogeneous dataset;, only weather stations eentainingwith complete daily time-series of
climatic variables were eonsidered-Consequenthyincluded. This selection process resulted in 277 out of 1244 weather stations
werebeing selected (Figure 1{Fig—H-). The ehesenselected climatic variables neladedwere total daily rainfall, daily minimum

temperatures, and daily maximum temperatures. The daily time-series spannedcovered the period from January 1, 1970, to
December 31, 2019.
A-—datasetforFor each climatic variable a dataset was generated, containing: (i) an identification code for the-stationscach

station, (ii) their coordinates_of each station, and (iii) theirdaily values ef-for the respective climatic variables.

4
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2.2.2. Rockfall catalogue

A new rockfall dataset was ereatedcompiled from 55035628 events extractedgathered from various sources: (i) 543472 from
the Italian Landslide Inventory project (IFFI https://idrogeo.isprambiente.it/};; Trigila et al., 2007), (ii) 1812 rockfalls from the

Geomorphological impacts of Climate change in the Alps (GeoClimAlp https://geoclimalp.irpi.cnr.it/3; Nigrelli et al., 2024)
database, (iii)) 18 from theGruppo Rete Ferroviaria Italiana (RFI) dataset, and (iv) 66 from online news sources

(https://www.ildolomiti.it/-; https://www.ladige.it/; https://www.guidedolomiti.com/tag/frane-crolli/). To establish a

correlation between climatic variables and rockfall events, it is-essentialwas crucial to have information on the day, month,
and year of occurrence. Therefore, 2971 events (out of 5503-events; 297 -withthe initial 5628) were considered, as complete
date information was available for these events (Figure 1were-considered-(Eig—1)). A comprehensive dataset was generated

for these events, including: identification code (ID), coordinates (X, y, z), date of event (dd/mm/yyyy), and the associated three

closer weather station.
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Figure 1:. (a) Geological setting of the study area (lithology modified from regional open source data). (b) Location and distribution
according to altitude of 277 weather station (diamonds), 5628 rockfall data (black dots) and 2971 dated rockfall events (dots) used
in the analyses. Meteorological stations: 87 in Trento Province, 46 in Bolzano Province, 30 in Belluno Province, 37 in Pordenone
Province and finally 77 in Udine Province. The monitoring network considerated from SCIA are: Idrografica, Regionale and
Sinottica. Rockfall events are located: 4103 in Trento Province, 2391 in Bolzano Province, 1362 in Belluno Province, 9 in Pordenone
Province and 29 in Udine Provinces.

3 Methods

The proposed method invelves-assessingaims to assess both the variation of climatic conditions in an area and the effects of
this variation on rockfall occurrence. fa-thisThis analysis;_computes the frequency of meteorological data is-eemputed-by
extrapolating from-the meteo-stations™ time-series-to-ereate-acreating sampled time-series;using from recorded weather station
data, a procedure diseusseddetailed in the following sub-sections. Differently from Paranunzio et al. (2015, 2016), which
identifiedfocused on identifying anomalies in the—analysed—meteorological variables_time series, this method feeuses

5
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enemphasizes the frequency of statistical samples of meteorological variables within their characteristic value ranges defined

as the interval between the maximum and minimum values ranges—obtained from the used time series.

The measured meteorological variables from the weather station empleyedused in this study were the-same-asconsistent with
those in Paranunzio et al. (2015, 2016),namely): daily minimum air temperature Ty, daily maximum air temperature Ty, and
daily precipitation R.

Fhe-derivedDerived meteorological variables included: daily mean air temperature, T, and daily air temperature amplitude,
T, = (T; — T,). To analyse the effects induced by both freeze/-thaw cycles and icing, two Boolean variables were introduced:
freeze/-thaw cycle, Cpr, which is 1 if the cycle occurs (T < 0°C and T; > 0°C), and icing, I, which is true (1) if both T, and
T, are negative. These derived climatic variables were ehesenselected based on previous studies indicating their potential to
trigger rockwall instabilities in alpine environment (Douglas, 1980; Sandersen et al., 1996; Matsuoka and Sakai, 1999;

Frayssines and Hantz, 2006; Letortu 2013; dD’ Amato et al., 2045: Maeiotta2016:; Macciotta et al., 2017).

3.1 Computed time-series of meteorological variables

Sinee-the time-series-of aforementioned-variablesreferto-dailyDaily measurements; of meteorological variables do not directly

capture the effects of multi-day gquantities—eannot—be—directly—obtained—from—them-processes. To evercomeaddress this
limitation, computed time-series (eb%amedwere derived from the original data threughusing various computational methods)

that account for multi-day effeets(aggregation seale;Sgscales
(S,). EetuseensiderConsider a time series of ene-ofthe-above-mentioneda meteorological variables:

(Di!Vi) i = 1;"',nt (1)

where V; isrepresents the meteorological variable value, D; is the corresponding date, and n, is length of the time-series (i.e.,
the number of record values-efreported-in-the). Computed time-series)y—tt-is-possible-to-derive-the-computed-time-series can

be derived using three basic procedures: mean, addition and subtraction.

Frease—ofFor the mean procedure, the new time-series ean—beis obtained by computing the average foHewingas shown in
Eq.(2):

17': — avg([Vi—Sa; I/l]) l = Sa’..-,nt (2)

where avg is the average operator, V; is the mean of the values within the closed interval [Vi_ Sa Vi]. Consequently, the mean

time-series htakes the-fellowing form:
(D, V) i=S5,m 3)
I-ease-ofFor the addition theprocedure, new values are computed as indicated in Eq. (4):

Sa— ]
Ve =X Vieaosgey 1= Sa e 4)

and-theThe resulting new time-series has-the-form-expressesis expressed as in Eq. (5):

(D, V) i=S5,m (5)
Finally, in the subtraction procedure, the new values are computed using the following formula:

AV =Vi=Vies, 1=S,+1,n, ©)
and the new time-series htakes the form:

(D, AV)) i=S,+1,-,n @)
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For the Cpp (freeze-thaw cycle) and [ (icing) time-series, the computed time-series eetneidesalign directly with the original
ones-sinee-no-aggregation-scale-is-considered-for-these, after that they are aggregated as the other meteorological variables.

3.2 Sampled time-series

Once the computed time-series were obtained, the-sampled time-series were derived from-them-using thea reference date set

D, and thea temporal scale S;. DenotinglLet D, be a ehesenselected date. tThe set of reference dates D, set is defined withby
Eq. (8):
D, ={D;|D; = D, + k365days} ®)

This set eentainsincludes the chosen date and the-corresponding dates with same day and month but from different years-ef

thechesen-date-. The number of years used for the analysis depends on the dates available in the computed time-series-dates.

The sample time-series is_then obtained from the computed time-series using the following condition:

(Di: Vls) = (Di' VLC) Di € [Dr - St; Dr + St] (9)

in—whiehIn this context, D, € D, arerepresent the reference dates—and, V¢ is the value offrom the computed time-series

according to the procedures prepesedoutlined in the previous sub-section, and V;* is the value ofin the sample time-series.

3.4 Bayesian method

The influence of a weather variable on rockfall events can be analyszed using the Bayesian method (Bayes. 1763)) to

obtaindetermine the conditional probability of rockfall occurrence (Rf) under the condition that a meteorological variable te

aetasa-trigger foraroekfall- (Berti-etal52042)is within a given range. Consider a time series of a meteorological variable,
withwhere its range is divided into specific intervals. Let RrepresentsRf represent the set of rockfall events under analysis,

and M; the set of recorded data falling within a specific i — th interval—Fhe-prebability-can-be-obtained-asfoHows: of the

meteorological variable.

10y

AN

where-P(R}M)-is-the-probability P(Rf|M;) that rockfall events areoccur, conditioned byon the meteorological variable being

within the range i — th, can be obtained as follows:

P(RfIM;) = P(M;|Rf) 2D (1)

P(M;)

Rywhere P(Rf) is the overall rockfall daily probability, calculated dividing the number of rockfall events by the number of

days of observation; P(M;) is the daily probability of the meteorological variable falling within the i — th range, and-finatly;

calculated dividing the number of days with the variable within that range by the number of observation days; and

PLMARY(M;|Rf) is the probability of the meteorological variable being in the i — th interval when a rockfall event occurs,

calculated as the number of rockfall events occurred with the variable within that range divided by the total number of rockfall

events.

To apply this method-te-the-aforementioned-variables, a time series of the selected meteorological variable for the study area
under-consideration-must be used. This involves averaging the time-series data from all considered stations. For each day
ofwithin the measurement interval, the value of the meteorological variable is the mean of the values from all stations included
in the analysis. After processing this new time-series with the proposed approach, a sample time-series is obtained, which is

then used in the Bayesian method. For the ease—ef-icing and freeze/-thaw time-series, both spatial mean, maximum and
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minimum values of the maximum and minimum temperatures were considered;—taking—into—accountboth-—spatial-mean;
. { mini .

3.5 Climate analysis

Ceonsidering-allFor the metee-climate analysis, only meteorological stations #n-the-area-these-with time-series eovering-arange

ofspanning five decades (1970-2019) were selected—Fo-perform-a-elimate-analysis;—, aligning with climatological standards
established by the World Meteorological Organization (WMO3-establishes-the-elimatologicalstandards-ONMO, 1989 namely
averagesof ). While WMO generally recommends 30-year periods for climatological datacemputed-forconsecutiveperiods
of 30-years—Theynormals, it also intredueeacknowledges provisional normals CNMO;1989)~which-are shert period-means
based on observations extending over at least ten years at continental or global scales-—Based-on-this-consideration (WMO,

1989). Given the restricted study area, a ten-year interval was deemed sufficient-forthe restricted-area-considered-in-thisstudy-.

Therefore, only meteo-stations with complete time-series from 1970 to 2019 were ehesen—forincluded in the following

analyses.

The abevepreeedure—~wasprocedures outlined in previous sections were employed to ebtainderive both the-calculated and

sampled time-series, using an aggregation scale S, = {0,7,30,90} and a temporal scale S; = 45 days. For the Cpr and I

variables, the-timean aggregation scale S, = {7} and a temporal scale S, = {15,45} waswere used. The results were then

grouped into five decades;—and—for. For each decade, the values foerof each variable were divided into ten bins, and their
corresponding frequencies were computed. For the Crr and [ variables, the frequency of persistence was computed, where-the
persistenee-of C—and-{-were-defined as the number of continuous days i#for which Cgr and I are respectively true. Fheaim
ofthisThis computation wasaimed to eheektheevaluate temporal variations in the frequency of each variable-evertime.

3.6 Rockfall and climate indices

The aforementioneddescribed method requires the-time-series—of-the-meteorological variables-variable time-series as input.
However, theloeation-eftherockfall event locations often differs from thatefthe- meteo-stations;and-consequently-theweather
station locations, meaning direct meteorological time-series for that precise peintis-netknown—Therefore;rockfall source are
typically unavailable. To overcome this, two methods were used to derive the necessary time-series-was-derived-fromthe time-
The first methed ek b s ween-th ati : h all-ev e

method involves

selecting the time-series associated with the closest meteo-station;-as-feHews to the rockfall source:

Vi (©) = Vu(©) (12)
where V,.¢(t) is the rockfall source time-series, and the V;, (t) is the time series for the closest time-series-weather station. Fhis

method-is-the same-as-that employed-by Paranunzio-et-al(2045)-This approach, however, does not account for the fact that
meteorological variables ehange-aceordingto{vary significantly with both elevation and G-spatial location. These variations

are signifieantcrucial because weather stations and rockfall sources typically have different elevations and spatial locations-
Therefore;—thetimeseriesfrom, meaning that a single weather statiens—station’s time series may not be—representative
efaccurately represent the rockfall seuree-site. To address this-issuethese limitations, the following procedure was used-in-this

stady-adopted. First, the weather station—peints—stations were connected byusing a Delaunay triangulation-that-censiders,
considering only their horizontal coordinates. Conseguently;-theEach rockfall source point belengs-tethen falls within one of
the triangles of the Delaunaythis triangulation. The vertices of theis triangle are three weather stations, referred to as nodal

weather stations, which are associated with that specific rockfall event source. The time series from these nodal weather

stations were subsequently used to calculate the time series at the rockfall event source.
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To obtain the rockfall site weather time-series, two corrections were employedapplied. The first-eorrection,—the-altitude
correction;-invelved-adjustingthe_adjusts temperature time-series values using the following mathematical expressions Eq.
(12):

Vi) = Vi(t) — c(zy — 2) (13)

whHere V;(t) is the variable value recorded by the nodal weather stations, z; is the nodal weather elevation, z,, is the rockfall
elevation, c is the vertical gradient correction; (with ¢ = 0.0065°C/m_according to Stull, 2000), and V;*(t) arerepresents the
corrected weather variable values. Aeeordingto(Stul2000)-¢=0-0065°C/m-This simple linear approach, which is based

on a constant vertical gradient, has been used despite the fact that is expected that warming in mountain regions depends on

elevation (Pepin et al., 2015:; Nigrelli et al., 2018: Pepin et al., 2022).
The spatial correction invelves-computingcomputes the site weather time-series aeeoerding-tebased on the spatial positions of

the nodal stations using the following relationship:

Vir (£) = Ny (e, VY (@) + Np(x, y) V5 () + N3 (x, y) V5 () (14)

where N;(x,y) i = 1,2,3 are the weight functions dependingthat depend on the weather—stations’s—positions_of the nodal
weather stations, and (x, y)_represents the coordinates of the rockfall event source. The weight functions, ranging between 0
and 1, were computed by imposing a linear interpolation between the weather stations’ values according to their spatial

positions. This correction was applied to temperature-and-rainfall-variables:. Figure 2 provides a schematic representation of

the rockfall source, P, and the surrounding weather stations_(S;, S, and S3) forming a triangle used in the time-series

computations.

Sl S’3 A' P1 _____________________ S'z

X
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Figure 2:, Schematic representation of the rockfall source point P and the weather stations (S,S, and S3) positions forming a
triangle used int time-series computations. Points A and B _are the inclined projections of the point P_along the edges 153 and $,5,.

Once V,;(t) was computed for all meteorological variables, the computed time-series and sampled time-series were

subsequently obtained. This triangulation approach partially compensates for the problem of sparse weather stations that may

be distant from the landslide points. However, it assumes an even spatial distribution of weather stations and a linear trend in

the variables, both of which may not be accurate in complex terrain.

3.7 Rescaled Adjusted Partial Sums (RAPS)

To visualize long-term trends, fluctuations, and periodicities climatic records, the Rescaled Adjusted Partial Sums (RAPS)

approach. proposed by Garbrecht and Fernandez (1994), was employed. This method is a powerful tool for analyzing time

series data, particularly in hydrology and meteorology, as it facilitates the detection of irregularities and fluctuations (e.g.,

recipitation) that might not be evident using traditional analysis techniques. RAPS involves rescaling the partial

sums of deviations from the mean of a time series, enabling the identification of significant changes or trends over time. It

provides a visual representation and analysis of cumulative deviations from the mean, scaled by the standard deviation, to

reveal underlying patterns and trends in the data. This technique is particularly effective for identifying breakpoints and

Fernandez, 1994, Durin et al., 2022). Mathematically, the RAPS value at time k can be expressed with the following Eq. (14):

Y-V

RAPSk = Zf:l? (15)

where RAPS, is the rescaled adjusted partial sum at time (t = 1,2,.., k) represents the individual data points in the time series,

Y is the mean of the time series, and Sy is the standard deviation of the time series.attained In this study, the RAPS method

was utilized to compare its conclusions with those obtained from the proposed approach.

10
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4 Results

Rockfall events are initiated by various mechanisms that generate—contribute to rock mass degradation, which—in—turn
leadsleading to a progressive reduction in rock mass strengths. This is particularly prevalent in areas with steep slopes-and,
sparse vegetation, or with-permafrost. This study specifically focuses on the effects of meteorological variables in triggering

rockfall events. Over therecent decades, observed changes in climate conditions have led—teresulted in variations in

meteorological variables, thereby altering degradation rates and the probability of triggeringreekfalls-rockfall initiation.
Consequently, this affeetsinfluences the temporal and spatial distribution of rockfall events. Using the methodology proposed

in the Sect. 3, the following analysis demonstrates the impact of climate change on rockfall eventsoccurrences.

EighteenFor the purpose of this work, three sets of meteorological stations eut-efthe-total 277were considered.

Set A comprises all 277 selected stations and was used for the Bayesian method to analyse the frequency of climate analysis;
based-on-these-withvariables.

Set B contains 18 stations chosen from the lengestrecords—eoveringoriginal 277. These stations were specifically selected
because they have a complete time series spanning the entire period from 1970 to 2019 Fhe results-are-presented- with no data

gaps. Results for mean air temperature and precipitation are presented at a 90-day aggregation scale, while a7-day-aggregation
seale-was-used-to-assess-thefrequeney-ofresults for freeze-thaw cycles—Fhis-choice-was-madeto-ebserve- are presented at 7-

day scale. This enabled the observation of detailed short-term changes and-aveidwhile avoiding overlap with other months.

Additional results are provided in the supplementary materials for completeness (S1). The-analysis-ofrockfall-events—was

Set C consists of 12 weather stations with complete time series. These stations were selected to analyse long-term trends at

different elevations (below 1000 m, between 1000 and 2000 m, and above 2000 m a.s.l.). To ensure the supplementary

materials(S2).selected stations were homogeneous, four stations were chosen for each elevation range. Two distinct periods

were considered: 1970-2019 for stations below 2000 m and 1985-2019 for stations above 2000 m a.s.I..

4.1 Climate analysis

4.1.1 Rainfall

Rainfall is a signifieantcritical triggering factor for rockfalls, espeetallyparticularly when #tsexhibiting high intensity-is-very

high;-as-water-infiltrates. Water infiltration into rock mass discontinuities;-affeeting both-the-enset-of rockfalls(Delonecaetal;
increases water pore2044-—Palladine-—etal—2018) by increasingwater pressure, the-melting-ofmelts ice within fractures, the

erestonroferodes discontinuity infillings, and the-disselation—-efdissolve cementing materials, all of which contribute to the
onset of rockfalls (Delonca et al., 2014; Palladino et al., €2018; Nissen et al., 2022).

The evolution of rainfall everwas analyzed across different decades; and seasons, and-atutilizing a 90-day aggregation scale

was-analysed;—and-the-. The results, presented in terms of frequency, are displayed in Fig. 3. Apart from minor
fluctuations between different-decades, particularly noticeable above 2000 meters of elevation during spring (shewaillustrated

in supplementary materials, Fig.S2), a general trend shows an increase in the frequency of lewaﬁéhlgh height rainfall intensity

, concomitantly leading

to a proportional decrease in low-height events. The most substantial increase in the frequency of large rainfall amounts is

observed during the winter and autumn seasons. This behaviour becomes more evidentpronounced with increasing aggregation

scale, as the cumulative effect of three months of accumulated rainfall are-added-up(see-theresults-of otheraggregation-seales

inthe-is considered (refer to supplementary materials; S1.1_for results at other aggregation scales).

11



DJF MAM

100% Rainfall 100% . ’ e Rainfall
90% [mm] 90% [mm]
80% = 495+550 80% m405+450
— m440+495 70% m360+405
§ 60% m385+440 § 60% m315+360
& m330+385 S - m270+315
g S0% 275:330 g S0% N ’ 2252270
E 0% :220;275 E 0% ‘ a 180;225
30% 30% ‘ ‘
; = 165+220 =135+180
20% =110+165 20% =90+135
10% 55:110 10% 45+90
0% 0%
4677 4412 3751 3463 4155 3400 3030
. 55+110 ‘2 45+90
119 94 134 187 208 m495+550 315 212 68 96 207 ®W405+450
&) ) S > ) ) ) ) o &)
¥ F Sl S R S
S S 1 SRS < o N1 SRS
a) R {190 S b) R S %QQ s
Decades Decades
100% - Rainfall 100% , , Rainfall
90% [mm] 90% [mm]
80% m630+700 80% m540+600
i m560+630 70% = 480+540
§ - m490+560 § ati% m420+480
m420+490 u360+420
% 50% _ % 50% .
8 o m350+420 8 Lon = 300+360
- u280+350 - u240+300
30% u210+280 30% u180+240
20% = 140+210 20% = 120+180
10% ‘ - 70+140 10% 60+120
0 0
0% 1550 1459 0% 1008 18
855 926 519 559
676
149 136 110 90 187 Tor 140 - e B KX o’ - 60+120
A (190 S S RS (190 q/\
o .. o RN - o o &
C) R S S d) R S q/@ S
Decades Decades

Figure 3:. Frequency distribution of acenmulated-rainfall height with an aggregation scale of 90 days eensidering-all-altitudes-during
(a) winter (DJF), (b) spring (MAM), (c) summer (JJA) and (d) autumn (SON). Fhe-arrew—illustrated-Arrows indicate a possible
frequency trend—Fer associated with each graph;frequeneiessub-interval of rainfall. Frequencies of the maximum and minimum
380 rainfall ranges are zoomed in inat the bottom_of each graph for clarity.

Analogous insights were derived from the RAPS method analysis. For this study, RAPS analysis was carried out for the three

altitude ranges, utilizing the 12 meteorological stations in Set C. For stations below 1000 m (Figure 4a) the RAPS values

decrease from 1985 to 2008, followed by a sharp increase in the most recent years, indicating that rainfall tended to be higher

than the mean value after 2008. A notable exception was observed in 2002, which documented a significant peak (red arrow

B85S in Figure 4a), likely corresponding to high rainfall events in May and November (as reported by Bollettino meteorologico ¢
valanghe, Ufficio idrografico di Bolzano; Protezione Civile Provincia Autonoma di Trento). For stations between 1000m and

2000m (Figure 4b). a progressively increasing trend in rainfall is suggested by the downwards parabolic trend of the RAPS.

Finally, above 2000m (Figure 4c), the RAPS plot exhibits a V-shape, reaching a minimum in 2007, followed by a sharp

increase in the last decade.
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Figure 4. Annual mean rainfall values and Rescaled Adjusted Partial Sums (RAPS): (a) altitudes below 1000m (1970-2019); (b)

altitudes between 1000-2000m (1970-2019); and (c) altitudes above 2000m (1985-2019). The red arrow in (a) indicates extraordinary
events of 2002. (d) Spatial distribution of the 12 meteorological stations considered (Set C).

4.1.2 Air mean temperature

Air temperature variesexhibits variations on yearly, seasonally, monthly, and daily_scales, with weather stations recording
thedaily maximum and minimum daily—temperatures. The ensetinitiation of a—reekfallrockfalls can be asseciated
withsignificantly linked to these temperature variations—during—the-, both within a single day and evertime-overextended
periods. For the-purpese-ofthis analysis, the-variation-ofvariations in temperature over tine{periods longer than one day}is

are represented by the mean air temperature, while within—a-day—intra-day variations are captured by the air temperature

amplitude is-used-(section 4.1.4).
Figure 5ka illustrates the frequencies of the 90-day mean temperature at-a-99-day-aggregation-seale-are-repoerted-for-across

the four seasons; and five decades;and-allaltitudes-Areductioninthe frequeney-assoetated-with-. A consistent trend of reduced

for low temperatures and an inerease—in—theincreased frequency effor high temperatures is observed over the decades.

ForAcross all seasons and atattaltitudes (seeas detailed in supplementary materials, S1.2), the results indicate a slight warming

trend in the study area, with a particularly significant frequency increase observed during the autumn season.
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Figure 5:, Frequency distribution of mean temperature with an aggregation scale of 90 days censidering-all-altitudes-during-in-the
following seasensduring: (a) winter (DJF), (b) spring (MAM), (¢) summer (JJA) and (d) autumn (SON). Fhearrew-illustrated Arrows
indicate a possible frequency trend—Fer associated with each graph;frequeneiessub-interval of mean temperature. Frequencies of
the maximum and minimum temperature ranges are zoomed in inat the bottom_of each graph.

Based on the methodology by Nigrelli and Chiarle (2023), and using the 12 stations selected for an overlapping period from

1985 to 2019, the annual average warming rates were calculated. For minimum temperature, the rates ranged between 0.23°C
and 0.51°C per decade, while for maximum temperature, they ranged between 0.17°C and 0.37°C per decade (Figure 6). The

highest warming rates were identified during the spring period above 2000m, with maximum increases of approximately
0.65°C for maximum temperature and 0.62°C per decade for minimum temperature.
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Figure 6. Annual and spring T,,;, and T, .. trends considering 12 weather stations from 1970 to 2019 for case study. The lack line
shows the mean time-series.

To corroborate the conclusion regarding the shifting of winter and spring seasons, an analysis similar to Wang et al (2021) was

performed. Considering the 12 weather stations with full time-series (Set C) from 1970 to 2019, an increase in mean

temperature of approximately 1.5°C in winter and 3°C in summer was observed (Figure 7a-c). During the spring and autumn

seasons, an increase in mean temperature of about 3°C and 2°C, respectively, was noted. Furthermore, this analysis revealed

a shift in the onset of spring by 30 days and autumn by 20 days, consequently causing a change in the length of these two

seasons (Figure 7b-d), with a more significant change occurring during spring.
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Figure 7, Daily time series of air mean temperature over 1970-2019 during:
and (d) autumn seasons (SON).
4.1.3 Temperature variation
Air mean temperature variation;_is defined as the difference between the air-mean air temperature on a given day and the
130  corresponding ai-mean air temperature assessed on a preceding day, as determined by the chosen aceordingto-the-aggregation

scale. Figure 81n- illustrates the frequencies of temperature variation with an aggregation scale of 6 days for the four seasons

are-shewn. No significant changes in temperature variation are evident over the decades-are-evident—exeept-forsomeshight,

apart from minor fluctuations. Fherefore;This suggests that temperatures everthe-years-change gradually from one season with

the-subsequent-one keeping the same-evolution-to the next across the years, maintaining a consistent evolution throughout all

435 decades. This conclusion is-eensistent-holds true when considering other aggregation scales, as shown in the supplementary

materials (S1.3). CemparingWhen comparing the highest and lowest values of temperature variation, AT, an increase in the
range-between-8+10°C range during winter in the last decade was observed (Figure 8a). laConversely, in summer, a reduction

of frequencies of extremesextreme temperature variation values was ebservednoted (Figure 8c).
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Figure 8:. Frequency distribution of mean temperature difference with an aggregation scale of 6 days at-all-elevations-during-in-the
following seasensduring: (a) winter (DJF), (b) spring (MAM), (¢) summer (JJA) and (d) autumn (SON). Thearroew-illustratedArrows
indicate a possible frequency trend—Fer associated with each graph;frequeneiessub-interval of temperature variation. Frequencies
of the maximum and minimum temperature-difference ranges are zoomed in at the bottom_of each graph.

4.1.4 Temperature amplitude

The results concerning temperature amplitude frequencies, considering different decades and seasons, are shown in Figure 9.
In all seasons, except winter, an increase in the frequencies of maximum temperature amplitude and a reduction in frequencies
of the lowest range frequeneies-were observed. This indicates that on many days, there ean-beis a significant difference between
the minimum and maximum temperatures, averaging 11°C. Conversely, during the winter season, the opposite trend was
observednoted: low temperature amplitude ranges increased, while high ones decreased over the last decade. This suggests

that there-is-net-muehthe difference between minimum and maximum temperatures_tends to be less pronounced in winter.
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Figure 9:. Frequency distribution of daily air temperature amplitude with an aggregation scale of 90 days, and at all elevations,
dur1ng+n4he49llewmgseas9m (a) winter (DJF), (b) spring (MAM), (c) summer (JJA) and (d) autumn (SON). The-arrew
illustratedArrows indicate a possible frequency trend—For—each—graph,frequenecies—of—_ associated with each sub-interval of
temperature amplitude. Frequencies of the maximum and minimum temperature amplitude ranges are zoomed in at the bottom_of

each graph.

4.1.5. Freeze-Thaw cycle

As the frequenciesy of high temperatures inerease;increases, so does the number of days with maximum and/or minimum daily
temperatures above zero-alse-rises. This shift alters the persistence of icing in the area, consequently affecting the onset and
frequency of the—freeze/thaw cycles, and inereasing—leading to an increase in the number of ice-free days—with-—ne—iee.

Specifically, freeze/thaw cycles accelerate the-rock mass degradation preeesses-by reducing cohesion at the ice-rock interface.

To stadyinvestigate these effects, the persistence of bothe icing and freeze/thaw cycles were-analysed;—withwas analyzed. The

results for freeze/thaw cyclesshewsin, considering different elevations at a 7-day aggregation scale_are presented in Figure
10-. For each elevation, two key months were eensideredselected, as these-are-representing periods when freeze/thaw cycles

eitherstoptypically cease or begincommence.
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FheOverall, the results indicate that—ina general; decrease in the persistence and frequency of freeze-thaw cycles have

deereased-over the years—Fhis-means, signifying a reduction in the number of consecutive days with-freeze/thaw-experiencing
these cycles-hasredueed—Analysing. When analyzing different altitude ranges;: for elevations below 20062000 m (Figure

10a, b, ¢ and d), this reduction in persistence is observed in March/April and October. Due to warming, high frequencies with

low persistence are observed in March/April during the last decade, as freeze/thaw cycle days are netno longer consecutive.
Similarly, in October at low altitudes (Figure 10b), freeze/thaw cycles occur less frequently and tend to disappear. At medium
altitudes between 166011000 m and 2068m2000 m (Figure 10c and d), an increase in frequencies with one-day persistence is

recorded;—indieating. This indicates that freeze/thaw cycles are becoming more discontinuous, often separated by days

withwhere the minimum temperature remains above zero. Above 2000m2000 m (Figure 10e and f), a significant decrease in
cycle frequency is observed in June and September. In September, many frequencies of consecutive days—of-freeze/thaw
eyelesdays with low persistence (e.g., 2 days) are noted. In_contrast, during past decades, freeze/thaw cycles at these altitudes
were less frequent but more continuous. These variations aeressobserved at different elevations are-duecan be attributed to the
linear decrease in temperature with increasing altitudes—whieh. This delays the end of the summer months and advaneesbrings

forward the end of the winter months at higher elevations. Similar patterns can be observed at other aggregation scales, as

shown in the supplementary materials (S1.5).
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Figure 10:. Heatmaps of freeze-thaw cycle frequency during thawing and freezing period: (a-b) below 1060m-ast1000 m a.s.l, (c-d)
between 10060m-2000m-ast1000 m-2000 m a.s.l and (e-f) above 2000m-asi2000 m a.s.l.

4.1.6 Icing

Figure 11-shews_illustrates the persistence and frequency of icing for the spring and autumn seasons at elevations above
2000m2000 m, using a 7-day aggregation scale. Lower elevations awere not considered, as no relevant icing phenomena awere
present at these altitudes during the studied decades. The results indicate thatin-April-and November,-there-is-only-a reduced
frequency of 7-day persistence-_in both April and November. In April and October, there is an increase in 1-day persistence,
while in-Mays-a reduction in persistence is noted in May. Consequently, the-variationin-frequenciesimplies-thatwhile the total
number of icing days-changes only slightly, but-they-aretheir occurrence is increasingly interspersed with days—witheut-ice-

free days. This phenomenon is primarily due-tedriven by an increase in maximum daily temperatures, which eausesleads to a

transition from pervasive icing to more frequent freeze/thaw cycles. To further verify this transition, Figure 12 plots the

persistence of freeze/thaw cycles for the same months and aggregation scale. A global increase in the frequency and persistence
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of freeze/thaw cycles is observed, indicating that some days that would traditionally experience icing days-are eonverted
95 intenow undergoing freeze/thaw cycles-days.
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Figure 11:. Heatmaps of icing frequency above 2000m-asl2000 m a.s.l: during (a-b) spring season and (c-d) autumn season.
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Figure 12:. Heatmaps of freeze-thaw cycle frequency above 2000m2000 m a.s.l. during (a-b) spring season and (c-d) autumn season.

Considering the same weather stations used for the calculation of the temperature trends and employing the approach outlined

by Nigrelli and Chiarle (2023), the analysis reveals a decrease of approximately 7.3 freeze-thaw days and about 2.2 icing days

per decade (Figure 13a). From the seasonal analysis, while the overall trend is generally decreasing, above 2000 m, freeze-

thaw (FT) cycles show an increase at a rate of 3.3 days/10 vears in winter and 2.7 days/10 years in spring (Figure 13b-c).

Furthermore, in winter above 2000 m, a loss of 2.1 ice days per decade is calculated (Figure 13e).
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4.2 Rockfall events distribution

From thean initial dataset of 5480 rockfalls that occurred between 1970 and 2019, 297+reckfalls-2971events were extracted
for detailed analysis. Recent rockfalls occurred from 2020 until 2025 were added to them in Figure 14analysis—. The results

obtained bythrough the proposed approach are discussed below.
Figure 141-a;_displays the number of recorded rockfall events is—shewn-alongside the number of active weather stations.
TheWhile the graph suggests an apparent increase in rockfall frequency over the past two decades—Hewever-as-highlighted

by, it is important to acknowledge that this increase could be partly attributed to improvements in the accuracy, completeness

and documentation of recording method of rockfall events at all elevations in recent years (Huggel et al., €2012);; Sass and

Oberlechner—, 20123;; Rupp and Damm-, 2020)-and; Bajni et al—.. 202 1);this-inerease-conld-be-attributed-to-timprovements

i e s et e s e e L FRES),

Figure 14b shows the monthly frequency of rockfalls, revealing three main peaks: in November, during the February-March-
April period, and in August. The altitudinal distribution of rockfalls events (Figure 14c) referred to the number of events

23




525

530

535

540

recorded in that decade, shows a eoncentrationbelow1500m-each-year-frequency a reduction of the frequency with increasing

the altitude (apart the altitude between 500 m and 1000 m). For elevations above +500m1000 m, an increase in relative

frequency (since in every decade the number of events changes) is observed ewveracross the decades. However, in recent

decades, a relative frequency decrease is noted below +000m;—while-a-relative
1000 m.

To study the variation of the aspect of the-rockfall source during the different decades, the rockfall dataset was split up in two

sub-datasets: one grouping the events from 1970 to 1999 (group A) and the second one collecting the events from 2000 to

2025 (group B). This subdivision was carried out in this way and not for decades because the number of rockfall events in the

first two decades was too small. In this way they were aggregate to obtain a significant statistical number of events for the two

groups. The obtained results are reported in the Figure 14

1000-d where the percentage of rockfall event for different aspect classes (8 sectors) are reported for different elevation and

for two groups. The percentage changes for the different elevation and for the two considered groups. For elevation below

1000 m, the predominant percentage is SE in the first group while in the second one is the W. For altitude between 1000 m

and 2000

m, in the first group the S and E orientations are

more frequent in the group A while in the group B the difference between the aspect classes reduces and S and SE remains

still the more important.

Finally, for altitude greater than 2000 m, for group A the predominant component is W while for the group B the W component

reduces significantly, the S, SW and SE reduces slightly while the N component has significant increment. This pattern-ean,
especially on north-facing cliffs, could be attributed to permafrost thawing, which predominantly affeets-higher-is present at

elevations en-nerth-facing-eliffshigher than 2500 m (Noetzli et al 2003, Noetzli and Gruber 2009).
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Figure 14:. Analysis of 2971-rockfall events from 1970 to 201925: (a) distributien-ef-annual frequency of rockfalls regarding(red
line), distribution of rockfall events relative to altitude;-the-red-line-is-the number-of rockfalls/year (black and blue line-theyellow

dots), number of active weather stations;_(blue line); (b) monthly frequency of rockfall events regardingto-altitude-relative for all
yearsy-the- (red line-is-the number-of rockfalls/menth;), altitude distribution for all years for the different months (vellow and black
dots); (c) rockfall events distribution in terms of altitude and decades; (d) frequeneyeofrockfall-comparison rockfalls frequencies
occurrence in terms of aspect classes and-for different altitudes_(0-1000 m, 1000-2000 m and greater than 2000 m) between 1970-
1999 (left side) and 2000-2025 (right side). Rockfalls frequencies from 2020 to 2025 are represented in the yellow areas.

4.3. Rockfalls and climate variables

The aim-ef-this-sub-section aims to assess the eerrelationspecific relationship between rockfall events and weathervarious

meteorological variables. SineeGiven that weather variables vary-eovertime-and-spaceexhibit spatio-temporal variability, the

analysis wasis presented in terms of elevation range, season, and aggregation scale. The same climate variables and their

defined ranges, as used in the climate analysis, were considered, using the same ranges. For simplieitysake of brevity, only the

rmere—impertantmost significant results were—iHustrated—are shown here;—while. Comprehensive tables containing all the
analysed conditional prebabiity-analysedprobabilities are shownprovided in the supplementary materials (S2).

4.3.1 Rainfall

Figure 15-shews presents the conditional probabilities of ewmulative-rockfall events under the condition that rainfall is within
a given range. Specifically, Figure 15ebtainedfrom—weatherstations-below1000masla illustrates these probabilities for the

autumn season at elevations below 1000 m a.s.l. with S; = 90 days, while Figure 15a-and-b shows the probabilities for

autumn season at elevations between 1000-2000masi2000 m a.s.l. with S, = 30 days.
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In these-tweboth cases, an increment efin conditional probability is observed for the values—with-highest intensityvalues of
total rainfall;-are-shows in the last decade—with, reaching 12.4% below +9060m1000 m and 22.2% between 1000-2000m-of

probability—Observing—results—with—2000 m. When considering other aggregation scales and altitudes;— (detailed in

supplementary materials S2.1), the highest probabilities associated with rainfall are—present-againcontinue to occur during

autumn season, specifically with ana 7-days aggregatlon scale ef7-days-below 2000m2000 m and witha daily aggregation
scale below

21000 m. These findings suggest

a potential correlation between rockfall events and high intensitytotal rainfall values during the autumn season. Furthermore,

it is notabled that in the-pastearlier periods, rockfalls hadshowed a higher probability of occurrence with a-daily and weekly

aggregation scales, whereas in the last decade-the, probabilities are higher with a-monthly and quarterly aggregation scales.
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Figure 15:—(a). Conditional probabilities of rockfalls triggersed by rainfalls from 1970 to 2019 during autumn season:: (a) below
1000m1000 m a.s.l. considering an aggregation scale S, = 90- days; (b) between 1000-2000m-eonsidering-2000 m a.s.l. with an
aggregation scale S, = 30— days. Rockfall probabilities are represented by the coloured dotted lines according to the decade as
shown in the legend.

4.3.2 Mean air temperature

Figure 16a shows a conditional probability of 12.7% effor rockfall events triggered by mean weekly air temperatures at

elevations between 1000-2000mfor-2000 m a.s.l. during the summer season. Figure 16b illustrates a probability of 2.2% effor
rockfall eventevents triggered by monthly temperature at elevations above 2000m2000 m a.s.l. during the autumn season.

Analysing-A comprehensive analysis of all the results in the supplementary materials (S2.2), rockfall probability increased

during decades particularly in the last two decades with higher probabilities in winter and spring below 1000m, in summer
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between 1000m and 2000m and in autumn above 2000m. These results imply a possible correlation between rockfall events

and increasing temperatures in accordance to climate analysis.
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Figure 16:(a). Conditional probabilities of rockfalls triggersed by mean temperature values from 1970 to 2019: (a) during summer
season between 1000-2000m-considering2000 m a.s.l. with an aggregation scale S, = 7 days. (b) Conditional prebabilities-ef rockfall
from1970-te-2019-during autumn season above 2000m-2000 m a.s.l. with an aggregation scale S, = 30 days. Rockfall probabilities
are represented by the coloured dotted lines according to the decade as shown in the legend.

4.3.3 Temperature amplitude

In Figure 17 the conditional probabilities of rockfall events conditioned by monthly air temperature amplitude (Tmax — Tmin)

are presented. Specifically, Figure 17a shows these probabilities during {ajthe spring season below +069mast1000 m a.s.1.,
and (h)Figure 17b shows them during the winter season between +000mastand-2000mastare-presented—1000-2000 m a.s.l..

Observing Figure 17a, 28-6%efa probability eerrespendof 28.6% corresponds to range-ofa temperature amplitude range of
8.8°C to 9.9°C. Figure 17b shewsindicates a 5.8% efprobability that rockfall are conditioned by temperature amplitude with

a-range of 9°C to 10°C. All results presentconsistently show higher valaes-ef-probability values in the last two decades-with,
especially for temperature amplitude ranges greater than 6.6°C during spring and ranges from 9°C to 10°C in winter, exeept
with_the exception of cases where Sa = 0. SeThis suggests that higher probabilities of rockfall events are feundgenerally

associated with hilarghest ranges of temperature amplitude.
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Figure 17+, Conditional probabilities of rockfalls conditioned by ranges of temperature amplitude from 1970 to 2019:: (a) during
spring season below 1000m—andl1000 m a.s.l.; (b) during winter season between 1000m-2000m—1000 m-2000 m a.s.l.. Rockfall
probabilities are represented by the coloured dotted lines according to the decade as shown in the legend.

4.3.4 Air mean Temperature variation

Figure 181n-illustrates the conditional probabilities of rockfalls caused by temperature variation. Figure 18-(Ha shows results

with a 1-day aggregation scale during summer between 1000-2000 m a.s.l., while Figure 1820600mast-and-(2)b shows results
with ana 6-day aggregation scale ef6-days-during spring season below +000mastare shown—Adtitudes1 000 m a.s.1.. At altitudes
between +060m1000 m to 2000m-shew2000 m. a probability of 14.3% for rockfalls is observed with temperature variation

ofvariations ranging from -9°C to -6°C. Below 46800m1000 m, rockfalls are more probable (20%) for temperature
rangevariations ranging between 8.8°C to 11°C. FemperatureNotably, temperature variation frequencies do not change

significantly over the decades, implying that temperature variation can be considered stable from a climate perspective.
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Figure 18:. Conditional probabilities of rockfalls from 1970 to 2019 during: (a) summer season between 1000-2006mas}2000 m a.s.l.
and (b) durmg spring season below 1000m-of-altitude1000 m a.s.l.. Rockfall probabilities are represented by the coloured dotted
lines according to the decade as shown in the legend.

4.3.5 Freeze-Thaw cycle and icing

As-theThe Bayesian analysis for this-weathervariablefreeze-thaw cycles and icing relies on three temperature time-series ef
(maximum, mean, and minimum-temperatares) obtained through regionalization, theresults-arethus significantly inflaeneed
by—this—preeess-influencing the results. To #Hustratedemonstrate this, we compare the results for minimum and mean

temperature time-series with a 7-day aggregation scale, focusing on two specific cases: (i) winter at altitudes below 1000 m
-a.s.l. (Figure 19) and (ii) spring between 1000 m -a.s.l. and 2000 m -a.s.l. (Figure 20).

Equation (10) shewsindicates that the conditional probability of a rockfall event (P(M{R))-depends(P(Rf|M))_is dependent
on the frequency of freeze-thaw cycles (EAFFT) and icing events. As the conditional probability ranges from 0 to 1, variations
in the numerator (i.e., the frequency of EAFFT and icing events) have a more significant impact on the overall trend of

PAMIRYP (M|Rf) than variations in the denominator—TFhis-is—particularly-evident, especially when EAFFT and icing events

exhibit similar trends over consecutive days.
In Figure 19(a-b), where icing events are more prevalent than E/FFT cycles, PAMIR)P (Rf | M) increases with increasing icing

events and decreases with increasing EAFFT cycles. Conversely, in Figure 19(c-d) where EAFFT cycles are more frequent, the

opposite trend is observed.
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Similar trends are ebservednoted in Figure 20, with the specific behaviour depending on the relative frequency of EAFFT and
635 icing events. For instance, in Fig. +620(a-b), PAM{R}P (Rf|M) increases with increasing EAFFT events and decreases with
increasing icing events.
The contrasting trends observed in the two examples can be attributed to the varying influence of overall rockfall probability.
Below 1000 m -a.s.l., the rockfall probability isremains relatively stable, whilewhereas between 1000 m -a.s.l. and 2000 m
-a.s.l., it tends to increase over time.
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Figure 19:—-Censeecutive. Conditional probabilities of rockfalls during winter below 1060mast1000 m a.s.l. from 1970 to 2019 with
ana 7 days aggregation scale-ef7-days:: (a and c) triggered by freeze-thaw cycles with minimum and medismmean times-series:; (b
and d) triggered by icing with minimum and maximum time-series._ Rockfall probabilities are represented by the coloured dotted
lines according to the decade as shown in the legend.
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Figure 20:-Ceonseeutive. Conditional probabilities of rockfalls during spring between 1006mast1000 m a.s.l. and 20068masi2000 m
a.s.l. from 1970 to 2019 with ana 7 days aggregation scale-ef7-days. (a and c) triggered by freeze-thaw cycles with minimum and
medivmmean times-series. (b and d) triggered by icing with minimum and maximum time-series._Rockfall probabilities are
represented by the coloured dotted lines according to the decade as shown in the legend.

5 Discussion

5.1 Climate

ClimateGlobal and regional climate variations, particularly concerning temperature trends, have been extensively monitored
by—many—authers—in—terms—of temperaturerates—over—different—years.and reported. For instance, Gobiet et al. (2014)

documented increasing temperature in the alpine region from 1980 onwards, with annual mean warming rates of 0.5°C
documented g temp p g g

per decade. FheyTheir projections also retedsuggest that the 21st-century temperature changes are-expeeted—to—affeetwill
impact not only rising values but also in-seasonal cycles. Similarly, in the Swiss Alps, Allen and Huggel (2013) observed an
increase in both the values and frequencies of maximum temperature, Ty,4,, atwith a rate of 0.49°C per decade during summer
season. Ceppi et al (2012) reported a comparable rate of 0.46 °C/decade, andwhile Beniston (2006) found that winter minimum
temperatures, Ty, below 8001000 m elevation increased by abeutapproximately 4°C for the period 1961-1990, whilewith

summer temperatures are-projected to exceed current values by 5.5-6°C. It is swerth-netieingnoteworthy that during the Early
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Twentieth Century Warming (ETCW, 1916-1945) a maximal global warming trend of 0.47°C/30 years was observed
(Bengtsson et al., 2004). The climate reports for the current study area consistently align with these broader findings. The
ZAMG (2015) shew-a-climate report abeutfor a subregion of alpine-arech(Tirelo;Altoadigethe Alpine arc (Tyrol, South Tyrol
and Belluno)}—From—theresults—of this—reportnormal) indicates typical climate fluctuations are—presents—until 1980,
whereas;followed by a distinct warming trend from 1980 to 2010-4s-markeda—warmingtrend-. Seasonally, thefelowingtrends

werethis report noted: (i) minimal warming in spring and summer; (ii) less variation in autumn temperatures, and (iii) milder

winters. Consequently, the number of warm days in summer hawves increased, while icing or frost days have decreased. Nigrelli

and Chiarle (2023) further stated that during the most recent rermal-climatological normal period (1991-2020), the annual

average minimum temperature was -2.4 °C, with a warming rate of 0.4 °C per decade, and the annual average maximum

temperature was 4.4 °C with a warming rate of 0.5 °C per decade. Summer and autumn temperatures showed-the-highest

0-6-°C per-decade—In-th d a e-temnpe e-ann eraoe eathe on
a &y a a aty a a—av W

stationsln this work, by analysing stations characterized by altitudes, an annual warming rate of 0.51°C per decade iswas found

above 2000m2000 m (Figure 6é):-hewever). However, for this latterspecific rate, eonsiderationshould-be-givenit is crucial to
consider the shorter period-considered—Analysingtime period used for analysis at these higher altitudes. When analysing

stations by seasons, the maximum temperature warming rate-happened—alse—for, in this case, also occurred during spring

season-, consistent with some regional observations.
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WaterRegarding water availability, several studies suggest a potential decline in some regions may—deelne-due to reduced

precipitation and a decrease in snowpack and snow-paek-and-snew season duration in many mountain regiensareas (Beniston,
2003). In the Swiss Alps, atfor instance, elevations below 1200m;-there-has-beenl200 m have experienced a reduction in the
total snow amount efsaew-and the-duration-efthe-snow season by abeutapproximately 100 days since the mid-1980s. Beniston

(2006) additionally noted that for every 1°C increase in temperature, the snowline rises by about +50m150 m. Nigrelli and
Chiarle (2023) observed a decrease in the Alps in the number of icing days (days when the maximum temperature is below 0

°C) by 6 days pevery decade, and the number of freeze-thaw cycle days (days when the minimum temperature is below 0 °C)

by 9 days per decade. As observed in the Figure 13ewve
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Wang et al (2021) achieved similar results on a global scale-—They-observed-that, observing significant changes in the length

of the four seasons between 1952 and 201 1;-thelength-of the four seasons—changed: spring and summer started earlier by
1.6daysHOyears-and 2.6 days/10 years and 2.5 days/10 years, respectively, while the onset of autumn and winter was delayed

by 1.7 days/10 years and 0.5 days/10 years, respectively. This conclusion was also observed in our work, as shown in Figure

respeetively, even though our analysis focused on a local scale and a 50-year time range.

RegardingConcerning rainfall, theour results indicate that high-intensity rainfall events are becoming more frequent;. This
finding is consistent with findings-by-Schmidli and Frei (2005) and Widmann and Schér (1997), who stated-that-reported an
increase in mean precipitation inereasednduring the 20th century during, particularly in fall and winter. Beniston (2006) noted
that precipitation patterns in the Swiss Alps_have changed, with winter precipitation decreasing marginally (2-3%) while
summer precipitation is projected to decrease by 15-20% in most parts of the aAlpine chain. According to Christensen and
Christensen (2003), reductions in average summer precipitation may be accompanied by a sharp increase in short but heavy

precipitation events. Gobiet et al. (2014) also stated that precipitation generally decreases in summer and increases in winter.

In-this-werk-however, precipitation-inereases-signifieantly The RAPS method, applied in our study (

Figure 4th

O1h—v S 4 SAY c C

), further confirmed these results by showing long-term trends ehanges—inehmaticrecords;—fluctuations—and
periodieities-inpreeipitation;-similar to those identified by Garbrecht and Fernandez (1994)-used-the Resealed-Adjusted-Partial
Sums(RAPS).
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Garbrecht-and Fernandez(1994)). who studied 90-year annual rainfall (1902-1991) in Bryan County, Oklahoma, and feund
two-major-trends—a-generalidentified distinct periods of decrease from-(1902-te--1966;) followed by an-increase from-(1967-te

-1991-—-This-appheation-shews-), which corresponded to occurrences of floods and droughts-events-defined-by-fluctuationsin
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5.2 Rockfall

Rockfall frequency typically exhibits seasonal variability—Previeusstudies-inthe-Alps-have reported-diverse, and this study’s

findings align with various seasonal patterns:—Cere_reported in previous Alpine research. For instance, Coro et al. (2015)

identified in the Alps rockfall frequency peaks in October-November, June-July; and March:. Bajni et al. (2021) observed

primary peaks in spring and minor peaks in January in the Aosta Valley; while Frayssines and Hantz (2006) found a primary
peak in winter and a secondary peak in April in the French Alps:and. Similarly, Perret et al. (2006) reted-highlighted early
spring seasonality in earbyspring-the rockfall frequency in the Swiss Alps. FhisConsistent with these observations. our study
stmtlarbyreveals distinct rockfall peaks in November, February, April, and August (Figure 14-b).

Climate variables significantly influence rockfall occurrence. A-strong-ecorrelation-existsOur analysis indicates a relationship

between winter rockfalls and precipitation, particularly daily rainfall events exceeding 31.5 mm. Summer rockfalls above 2000
m are potentially linked to mean air temperatures exceeding 9°C, while spring rockfalls between 1000 m and 2000 m correlate
with mean air temperatures ranging from 5.8°C to 15.4°C. Additionally, rockfalls exhibit a correlation with winter temperature
amplitudes between 1°C and 7°C at elevations between 1000 m and 2000 m, and summer temperature amplitudes between
10.8°C and 12°C above 2000 m.

Air temperature plays a crucial role in rockfall initiation, particularly during warmer months. Elevated temperatures can

accelerate snowmelt, infiltratingfacilitating water infiltration into rockwall discontinuities and thereby triggering rockfalls,

especially at the onset of summer and autumn (Allen and Huggel, 2013). Furthermore, air temperature directly influences other

critical mechanisms such as icing and freeze-thaw cycles (Noetzli et al., 2003; Salzmann et al., 2007; Manent et al., 2024).
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The impact of freeze-thaw (FT) cycles on rockfall occurrence has been previoushyextensively investigated. Frayssines-Hantz
785 (2006) observed a correlation between rockfalls and frequent temperature fluctuations around the freezing point in early spring
and late autumn at elevations between 1000 m and 2000 m. D'Amato et al. (2016) reported an increase in rockfall frequency
during freeze-thaw episodes, particularly during thawing periods. This study confirms these findings, with an increased rockfall
frequency observed in winter below 1000 m during FT cycles lasting 1 to 3 days. and in spring between 1000 m and 2000 m.
A slight increase in rockfall frequency was also observed during icing periods lasting 1 to 5 days.
790 The methodology employed in this study for obtaining the sampled time-series was inspired by the work of Paranunzio et al.

(2015). Consequently, a—cemparisen—of-comparing between our frequency and the anomaly results—with-these reported by

Paranunzio et al. (2015) is essential. Paranunzio et al. (2015) concluded that four out of five case studies in the Piedmont
region could be attributed to meteorological anomalies, such as temperature rise or heavy precipitation. In a subsequent study,

Paranunzio et al. (2016) found that in 85% of cases across the Western and Eastern Alps, at least one climate variable has

795 anomaly was—asseeiated—withvalues at rockfall occurrence, with most events linked to short-term temperature anomalies.
Precipitation was identified as a contributing factor in only 15% of rockfall events at weekly, monthly, and quarterly
aggregation scales.

Fhe To further validate our approach, we adapted and tested the method of Paranunzio et al. (2016) was-adapted-and-tested-in
this study, andcomparing the results were-eompared-obtained with its method to those obtained using theour proposed method-

800 TFhe- starting in both cases from the dataset reported in this work. We analyzed the same climate variables (precipitation and

mean air temperature

) at identical aggregation

scales (daily, weekly, monthly, and quarterly}fe+-). Additionally, we investigated temperature variations (AT) over 1, 3, and

6 days prior to the event. The non-exceedance probability P(V) was calculated with-and an event is considered anomalous

when its non-exceedance probability is less than /2 or is greater than 1.0 — /2 being «_a significance level (that is equal to
805 0=0.2)
The as indicated in Paranunzio et al. (2016). The obtained results are reported in Figure 21lindicate-that-50% where the

frequencies of

810

were-more-frequent-belowH000-m-asl-and smallthe anomalous events (<100m3) predominated. Converscly. large-magnitude

41



815

820

825

830

Climatic anomalies across seasons Climatic anomalies across ranges of elevation

o 300 - o 900 60
L 250 H 2 750 50 8 &
S @ Lo
g 200 600 I 40733
S 150 S 450 I 30 EN
< 100 AN T 300 20 £ %
S 50 - _ < 150 I I i =8
0 IIQ .. 0 .-- .-. 0 c @
ST LT WT RT ST LT WT RT
Scale aggregations Scale aggregations
m\W+ mSP+ =S+ A+ = <1000m (+) =1000-2000m (+) =>2000m (+)
a) sW- mSP- =®S- A- b) m<1000m (-) =1000-2000m (-) =>2000m (-)
Climatic anomalies across ranges of volume Climatic anomalies across permafrost occurence
» 70 * 700 o» 16 1000 £
Q = we 2 12 800 = 4
‘T 50 50029 & =
e o € 600 @ ©
s ° ES G 8 e © £
S 30 o 3006 T £ 400 8 E
@ ° Sz T 4 fil o s &
: © o 200
=10 o - — 100 = § < Tl | , E S o
o * - H — g £ 2 0 - - 0® ¢
Scale aggregations Scale aggregations
® <5md(+) * 5-102m3 (+) 102-10%m?3 (+) Favorable conditions (+) Favorable conditions (-)
103-10*m3 (+) 10%-105m3 (+) 0 >10°m3 (+) Cold conditions (+) m Cold conditions (-)
® <5md3(-) ® 5-102md (-) " 102-103md (-) m All conditions (+) m All conditions (-)
C) 10%-10%m3 (-) 10%-10%m3(-) 0 >10%m?3(-) d) ®no permafrost (+) @ no permafrost (-)

Figure—-Distribution-efreeckfallsare reported according to

the corresponding meteorological variables. For all considered variables

the frequencies of anomalous events increase with the decades and more frequent anomalous events are located in the middle

of the range of elevation;{e)rangethe considered values for each variable. This result could be due to the definition of non-

exceeding probability that was estimated ordering the recorded data values. This implies that the first values in the rank could

be relative higher but not the highest in the meteorological station. In contrast the conditional probability has greater values

for high values of ¥
termmeteorological variables. This difference is attributed to the method employed for computing the conditional probability

in which the meteorological probability is computed for all ranges even those in which the rockfall events did not occurred.

Finally, temperature variations have to peaks one associated to negative values and another one to positive. This result is

attributed to the fact that the same temperature variation could occur for increasing temperature: =F—leng—term- (temperatures;

WF—=widespread variation positive) and for decreasing temperature: R—preeipitations—Positive-anomalies-are-asstgned-with

{+)_(temperature variation negative) and since the anomalous events correspond to a symmetric value of non-exceeding

probabilities (positive and negative with-(-)-anomalies) two peaks appeared.
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Figure 21 Distributions of anomaly frequencies by using Paranunzio et al. (2015) method, categorized by climate variable and

aggregation scale as applied in this analysis. Only results for rainfall, temperature amplitude and temperature variation, as

presented in Section 4.3, are reported.

Due to the complexity of meteorological but also lithological and morphological conditions under which the rockfall occurred,

this analysis does not allow to unravel into detail the mechanisms why a weather variable has different effects according to the

season or elevation. For such detail, it should be necessary to constrain the analysis by considering only rockfalls occurring on

single lithological and morphological settings through a detailed multitemporal survey that allows to focus on specific weather

variables, e.g. thermal stress (Collins and Stock, 2016; Gasc-Barbier et al., 2024 Fei et al., 2025), freeze-thaw (D’ Amato et

al., 2016), or rainfall (Weidner et al., 2024).
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6 Conclusion

This study eenfirmsanalyzed meteorological data from 1970 to 2019, confirming a significant warming trend in the aAlpine

region, consistent with previous research

Specifically, for the period 1985-2019-fex, the study area is-recorded an annual mean warming rate of 0.28°C per decade for

minimum temperature at-0-28°C-per-deeade-and 0.15°C per decade for maximum temperature-at-0-+5°C-per-decade-Notably
the-. The highest warming rates were notably observed during the spring period, with a maximum increase of abeut0.333°C

per decade. SpringsThese trends indicate that springs and autumns are gettirgbecoming warmer, summers are experiencing

increasing frequencies of high temperature values, and winters are beeeminggrowing milder. This overall warming leads to an
earlier onset of summer and a delayed onset of winter, consequently altering the length of these seasons.

Significant changes in precipitation patterns were also observed;—with-an. There is a clear increase in high-intensity rainfall
events, particularly in winter, whilealongside a reduction in low-intensity rainfall was recorded across all seasons. This finding

aligns with established observations in-theliterature—for the Alpine region_in the existing literature. Conversely, summer

precipitation variations were modest, contrasting with some previous projections_for the area.

A notable decline in both icing and freeze-thaw cycles days are—ebserved—speeifically—is—estimatedwas identified.

Quantitatively, this study estimates a decrease of 7.3 days of freeze-thaw cycles and 2.2 days-eficing days every decade.

The Rescaled Adjusted Partial Sums (RAPS) method provided valuable insights into long-term trends and fluctuations in
precipitation-highlighting. It highlighted that climate evolution is primarily driven not due-to-the-variation-efby changes in the
maximum values of the-climate variables, but rather a-variationby variations in their frequencies over the years.

ReekfallOur rockfall analysis shewedrevealed that rockfall frequencies haveexhibit three main peaks: in November, February-
April, and August. rterms-ofRegarding the aspect of the source area, below1000m-a-s1570% of reckfallshave south-facing

es:-for altitude greater than 2000 m, for group A the

has significant increment (from 4% to 12% +3%): a pattern potentially linked to permafrost thawing in these high-altitude.

Reelkfalls-The study identified several correlations between rockfall events and high-specific climate variables. High-intensity
rainfall and rockfalls are correlated in autumn, with monthly and quarterly rainfals—with12.4% below1000mrainfall events
showing conditional probabilities of 12.4% below 1000 m and 22.2% at altitudes between +000m1000 m and 2000m:a2000
m. A correlation with air-mean air temperatures ef+2-7%withinrangewas observed: a 12.7% conditional probability for

rockfalls with weekly mean temperatures ranging from 21°C to 24°C during the summer season between +000m-and2000m
atweelkdyseale-is-observed 1000 m and inerement2000 m. This conditional probability reaches 2.2% above 280012000 m with
arange-of temperaturetemperatures ranging from 17.6°C to 20.8°C during the autumn season with-Sa=30-

Roekfalls-are-correlated-with-temperature-(at a 30-day aggregation scale). Temperature amplitude also showed correlations: in
spring below +000m-1000 m a.s.l., a-st—Hrom-_28.6% probability was found for amplitudes between 8.8°C teand 9.9°C-with
28-6%-of probabilityand-in-. In winter, between +000masland2000m-1000 m a.s.l. and 2000 m a.s.1., a 5.8% probability was
observed for amplitudes in the range of 9°C to 10°C-with-5-8%efprebability—Aeeordingto.Regarding temperature variation,
rockfalls happen—in summer between +006m1000 m and 2000m2000 m are correlated with a 14.3% probability with a
temperature variation-efvariations from -9°C to -6°C-and-during. During spring seasen-below +000mastwith1000 m a.s.l., a

conditional probability of 20% withwas found for the maximum range of variation (8.8°C+11°C).
EremFinally, the analysis of correlations between rockfall events withand freeze-thaw cycles and icing periods;-it-is-ebserved
hew _highlighted that the probability results ehange-dependingon-the-are significantly influenced by the chosen calculated

tirneseriestime-series (maximum, average, miimu)-or minimum temperature), emphasizing the importance of detailed

temperature data for these phenomena.
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