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We would like to thank the ACP editor and all anonymous referees for their insightful review of the
manuscript. Below you may find our responses (regular font text) to each of the referee’s remarks
(gray  text)  along  with  the  respective  changes  made  in  the  manuscript  (“bold  text”)

Referee #2

The  paper  investigates  air  mass  transformations  (radiative,  turbulent,  clouds,  precipitation)
associated with Arctic warm air intrusions. The paper is very well written, with a clear and concise
introduction highlighting the existing knowledge and gaps in understanding cloud processes and air
mass  transformations,  and  presenting  important  results  which  advance  our  understanding  of
processes  associated  with  warm  air  intrusions  strongly  affecting  the  Arctic  climate.  My  major
recommendations are to strengthen the abstract including key conclusions and slightly modify the
results section structure to bring forward the air mass transformation processes and drivers, shifting
the focus from model intercomparison. Also, the methodology section requires more details about
the three models  used in  the study including relevant  parameterizations.  Below I  provide more
details. These are relatively minor revisions to clarify certain interpretations and to strengthen the
presentation of the paper. I recommend the paper publication after they are addressed.

We are grateful for the reviewer’s positive review and valuable input.  Their thorough comments
helped enhance the quality of the manuscript considerably.

Abstract:  The abstract includes detailed methodology description and however lacking somewhat
the main results. It will be beneficial for the paper if the readers could learn from the abstract what
are the key conclusions regarding the air mass transformation.

A: Thank you for this comment. We modified the abstract to more clearly feature they key findings
of the study by adding the following lines.

L9-12: “ Cloud radiative cooling and turbulent mixing in the stably stratified boundary layer
are constant sinks of heat throughout the airmass transformation. Boundary layer cooling
intensifies  over  the  marginal  ice  zone  and  forces  the  development  of  a  low-level  cloud
underneath the advected one. As the airmass flows past the marginal ice zone, large-scale



updrafts  dominate  the  temperature  and  moisture  changes  through  adiabatic  cooling  and
condensation. ”

Data and Methods section: overall  it  is  very clear and well  written however  some key details
regarding observations and models used in the study are missing. In particular:

2.1  Observations:  it  will  be  helpful  to  know  more  details  about  the  dropsondes  (which   type,
parameters measured directly, vertical resolution, accuracy, etc)

A: Vaisala RD41 dropsondes were used for measuring Temperature, pressure, relative humidty and
horizontal wind speed. We specify the dropsonde model in the text and refer to the Vaisala, 2020
datasheet and  the HALO-AC3 data overview paper by Ehrlich et al. (2025) for all the relevant
technical information. We added:

L87: “equipped with an extensive set of instruments (Ehrlich et al., 2025)”

L89 - 90: “Vaisala RD41 dropsondes (Vaisala, 2020)”

L91:  “Detailed information on the dropsonde data can be found in Ehrlich et al. (2025).”

2.4  Model  description:  key  details  are  missing  and  will  be  helpful  to  include  in  the  model
description:  resolution  (ERA5  and  IFS),  cloud  parameterization  schemes,  convection
parameterization,  and the snow pack model  –  in  particular,  details  on how snow on sea ice is
represented in the AOSCM.

A: We have added the following lines to 

L143-144  “The  parameterization  schemes  for  radiation,  turbulence,  convection  and  cloud
microphysics are described in detail in the IFS cy43r3 documentation (ECMWF, 2017) ”

L145-147 “In our set-up, five thickness categories and two vertical levels are used to describe
the sea-ice layer while snow is represented by a singular layer on top of the sea-ice. The LIM3
halo-thermodynamic parameterizations are solved for all categories and levels”

Figure 1 caption: “Isobars between 940 hPa and 1080 hPa are plotted with thin(thick) white lines
with a 5(10) hPa step” – while it is obvious from the values, it has to be noted that this is mean sea
level pressure. Also, including selected makers on the plots will help

A:  We have now specified the use of mean sea level pressure in the figure caption. We find that
adding the values on the contours, unfortunately, makes the figure less readable without necessarily
adding much valuable information. The configuration of the systems that formed the meridional
advection corridor is more relevant than their individual strengths for the subject of this study. We
made the contours thicker to enhance readability. The MIZ borders have been redrawn to match the
new definition, inspired by the referee’s next comment.



Figure AR2.1: Maps of total column water (kg m−2) at 12 UTC, on each day of the 12-14 March
WAI event. Mean sea level pressure contours Isobars  between 940 hPa and 1080 hPa are plotted
with thin(thick) white lines with a 5(10) hPa step. The centers of low and high pressure centers are
marked with denoted with red letters. The green hatched area marks the extent of the marginal ice
zone (MIZ) which corresponds to sea-ice fraction between values of 00.15 and 0.90.8. Purple lines
represent  the  respective HALO flight  tracks  (RF02,  RF03,  RF04) over  the  North  Atlantic.  The
purple dots correspond to the locations of dropsondes released during each flight.

Marginal sea ice zone: typically SIC of 80% is used as the upper limit to define MIZ, while the
authors used here 90%. Could the authors justify their choice?

A: The definition of the marginal ice zone (MIZ) in our experiments determines the residence time
over each surface as well as the representative values for sea-ice concentration and sea-ice and snow
thickness of each leg. We initially chose to extend our marginal ice zone (MIZ) definition to include



sea-ice concentrations of 90%, in an effort to account for the contribution of the open water areas
more properly. 

However, in order to ensure consistency with previous studies and support the broader use of the
Lagrangian AOSCM on warm-air intrusion cases in the future, we have redefined the MIZ as the
region with 0.15 < sea-ice concentration < 0.8 in our experiments. This change shortens the MIZ leg
by approximately three hours. Repeating the simulations with this updated definition produces only
minor  differences  in  the overall  airmass transformation (Fig.  AR2.2).  We have now updated all
figures and relevant text accordingly.

Figure AR2.2:  Same as Fig.  4 in  the main manuscript but including experiments with different
definitions of the MIZ.

Lines 93-94: “On March 13, at 12 UTC we launch 24-hour long trajectories, 600 in total, half of
which were computed backward and half forward in time. “ – it will be helpful to show on the figure
from where the trajectories launched on Fig. 2a (eg, can highlight in bold the 81ºN line portion near
the appropriate meridian not to clutter the figure)



A: Thank you for the suggestion. We added a thick line in Fig. 2 along the 81ºN zone to show the
latitude of initialization. We reconfigured and enlarged the plots as proposed by Ref #3. 

Figure AR2.3: Same as Fig. 2 in the main manuscript.

In the caption, we added the line “(marked with a thick solid line)” beside 81o N. We also removed
(day of year = 72.5) since it is an unnecessary detail.

Fig 2 c)  temporal evolution and spatial variability of integrated water vapor transport (IVT).

Could the authors explain in more detail how IVT temporal evolution is calculated – is it the value
for  each  specific  trajectory  (which  would  be  difficult  given  the  number  of  trajectories),  along
latitudinal line across the trajectory ensemble? Also for trajectories at which level? 

A: The trajectories in these plots serve the purpose of a time axis. The trajectory ensemble that we
use throughout this study consists of 6 trajectories initialized at 500, 600, 700, 800, 850 and 850 hPa
respectively. We follow along each trajectory from south to north and, at each timestep, scan in the



perpendicular direction for IVT values of 100 kg m-2 s-1, which is a threshold used for Arctic warm-
air intrusion and atmospheric river detection. We repeat the process for all trajectories and present
the averaged fields. When examining IVT from this Lagrangian perspective, one can see the width
of the airmass and IVT variability in the direction normal to the trajectories and how it evolves in
time along the trajectory ensemble. 

We rewrote the caption of Fig. 2 to make the method clearer. The new caption is presented below:

“a) 24-hour long backward and forward trajectories initialized at pressure levels (500, 600, 700, 800,
850 and 900 hPa), within a 100 km-radius circle centered on 81 oN (marked with a thick solid line)
and 5 oE on 13 March, at 12 UTC. The coloring along the trajectories represents the air-parcels' time
of arrival at the marked location. The squares mark the locations of all dropsondes released during
flights RF02, RF03 and RF04 and are tinted, similarly to the trajectories, according to the dropsonde
launch.  Smaller  squares  are  used  to  denote  observations  whose  location  and  time  of  launch
constitutes the unfit for comparison with trajectories. Dashed contours show boundaries of the MIZ,
corresponding to  sea-ice  concentration  values  0 0.15 and  0.9 0.8,  at  the  time of  the  trajectory
initialization. b)  The trajectory ensemble consisting of one trajectory per pressure level, colored
accordingly. The trajectory ensemble showing the closest vertical alignment. Trajectories are
colored according to the pressure they were initialized at.  Dots mark 6 hour long periods. X-
shaped markers show the locations of observed profiles suited for comparison. c) temporal evolution
and spatial variability of integrated water vapor transport (IVT). The trajectory ensemble is shown
with black lines. Hatches mark the correlation range (see Sect. 2.3 ) around the airmass at each
timestep.   Map of the temporal evolution and spatial variability of integrated water vapor
transport (IVT). The trajectory ensemble, drawn with black lines, serves the purpose of a time
axis. IVT changes in the direction parallel to the trajectories show the temporal evolution of
the airmass. IVT changes in the direction perpendicular to the trajectories show the spatial
variability of the airmass at the respective timestep (12/03/2022 12 UTC at the southernmost
point  to  14/03/2022  12  UTC  at  the  northernmost).  Hatches  mark  the  correlation  range
showing areas around the trajectories of similar vertical structure at each timestep (see Sect.
2.3). ”

We use the same visualization approach for Fig. 3. We make the following changes in the caption of
that figure:

“The trajectory ensemble is shown with black lines. The trajectory ensemble, drawn with black
lines, serves the purpose of a time axis, similar to Fig. 2c”

Lines 106-107: “These are identified using an integrated vapor transport (IVT) threshold of 100 kg
m−1 s−1, generally preferred for Arctic WAI and AR detection “ – I suggest adding also an Arctic-
focused paper, eg Viceto et al (2022), and a polar-focused reference by Zhang et al (2024) where
specific thresholds are mentioned:



Viceto et  al:  Atmospheric  rivers and associated precipitation patterns during the ACLOUD and
PASCAL campaigns near Svalbard (May–June 2017): case studies using observations, reanalyses,
and a regional climate model, Atmos. Chem. Phys., 22, 441–463, https://doi.org/10.5194/acp-22-
441-2022, 2022.

Zhang et al: Extending the Center for Western Weather and Water Extremes (CW3E) atmospheric
river scale to the polar regions, The Cryosphere, 18, 5239–5258, https://doi.org/10.5194/tc-18-5239-
2024, 2024.

A: Thank you, we have now cited the suggested studies.

L125-126: “; Viceto et al., 2022; Zhang et al., 2024”

Lines 145-150: “The presence of snow on ice, not allowed in OpenIFS, has also been shown to
mitigate surface energy and near-surface air-temperature biases (Pithan et al., 2016). “ – it is not
clear how the presence of snow on ice is treated in the AOSCM – please include more details as this
is an important parameter influencing surface fluxes (especially the surface albedo and netSW). Is it
from observations or parameterized?

A:  Snow thickness  is  initialized  according  to  CMEMS reanalysis  data.  Initial  values  for  snow
thickness and other sea-ice properties are now given in Table 1 in the main manuscript. As stated
above, the sea-ice layer is described by 2 vertical levels and 5 thickness categories while snow is
represented by a singular layer on top of the sea-ice (L145-147) .  The LIM3 halo-thermodynamic
parameterizations are solved for all categories and levels. For more information on the sea ice model
physics, we refer the reader to the LIM3 documentation ((Rousset et al., 2015). 

The simulated surface albedo is, on average, 0.56 for the MIZ and 0.93 for the sea-ice region, which
is reasonable considering the respective sea-ice concentrations of approximately 0.6 and 0.99. We
note that, in mid March when our WAI of interest is taking place, the amount of solar radiation
reaching the snow surface is  relatively small.  Therefore,  net  SW does  not influence the surface
energy budget immensely. Turbulent heat fluxes (sensible and latent), as well as the downwelling
longwave radiation are much stronger contributors. The sensible and latent heat fluxes are computed
according to the surface skin temperature which we keep constant in time by initializing the sea-ice
and snow layers with larger heat contents (colder temperature values). 

“

Table 1. Representative values for sea-ice and snow properties used in the coupled simulations.

MIZ ice

Sea-ice concentration 60 % 99 %

Ice thickness 0.90 m 2.1 m

Snow thickness 0.13 m 0.31 m

Skin temperature ~ -1.5 oC ~ -8 oC

”



Fig 3: For the flux plots, it should be indicated in the caption that the flux is positive towards the
surface. For SW and LW fluxes – please specify in the caption that these are net fluxes.

A:  Thank  you,  we  added  the  sign  convention  for  the  fluxes  in  the  caption.
Fig. 3 caption: “Fluxes are positive towards the surface.”

Fig 3 caption: “in terms of integrated specific water content “ – suggestion to add “integrated”

A: Fixed.

Line 218: “On the western flank of the airmass, where the LWP is larger, less solar radiation reaches
the surface.. “ – the statement is not clear. As the plot is showing netSW radiation at the surface, a
large impact over the perennial sea ice and MIZ is most probably explained by the high surface
albedo and reflection of a large portion of the incoming SW flux. My earlier question – how the
snow on sea ice is treated – is an important factor to consider also over the sea ice zones. However, it
is not clear why the netSW flux sharply decreases from rather large values south of 70ºN to almost
zero north of it and then stays around zero over the open ocean not changing much over sea ice. It
will  be useful  to  include also a  map of the surface albedo together  with downwelling SW and
investigate processes controlling netSW in more detail (in the later section using AOSCM). Part of
this can be probably explained by changing solar zenith angle however the differences across the
70ºN are too sharp.

A:  The area covered by the warm-air intrusion, at the time of the event (March 12-14) receives
roughly 7 to 11.4 hours of daylight, at the northernmost and southernmost point of the trajectories
respectively. The maps in Figures 2 and 3 show how the different variables evolve in time, along the
path of the advection. At 65o N and 12 UTC (which is also local time for the airmass since it is
advected along the prime meridian) the surface receives a maximum SW of around 200 W m -2. The
airmass then travels 5 latitudinal degrees in 6 hours and reaches 70o N around sunset, when SW at
the surface drops to 0. Solar radiation increases again around the MIZ area,  but the flux at the
surface is significantly smaller due to the zenith angle (~12 W m-2) . We have added explanatory
comments to the captions of Figures 2 and 3 to clarify the Lagrangian map visualization method,
which should help readers interpret the figures more effectively.

 Figures 2 and 3 were produced with ERA5 data. ERA5 is the combined product of IFS cy41r2 and
assimilation of observations, including satellite radiance measurement. IFS cy41r2 does not allow
snow on sea-ice but representation could be corrected during the assimilation process. 

The Lagrangian map of the temporal evolution and spatial variability of albedo is attached below
(Fig.  AR2.4).  Albedo is  computed as  Swsurf

up/Swsurf
down,  therefore the night-time parts  during the

airmass transport are excluded. 



Figure  AR2.4:  Temporal  evolution  and  spatial  variability  of  the  airmass  during  its  poleward
advection in terms of albedo. The trajectory ensemble is shown with black lines. Hatches mark the
correlation range (see Sect. 2.3 ) around the airmass at each timestep. Square markers, when present,
correspond to the observed values. Dashed contours show boundaries of the MIZ, corresponding to
sea-ice concentration values 00.15 and 0.90.8 on March 13, at 12 UTC.

Lines  220-225:  “The  spatial  variability  in  skin  temperature  over  the  ocean  also  appears  to  be
controlling the exchange of latent heat at the surface (Fig. 3h). Over the warm ocean, the strongly
negative (upward) fluxes indicate the ongoing moisture uptake by the airmass. “ : can you please
clarify your interpretation. The upward LH flux indicates surface evaporation, which indeed seems
to be related to the skin T according to the plots, while it is also strongly controlled by the near-
surface winds and the boundary layer RH. To be sure that this evaporated moisture is taken by the
air mass needs verification if the trajectory was within the boundary layer. Was this the case over the
region with surface evaporation? It is anticipated that these questions are considered further when
using AOSCM. Then the limitations of using ERA5 shall be stated clearly also highlighting the
added value of modeling investigations. Boundary layer height is later shown in the AOSCM (Fig. 5)
however the two sections (3.2 and 3.3.4) are somewhat disconnected.

See for example:

Sodemann,  H.:  The  Lagrangian  moisture  source  and  transport  diagnostic  WaterSip  V3.2,
EGUsphere [preprint], https://doi.org/10.5194/egusphere-2025-574, 2025.

 

Sodemann,  H.,  & Stohl,  A. (2009). Asymmetries  in  the  moisture  origin  of  Antarctic
precipitation. Geophysical Research Letters, 36(22). https://doi.org/10.1029/2009GL040242

https://doi.org/10.1029/2009GL040242


A:  The lowest trajectory of the ensemble is within the boundary layer for the first 8 hours when
surface  evaporation  is  on-going.  Therefore,  this  is  a  process  that  is  relevant  for  this  airmass
transformation.  Our  modeling  framework views  the  airmass  as  a  a  cohesive  air  column that  is
advected uniformly within the lowest 5 km, which makes the interaction with the surface relevant
through  the  entire  transformation,  regardless  of  the  position  of  the  trajectories  relative  to  the
boundary layer top. We highlight the advantages of this modeling approach in the Introduction.

L75-76:  “In  this  simple,  novel  framework  we  can  investigate  the  physical  drivers  and
timescales of the transformation, in isolation from the complex dynamics that are typically
associated with warm-air intrusions.”

Further downstream the boundary layer becomes shallower and the airmass is lifted by a large-scale
updraft, becoming progressively more decoupled from the surface (Fig. AR2.5). In reality when that
happens,  low-level  convergence should bring new airmasses into the column through horizontal
advection,  which is something that our modeling framework does not take into account. This is
already discussed as a limitation to the Lagrangian AOSCM but will be stated more clearly in the
conclusions.

L538-539: “It is important to note that the large-scale updrafts applied in our simulations
would normally be accompanied by low-level convergence and, therefore, advection of new air
in the column which is prohibited in our framework.”

We plan to explore the importance of the complex dynamic conditions during warm-air intrusions
(WAIs) in greater detail in future work using this Lagrangian modeling framework.

Figure AR2.5:  Time-height cross-sections  of the ensemble average specific humidity from ERA5.
Dotted lines represent the height of the trajectories. The thick solid line shows the evolution of the



boundary layer height during the airmass transformation.  The thin solid line marks the along-stream
sea-ice concentration.

Section 3.3.3: I suggest including a reference to Fig. 4 to make it clear the results are based on this
figure

A: Added  figure reference in L317.

Lines 300-305: “The uncertainty range ERA5 and IFS-OF curves grows larger due to the slight
divergence  of  the  trajectory  ensemble.  “  –  I  am  not  sure  to  follow  this  interpretation.  My
understanding  from  reading  the  methodology  is  that  the  trajectories  are  the  same,  while
thermodynamics state is represented by 3 different models (ERA5, IFS-OF and AOSCM). Thus, this
is not the divergence of the trajectory ensemble but shall be explained by the differences in the
model physics and processes representation. Could you please clarify and rephrase the statement.

A: We apologize for the confusing phrasing here. With the term “uncertainty range” we do not refer
to the differences between ERA5 and IFS-OF which, as the reviewer points out, would be the result
of differences in model physics and assimilation of observations. “Uncertainty range” in Fig. 4 are
the  perpendicular  faded  line  that  show  the  variability  in  the  thermodynamic  state  within  the
trajectory ensemble in each dataset. For ERA5 and IFS-OF that range shrinks around the MIZ over
which  the  trajectories  were  initialized  and  their  in-between  distances  are  the  smallest.  As  the
trajectories spread out towards the northernmost and southernmost end, they span a larger area and
captures more of the airmass variability making the uncertainty range around the ensemble mean
grow.

We rephrase:

L325: “The uncertainty range ERA5 and IFS-OF curves grows larger The uncertainty ranges
around the ERA5 and IFS-OF curves grow larger”

Fig 5: Please indicate the time 0 (2/03/2022, 00UTC) in the caption

A: Added “The time axis is in hours since 12/03/2022, 12UTC.” in the caption.

Line 355: “Over the MIZ, the subsidence spikes abruptly and over the sea-ice leg the vertical motion
is predominantly upward, with ω increasing the deeper the airmass intrudes into the Arctic. “: is this
updraft driven by cloud top radiative cooling (as described in Morrison et al 2012)? This can be seen
in Fig. 7a discussed later in section 3.3.6.

Morrison, H., de Boer, G., Feingold, G.  et al.  Resilience of persistent Arctic mixed-phase clouds.
Nature Geosci 5, 11–17 (2012). https://doi.org/10.1038/ngeo1332

A:  The AOSCM is forced with ERA5 vertical  velocities  (ω) shown in Fig.  5 (s-t)  in  the main
manuscript. Therefore, these updrafts represent large-scale motions that can not be resolved in the
single-column format and are therefore prescribed. In order to isolate the cloud ascent caused by the



model physics we would need to deactivate vertical advection (Fig. AR2.6). The ascent of the top
cloud layer is much slower and, in the absence of adiabatic cooling, weaker changes in the heat and
moisture content of the airmass in total.  This is an interesting aspect of the transformation and,
although it  is  outside of  the scope of  this  study,  we plan to  investigate it  further  in  our  future
Lagrangian AOSCM applications.

Figure AR2.6: Time-height cross-sections  of the ensemble average temperature (1st row from the
top), specific humidity (2nd row), specific liquid (3rd row) and ice water (4th row). The left column
shows  the  AOSCM  simulations  as  presented  in  the  manuscript  and  the  right  column  shows
experiments with vertical advection switched off (ω = 0).

To make more emphasis on the process understanding I suggest to move section 3.3.5 “Comparison
with observed transformation“ before section 3.3.4 – this will show how each model represents each
parameter before investigating the evolution in these parameters.  Further, it  will be beneficial to
combine sections 3.3.4 “Vertical  structure” with section 3.3.6 “Physical  and dynamical  drivers”
explaining the drivers (Fig. 7) right away when presenting the vertical structure transformations (Fig.
5).

A:  We think  the  discussion  of  vertical  structure  Sect.  3.3.4  is  a  more  natural  continuation  of
Sections 3.3.[1-3] that describe the transformation in bulk terms. Sect. 3.3.5 then focuses on the
smaller areas of the cross-sections where observations are available. It is, in our opinion, preferable
to present the airmass transformation in its entirety before focusing on the specific points where
observations are available.



Section 3.3.5: As cloud ice and liquid content are key drivers of the radiative fluxes and updrafts,
can the authors also include cloud evaluation, eg with cloud LWP from HAMP onboard HALO? I
understand that this can be beyond the scope of the paper but if the data are already available this
will be beneficial to see how AOSCM represents cloud properties.

A: Thank you for raising this point. LWP retrievals from HAMP were still a work in progress when
this manuscript was submitted but are now available. We are pleased at the opportunity to include
them  in  our  plots.  We  have  incorporated  the  observed  LWP  values  in  AR2.7  (Fig  3b  in  the
manuscript). 

Figure AR2.7: Same as Fig. 3 but with LWP retrievals based on HAMP observations included in
Fig. 3b. 

We offer a description of the dataset in Sect. 2.1 and discuss the results in:

L238-241: “The observed spatiotemporal cloud distribution is similar to ERA5. ERA5 shows a
positive LWP bias (-0.03 kg m-2 on average) in the east sector of the airmass, where the cloud is
thin, and a negative LWP bias (-0.04 kg m-2 on average) in the west where thicker clouds are
encountered. The biases are larger than estimated uncertainty of the LWP retrieval (0.02 kg
m-2).”

Minor edits:

Line 168 : “of a strong cyclone” - add ‘a’



A: Fixed.

Throughout the text – spaces missing at multiple places

A: We skimmed the text and added missing spaces.
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