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Comment 1 
 
My first comment is about the paper title. I expected a somewhat di;erent study based 
on the title. The mentioning of a runo; monitoring product in the title suggests some 
type of derived data product, though the focus of the manuscript is the extensive 
development of neural network approaches to perform the reconstruction. I assume 
that this is when the authors say data-driven, though I do think a title that better 
represents the actual study content would be preferable. 
 
We agree that the title could be misleading and decided to change it to: “CH-RUN: A 
deep-learning-based spatially contiguous runoH reconstruction for Switzerland” 
 
Comment 2 and 3 
 
[2] The authors’ view of “traditional hydrological models” is overly narrow (lines 24;.). 
While physically-based (pb) models, like the one previously developed for Switzerland 
(PREVAH), have a high computational demand and are rather data hungry, this is not the 
case for all hydrological models. In fact, much of hydrology uses rather parsimonious 
models (GR4J, HyMod, PDM…) which do not put a high demand on computational 
resources. It would be good if the authors either refine their statement to pb models or 
widen it to include a wider range of model complexities. Given that the simulation of 
daily runo; is done with such simpler models in many countries, I would suggest the 
latter. 
 
[3] A similar point can be made about the data need of hydrological models which is 
discussed in lines 36;. Several widely used hydrological models can be driven by 
precipitation and temperature only – if they are of the parsimonious type 
 
Overall, we agree with these comments. There are indeed less computationally 
demanding and data-hungry hydrological models. Such fast models are usually 
calibrated per catchment, and then regionalized (and so is PREVAH). While the specific 
data requirements and processing speed diHers vastly among models, the end-to-end 
deep learning-based approach used here encompasses all of the mentioned 
advantages. Compared to PREVAH, which is used widely in scientific context to run 
scenarios and projections, our approach is fast and data-eHicient. 
 
We added a short note on diHerent types of hydrological models to the introduction: 
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With this paragraph, we wanted to calrify that process-based models can be fast and 
data-eHicient as well. We also made the following changes: 
 
Instead of “reduced data requirements”, we now write “low data requirements”. 
 

 
 
We added “reduced data needs […] compared to the PREVAH model.” 
 

 
 
Comment 4 
 
The authors use squared error metrics for model calibration. They then use 
disaggregated components of such metrics for further analysis- which I like. What I 
missed in the analysis is any assessment of whether these components show any 
structure across Switzerland. For example, Gudmundsson et al. (2012, WRR) showed 
for example a strong correlation between bias errors and elevation di;erences for some 
comparable catchments to those used here. Did you look for any systematic biases (in 
the context of Fig. 4)? 
 
We agree that such an analysis would be interesting and decided to add a figure on 
spatial errors (new Figure 4, see below). With this figure, we can discuss spatial patterns 
of error components and link them to catchment properties. We also added the 
diHerence in the error components (LSTM minus PREVAH), to better understand how 
the models compare on a spatial basis. We also performed an explorative analysis to 
better understand the relationship between model performance (diHerence) and 
catchment properties. 
 
The new figure: 
 



 
 
The updated results: 
 

 

 
 
The updated discussion: 
 



 

 
 
 
Comment 5 
 
The relative NSE range shown in the legend of Figure 3 seems very small. Is the 
variability shown in the various small plots actually relevant? 
 
We will move this figure and its discussion to the appendix to make space for the more 
relevant figure from comment [4]. 
 
Comment 6 
 
The other reviewers already made some comments and suggestions regarding the trend 
analysis performed, and the need to test a non-parametric strategy. I will not repeat his 
points in this review, but I believe that they are justified. 
 
We agree with this criticism of the trend analysis. We followed the suggestion of the 
other reviewer and used Sen’s slope to compute the robust trend per catchment. To 
reduce the impact of outliers for the comparison of observed and simulated trends, we 
use robust estimates for regression and Spearman's rank correlation. 
 
With this robust analysis, the diHerence between CH-RUN and PREVAH are slightly 
reduced, but still, CH-RUN reproduces linear trends better with rank correlation ⍴=0.6, 
compared to PREVAH with ⍴=0.42. Both models appear to reproduce the trends less 
accurately compared to the previous analysis. 
 
The updated results: 
 
 
 
 



 
 

 

 
 
 
Comment 7 
 
Rather than the qualitative evaluation in section 4.2, is there not enough information in 
the 98 catchment di;erences to show where and when PREVAH is better/worse? 
 
See answer to comment [4]. 
 
Comment 8 
 
Section 5.3 “The reconstruction of runo; back to the early 1960s for Switzerland is a 
novelty enabled by the reduced data needs of our deep learning-based approach.” But 
would the NN benefit from additional data? 
 



Yes, the neural networks would benefit from additional covariates. We did not 
systematically test this, but in preliminary model runs we found that adding more 
covariates (radiation, vp, tmin, tmax) helped. The diHerences were, however, not 
substantial. The dependency on air temperature and precipitation alone allowed us to 
extend the reconstruction back to the 1960s, which enabled the monitoring of long-
term trends. Testing the capabilities of deep learning approaches in the time domain in 
more data-abundant periods has been done before and is out of the scope of this study. 
 
Comment 9 
 
(lines 446;.) The authors state that “A limitation in our approach was the reliance solely 
on air temperature and precipitation data for long-term reconstruction, excluding other 
meteorological factors like cloud-related e;ects, which could only be indirectly 
approximated by the model.” Can you name examples of hydrological models that 
consider cloud-related e;ects? Do you mean the consideration of sunshine hours? You 
could have used such information, couldn’t you? 
 
Yes, we meant cloud eHects on radiation. The latter is used in many hydrological 
models (e.g., SWBM, PREVAH). The deep learning models can, in principle, learn such 
eHects implicitly (precipitation means clouds means less radiation). We could use such 
data, yes, but sunshine hours are only available from the 1970s from MeteoSwiss. We 
changed the wording and hope that it is clearer now: 
 

  
 
Comment 10 
 
Also, the authors state that the “The assumption of static variables, such as land use 
and glacier coverage, being constant over time is a necessary simplification but 
introduces potential inaccuracies.” I am not completely clear why this is a necessary 
simplification. Why can changing forest cover and a limited contribution of melting 
glaciers not be included? 
 
In principle, we could use such data, but it is diHicult to find high-quality and 
harmonized historical data on land use or glaciers covering the entire period back to the 
1960s. Even if such data is available in some form, the model architecture would need 
to be adapted to deal with inconsistent resolution etc. Thus, we consider this an 
interesting suggestion, but unfortunately out of the scope of this study. 
 
Comment 11 
 



Conclusions: “One of the major strengths of our approach lies in its computational 
e;iciency, which opens up possibilities for contiguous near real-time monitoring and 
potentially forecasting of runo;.” And “…allowing for the rapid evaluation of thousands 
of scenarios that were not feasible with traditional physically-based models.” Here the 
authors state their assumption of “traditional physically-based models” which is not the 
same as traditional hydrological models. It would be good to clarify this di;erence in the 
Introduction section. 
 
This should read “traditional hydrological models”. We will clarify this in the revised 
manuscript. The broader discussion about model types and their strengths and 
weaknesses is covered in the answers to comment 3 and 4. 
 
 
 


