
Thank you for scrutinizing the revised manuscript, our responses and provide your 

constructive suggestions from the original version all the way through. Please see our 

refinements/response below in blue letters. We also proofread the revised manuscript 

and corrected several grammar errors. 

Public justification (visible to the public if the article is accepted and published): 

Thank you very much for the updated version of your paper. 

 

You have addressed nearly all of my concerns; in particular, the figures 9 and 10 are 

finally drawn in a way that your argumentation in the text can be followed, and the 

latter has alse greatly improved. I am also grateful for you stating the limitations and 

shortcomings of the work described in the paper. With that, the paper is nearly ready 

for publication, with the exception of the following details: 

 

1. I mentioned in my previous communication that Metop-B was launched in late 2012; 

you can find the precise date by googling. I thus do not understand why even in your 

corrected version, you claim you used (non-existent) data from that satellite during 

20212. Please correct the entry in Table 1 by checking which data you really used. While 

the correction will not change your results and conclusion, it may create doubts on 

your thoroughness and integrity for some readers; don't give them such an argument. 

Thank you so much for reiterating this point, which I apparently overlooked in the 

previous response. You are absolutely correct. After checking back (see below), our SNR 

data are indeed only available since 2014.032 for Metop-b, and 2007.274 for Metop-a. 

This mistake has been corrected in Table 1. In addition, the inconsistent writings of 

“Metop” and “METOP” have now been all changed to “Metop”.  

       



Fig. R1: screenshots of SNR data that we processed for Metop-b (left) and Metop-a 

(right). We started processing Metop-b data since 2013.032 and Metop-a data since 

2007.274. 

 

2. Editorial: Line 326: "Firstly, The quality of..." -> "Firstly, the quality of..." (turn the 

capital letter 'T' into lower case). 

Corrected. Thanks. 

 

With these changes, the paper can be published. 

 

Allow me a few additional remarks on your paper; I do not expect you to include a 

discussion on these points in the final version. 

 

Grinsztajn et al. (2022) (also see references therein) demonstrated that the "old-

fashioned" Statistical Learning methods like Gradient Boosted Trees regularly 

outperform deep learning approaches on tabular data. Only very recently, Hollmann et 

al. (2025) published a transformer-based neural network that seems to overcome this 

problem. As you are using a much simpler neural network design than the one 

proposed in the latter paper, it might well be that your desire to be more fashionable 

and follow the hype on deep learning methods made you miss better results you might 

have been able to achieve simply by performing hyperparameter tuning. That is a pity. 

Thanks for recommending this paper. While I do not have bandwidth to read this paper 

closely right now, I agree totally with you that newer ML methods not necessarily work 

better than old ML methods. In this paper, we put some efforts in the early stage of this 

work for hyperparameter tuning with random forest and gradient boosting. As 

mentioned in the current manuscript, the best performance in terms of minimizing 

RMSE is quite comparable across simpler ML models and deep-learning models, and 

we chose CNN as our final model mainly because it learns the cross-correlation 

between different pressure layers, not because it outperforms other simpler ML 

models. For your interests, we do have ongoing works adopting transformer-based or 

diffusion-based models into Earth science application domains, which simple MLs 

cannot be used anymore (e.g.,  

https://doi.org/10.48550/arXiv.2411.17000 ). However, due to funding cycle limitation, 

we cannot extend efforts into adopting these new ML models into this specific 

https://doi.org/10.48550/arXiv.2411.17000


problem.  

 

Data leakage has been identified as a significant issue in ML-based scientific 

applications; see Kapoor et al. (2023), who even refer to a "reproducibility crisis" in 

machine-learning-based science. The workshop page at 

https://sites.google.com/princeton.edu/rep-workshop/ offers additional insights, 

particularly through its annotated reading list. That is why it is essential to avoid data 

leakage, or at least discuss it if it has occurred (as you are doing now). 

Thank you very much for bringing this paper to our attention. We have added it as an 

addition citation in the updated manuscript. 
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