The particle scattering coefficients were measured at three wavelengths ($\lambda_B = 450\, nm$, $\lambda_G = 525\, nm$, $\lambda_B = 635\, nm$) using an Aurora 4000 polar nephelometer placed in the Falcon aircraft cabin behind the aerosol inlet system (in-cabin). The Aurora 4000 polar nephelometer has the unique feature of measuring the particle scattering coefficients for various angular sectors (ranging from the shutter position $\alpha$ to $180^\circ$), including the total particle scattering coefficient (measured when $\alpha = 0^\circ$).

During the A-LIFE field experiment, the Aurora 4000 polar nephelometer was mounted behind an isokinetic aerosol inlet (Schöberl et al., 2023) and measured the particle scattering coefficients for four angular sectors, with $\alpha = 0^\circ$, $20^\circ$, $50^\circ$, $90^\circ$. This configuration enabled a temporal resolution of $6 - 15\, s$. A calibration with particle-free air and $CO_2$ was performed at the beginning of the measurement campaign and it was checked several times during and after the field experiment. The data obtained from the Aurora 4000 polar nephelometer was corrected using the average of all calibration checks, following the procedure recommended by Anderson and Ogren (1998). Additionally, multiple particle-free air measurements were conducted before and during the measurement flights to verify and correct for any potential background drift resulting from alteration in conditions during the measurements or of the carrier gas. The combined uncertainty due to instrumental noise, calibration and background drift uncertainties for 1-minute data is $\sim 3\%$. The Rayleigh scattering coefficients were subtracted to obtain the Aurora 4000 particle scattering coefficients ($\sigma_{sp,\lambda}^{Aurora\ 4000,\ \alpha}$). All the particle scattering coefficients were converted to standard temperature and pressure (273.15 K, 1013.25 hPa).

The total particle scattering coefficients ($\sigma_{sp,\lambda}$) were obtained by correcting $\sigma_{sp,\lambda}^{Aurora\ 4000,\ 0^\circ}$ for angular truncation and illumination as indicated in Teri et al. (2022), i.e., using the Anderson and Ogren (1998) method deploying the Scattering Ångström exponent ($C_{SAE}$) for cases with SAE < 2, and the Müller et al. (2012) correction $C_{polar}$ for cases with SAE > 2. The assumed uncertainties for the angular correction are 13% and 2%, respectively. A median average was performed along selected flight sequences. For flight sequences data used in this work, the uncertainties of $\sigma_{sp,\lambda}$ including instrumental noise, calibration and background drift uncertainties, uncertainties of the correction to standard temperature and pressure, and the truncation error uncertainty, are within $13 - 30\%$.

The particle absorption coefficient was measured using a a tri-color absorption photometer (TAP, Brechtel) installed in the Falcon aircraft cabin behind an isokinetic aerosol inlet (Schöberl et al., 2023) inside the aircraft cabin. Measurements were taken at three different wavelengths ($\lambda_B = 465\, nm$, $\lambda_G = 520\, nm$, $\lambda_R = 640\, nm$). The well characterized and widely used glass fiber Pallflex E70-2075W filters with a diameter of 47 mm were used (e.g., Virkkula, 2010; Davies et al., 2019). The filter was changed before each flight and the white filter check was performed according to the manufacturer indication. The light transmission through the filter decreases with the sampling time from about 1 to 0.85. Any deviation from a steady decrease in the filter transmission can be attributed to variation in inlet pressure, which modify the filter optical properties during ascent and descent of the aircraft, as noted by Petzold et al. (2011). To avoid such artifact, we analyzed the TAP data exclusively for sequences at a constant altitude.

The spot area was determined to be $43.9\pm 3.2\, mm^2$ by measuring the diameter of each of the 10 spots with a caliber. The TAP sample flow was controlled by a mass flow meter (MFM, Alicat scientific) downstream of the measurement cell and measured by an internal flow meter. The sample flow was calibrated with a bubble flow meter (Gliberator 2, Gilian) by varying the pressure in the range $200 - 1000\, hPa$. The obtained linear least square regression parameters (Slope= 0.92, Offset= −0.03, $R^2 > 0.999$) were used to correct the measured sample flow. The calculated actual volume flow rate was $1.6 \pm 0.2\, L/min$. Data were converted to standard temperature and pressure (273.15 K; 1013.25 hPa). Data sequences with particle absorption coefficient at least at one wavelength below $0.6Mm^{-1}$ at ambient conditions were considered below the detection limit and excluded from the analysis. This decision follows the guidelines of the TAP user manual and Ogren et al. (2017).

The particle absorption coefficient was corrected for filter loading and scattering effects with the correction scheme developed by Virkkula et al. (2005) and modified by Virkkula (2010), using the particle scattering coefficient corrected for angular truncation and illumination error. This correction scheme was developed for the Particle Soot Absorption Photometer (PSAP, Radiance Reasearch) and its performance was tested for the TAP by Davies et al. (2019). Their study calculated biases in the
particle absorption coefficient measured by the TAP for urban aerosol of 38 %, 37 %, and 27 % for the blue, green, and red wavelengths, respectively. We assumed an uncertainty of 40 % for all three wavelengths, considering that the wavelength of our TAP are slightly different from the TAP used by Davies et al. (2019).

We conducted additional data quality checks by comparing the particle absorption coefficient with the mass of refractory black carbon (\(M_{rBC}\)) measured by a Single Particle Soot Photometer (SP2). A correlation is expected between these two quantities since black carbon is the most important aerosol absorption component (e.g., Bond et al., 2013). We found a strong correlation with \(R^2 > 0.92\) for all three wavelengths when excluding data points collected at pressure conditions lower than 400 hPa (see Figure S1). Data points collected at lower pressure appeared noisier and were excluded from our data. The high correlation between the particle absorption coefficient and the mass of refractory black carbon provided further evidence of the quality of the TAP data.

Additionally, we calculated the mass absorption coefficients (\(MAC_{corr}\)) from the correlation of the two quantities. We obtained values of 19.4 m²g⁻¹, 15.9 m²g⁻¹, and 10 m²g⁻¹ for the wavelengths blue, green, and red respectively. These values are of the order of magnitude expected in literature for black carbon. For example, Ohata et al. (2021) reported values in the range of 10.8 – 15.1 m²g⁻¹ for the \(MAC_{corr}\) measured in the Arctic for the green wavelength of (\(\lambda = 550 \text{ nm}\)). Our values are slightly higher because the particle absorption coefficient measured by the TAP instrument includes the contribution of mineral dust, which is also expected to absorb in the blue and green wavelengths.
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Figure S1. TAP data quality. The three panels (a,b, and c) show the comparison between the particle absorption coefficients (\(\sigma_{\text{spar,}\lambda}\)) at \(\lambda = 465, 520, \text{ and } 640 \text{ nm}\), respectively, and the mass concentration of refractory black carbon (\(M_{rBC}\)). Results from linear regression analysis and corresponding mass absorption coefficient (MAC) values are reported on each figure.
S3  Extension of $g_\lambda$ and SSA$_\lambda$ to the ambient number size distribution

The asymmetry parameter ($g$) and the single scattering albedo (SSA) were calculated from the particle scattering and absorption coefficients measured in the aircraft cabin behind an aerosol sampling system (see section 2.3.2 of the main text). Thus, the obtained $g$ and SSA values are representative for the in-cabin number size distributions (NSDs). We calculated the values of $g$ and SSA representative for the ambient NSDs ($g_{\lambda,\text{ambient}}$ and SSA$_{\lambda,\text{ambient}}$) by multiplying with a factor the measured $g$ and SSA values ($g_{\lambda,\text{in-cabin}}$ and SSA$_{\lambda,\text{in-cabin}}$).

To calculate the correction factor to extend the measured optical properties to the ambient NSD, we performed optical simulations using the in-cabin and ambient NSDs as input of the MOPSMAP program (Gasteiger and Wiegner, 2018). The ambient NSDs were used in ambient relative humidity, while the in-cabin NSDs were used in dry conditions. The simulated optical properties were derived at three wavelengths ($\lambda_B = 450$ nm, $\lambda_G = 525$ nm, $\lambda_B = 635$ nm) considering the modeled aerosol composition (see section 2.3.5 in the main text). While mineral dust particles were assumed to be spheroids with an aspect ratio distribution according to Kandler et al. (2009), the other particle types were assumed to be spherical. The dust refractive index was taken from OPAC (Hess et al., 1998) in combination with a non-absorbing fraction of 0.5 (Gasteiger and Wiegner, 2018). Refractive indices from Li (1976) for sea salt, from Moise et al. (2015) for organic matter, and from Hess et al. (1998) for soot were considered, while a value of $1.53 + 0.00i$ was assumed for sulfate. The comparison between the simulated and directly measured optical properties is out of the scope of this manuscript.

Figure S2 shows the comparisons between the simulated optical properties representative for the ambient NSDs the simulated optical properties representative for the in-cabin NSDs. For each sequence, we calculated the correction factor to extend the intensive optical properties as the ratio of the simulated property for the ambient NSD and the simulated property for the in-cabin NSD:

$$g_{\lambda,\text{ambient}} = \frac{\text{simulated } g_{\lambda,\text{ambient}}}{\text{simulated } g_{\lambda,\text{in-cabin}}}$$  \hspace{1cm} (1)

$$\text{SSA}_{\lambda,\text{ambient}} = \frac{\text{simulated } \text{SSA}_{\lambda,\text{ambient}}}{\text{simulated } \text{SSA}_{\lambda,\text{in-cabin}}}$$  \hspace{1cm} (2)
Figure S2. Simulated optical properties representative for the ambient NSD in comparison with the simulated optical properties representative for the in-cabin NSD. Panels (a,b, and c) show the comparison for the simulated $g_{\lambda,\text{ambient}}$ and the simulated $g_{\lambda,\text{in-cabin}}$ at wavelengths 450, 525, and 635 nm, respectively. Panels (d, e, and f) show the comparison for simulated $SSA_{\lambda,\text{ambient}}$ and the simulated $SSA_{\lambda,\text{in-cabin}}$ at wavelengths 450, 525, and 635 nm, respectively. The color indicates the aerosol types following the A-LIFE aerosol classification scheme. The one to one line is shown in black.
To support the interpretation of our results, we also used data from the single particle chemistry analysis of in-situ samples collected during the A-LIFE field experiment. An impactor sampler collecting particles with diameters \(< 1 \mu m\) and \(> 1 \mu m\) was placed in the Falcon aircraft cabin behind the aerosol inlet system (Kandler et al., 2011, 2007; Schöberl et al., 2023). Particles were collected on TEM grids and boron substrates, with sampling time varying from three to ten minutes for each sample. Subsequently, the characteristics of single particles were studied under high vacuum conditions by an automated analysis in a scanning electron microscope coupled with energy-dispersive X-ray spectroscopy (SEM-EDX). Thus, the morphology and chemical composition of seven major particle-type classes were obtained (Kandler et al., 2007; Panta et al., 2023). More details on the single particle-type classification can be found in Panta et al. (2023).

The mineral dust optical properties for each sample are calculated using an empirical approach derived from Di Biagio et al. (2019) and used by Kandler et al. (2020) for particles from various mineral dust sources. The empirical relation links the total iron (Fe) present in mineral dust particles as oxides with the optical properties of mineral dust particles, such as the imaginary part of the refractive index (k) and the single scattering albedo (SSA).

### S4.1 Result of single particle chemistry analysis of Arabian and Saharan dust

Data from the single particle chemistry analysis of particle samples collected during sequences classified as pure and moderately polluted Arabian and Saharan dust according to the A-LIFE aerosol classification scheme are used to support the interpretation of the result of this work.

Figure S3 shows the percentage abundances of seven particle-type classes for Arabian and Saharan dust samples. The 7 particle-type classes were obtained from 8000 particles measured under the scanning electron microscope. Figure S4 shows different element ratios for particles in Arabian and Saharan dust sequences.

Arabian and Saharan dust samples show a similar abundance with a higher percentage of Si-rich particles or low Al/Si ratio particles named silicate-like particles hereafter. Mineral dust particles from both source regions have 60 – 62% of these silicate-like particles and the I/K ratios were similar. The most significant difference in the mineralogy composition is a higher abundance (21%) of clay-like minerals (Illite and kaolinite) from the Sahara, while the Arabian dust with a lower value of 8%. While carbonate (Calcite, Dolomite etc.) content is higher in Arabian dust (18%), a lower percentage is measured in Saharan dust.

This result is in agreement with several studies conducted earlier from Saharan near-source and transported characterizing the Saharan dust particle with a higher clay mineral content (Kandler et al., 2009; Formenti et al., 2011). However, there are only limited studies in the Middle East and nearby Arabian dust sources to characterize the mineralogical characteristics of the Arabian dust (Attiya and Jones, 2020; Engelbrecht et al., 2009, 2016). All these studies show high variability in mineral dust and soil mineralogy within the Arabian Peninsula, making it difficult to find an exact Arabian dust characteristic. However, compared to Saharan, a high carbonate and low clay content is common in these studies.

The percentage of iron oxides and hydroxides in Arabian dust is half that of the Saharan (3%). To obtain a more accurate iron content description, we calculated iron’s total oxide weight in all mineral dust particles after Di Biagio et al. (2019). The result shows a 10% increase in the total oxide weight of iron in Saharan dust (8.7%) to Arabian dust (7.6%).

Since the mineral dust optical properties depend on the total iron content, this result indicates that the Saharan dust particles were more absorbing than the Arabian dust particles over the eastern Mediterranean. Indeed, the imaginary part of the refractive index \((k)\) has a value of 0.006 for Saharan dust and 0.005 for Arabian dust. The SSA of mineral dust particles showed a 4% increase for Arabian dust compared to Saharan dust. The imaginary refractive index values of mineral dust particles are higher than the characteristics of Saharan dust as seen from other locations over Northwest Sahara or the mineral dust outflow regions in the Atlantic (Kandler et al., 2011, 2007). This result might be attributed to the dust source locations depending on the season and the mixing of the sources in the eastern Mediterranean.
Figure S3. Results from single particle chemistry analysis. The graphs show the percentage abundances of 7 particle-type classes for Arabian and Saharan dust. The 7 particle-type classes were obtained from 8000 particles measured under the scanning electron microscope. The analyzed samples were collected during flight sequences classified as pure and moderately polluted Arabian dust and Saharan dust according to the A-LIFE aerosol classification scheme.

Figure S4. Element ratios (Fe/Al, Al/Si, Ca/Al) for Saharan and Arabian dust particles. The graphs show the element ratios obtained from 8000 particles measured under the scanning electron microscope. The analyzed samples were collected during flight sequences classified as pure and moderately polluted Arabian dust and Saharan dust according to the A-LIFE aerosol classification (Weinzierl et al., in prep.). The boxes represent the interquartile range (IQR $25th - 75th$), the horizontal lines the median, the whiskers the largest value that is not greater than $1.5 \cdot IQR$, and data points outside this range are shown as individual dots.
Figure S5. Spectral imaginary dust refractive index for Arabian and Saharan dust. The graph shows the median values of the imaginary part of the refractive index at three wavelengths obtained from single particle chemistry analysis. The analyzed samples were collected during flight sequences classified as pure and moderately polluted Arabian dust and Saharan dust according to the A-LIFE aerosol classification (Weinzierl et al., in prep.). The boxes represent the interquartile range (IQR 25th – 75th), the horizontal lines the median, the whiskers the largest value that is not greater than \(1.5 \cdot IQR\), and data points outside this range are shown as individual dots.
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