
Reply to Review of “Simulating record-shattering cold winters of the
beginning of the 21st century in France” (Reviewer #2)

We thank the reviewer for their careful reading of our manuscript and their constructive
remarks. Our replies are in red.

Major comments

In this manuscript, the authors study extreme cold spells over France using a stochastic
weather generator. The interest of the manuscript is twofold. On the one hand, there is a
strong methodological motivation, as rare event studies suffer from a problem of lack of
data, and the proposed method is suf�iciently general to potentially be applied to many
other cases. While the idea of approximating the true dynamics of the atmosphere using
circulation analogues is not new, the current study combines it with an additional
ingredient, the idea of biasing the statistics towards extreme events, which they refer to
as importance sampling. On the other hand, the authors ask whether their tool allows to
assess whether the probability of extremely cold winters such as the 1963 winter over
France have been affected by climate change, which is a valid question in its own right.
Hence, the motivations for this research seem robust to me, and the manuscript should
be of interest to a suf�iciently large audience. However, there are a number of points
which I think should be clari�ied about the method and the validity of the results.

First I think the objectives of the paper are not framed in a very precise way, which
makes it a bit dif�icult to assess to what extent they are reached. It is said in the
introduction that the objectives are to examine: "1. whether a winter as cold as 1963 can
be reached without information on this event 2. whether such a winter is still possible in
the 21st century". The meaning of objective 1 is not clear a priori; if you were doing a
simulation with a GCM for instance the answer would clearly be yes. So it seems this
objective only makes sense within the framework of the stochastic weather generator
used in the manuscript. If that is indeed the case I think the objective should be
rephrased to clearly explain which property of the methodology is being tested.

The objectives of the paper have been rephrased in a more precise way. The 1962/63
winter mean temperature came as a cold outlier in the ERA5 reanalysis, even in the 20th
century. We �irst evaluate whether a statistical model can reach such low mean
temperatures given information that exclude that winter. This evaluation is based on a
concept outlined by Corti et al. (Nature, 1999) that combinations of weather patterns
can lead to warm (or cold) temperatures.

I understand objective 2, but the word "possible" in this sentence seems a bit surprising
to me. Similarly, the manuscript refers several times to "the coldest winters possible".



This terminology has been rephrased. In spite of an increasing winter temperature
trend, we evaluate the ability of an SWG to simulate such a low winter given climate
information of the present decades. We will avoid expressions like ‘coldest possible”, as
they are confusing.

From the point of view of the true statistics of the climate system, it seems unlikely that
a hard threshold exists (at least not within such bounds), it is more likely just a matter
of how the probability of such an event changes with global warming.

Indeed, there might be such “hard thresholds” from �irst principles (e.g. Röthlisberger
and Papritz, 2023), but comparing them with our approach might not be relevant, as
such thresholds are given for “instantaneous” temperature, not whole winter averages.

However, my impression is that the authors carefully avoid to talk about probabilities,
and restrict themselves to qualitative statements. I understand that the probabilities
obtained with the SWG are biased, but if I understand correctly it should be able to go
back to the probabilities with respect to the unbiased distribution, and therefore the
method should allow to make quantitative statements and estimate such probabilities.
This, I think, makes the method quite interesting. For instance, it should allow to
compare the probability or return time of an event with a given amplitude (or return
level), like the 1963 winter over France, both in the factual and counterfactual worlds,
and compare these two estimates. Is this correct or am I missing something?

In theory, one could derive the statistical moments of the SWG model, like in the rare
event algorithm used by Ragone et al. (2018). The mathematical expectation of the SWG
simulations is a discrete version of a Laplace transform of the temperature distribution
of analogues because the weights are exponentials of the rank of analog temperatures).
But, given the �inite and rather small number of analogs, this leads to a numerically poor
estimation of the moments of the SWG model. This is explained in Yiou and Jézéquel
(2020). Therefore, in practice, we prefer to use a more simple and pragmatic approach,
by comparing the distribution of the simulated means with a climatological ensemble.

A second, related aspect is that I am not sure I understand what is the basis for the
conclusion that extremely cold winters such as the 1963 winter are not signi�icantly
affected by climate change, even in the careful terminology adopted by the authors.

As far as I understand, the conclusions are drawn on the basis of Fig. 5, which shows
that the distribution of TG90d simulated from a SWG based on 50 years of data from the
�irst part of the reanalysis dataset does not differ signi�icantly from the one simulated
based on the last 50 years of the reanalysis dataset.

By doing so, it seems to me that you are comparing two distributions which are both
biased (due to the weights in the stochastic weather generator), but potentially not in
the same way. Hence, I think the statistics should be unbiased before any conclusion can
be made (for instance by computing the probability or return time of an event at the



level of the 1963 winter). Do you agree, or did you make sure that the two distributions
were biased in the same way?

The importance sampling weights that produce the "bias" are always the same because
they are based on the ranks of temperature analogs, between 1 and 20, not on the
temperature values themselves. Therefore, the simulations are biased towards low
temperatures in the same way in the two analog periods.

Similarly, in section 2.5 and Fig. 2 you study statistics of the time derivative of Z500 and
temperature, and compare the distributions obtained directly from data, using the
stochastic weather generator, or some naive random sampling. But is it clear that we
expect the distributions to be the same, or should the one obtained with the SWG also be
biased ?

The distribution of derivatives obtained from SWG simulations may indeed be biased
due to the analogue resampling process and the speci�ic focus on simulating extreme
winters. These two biases are expected to increase the variance of time derivatives.
Therefore, we aimed to examine the distribution of time derivatives to ensure that the
atmospheric consistency of the SWG output events does not signi�icantly differ from the
ERA5 winter observations.

Finally, I have a number of more general questions on the methodological choices
related to the SWG:

- what is the rationale for biasing using the rank of the temperature of the analogues
rather their than absolute temperature value? Does it make any difference?

As discussed by Yiou and Jézéquel (2020), using the absolute value of temperature
requires many scaling discussions due to the units of the variable, which disappear
when using the rank, which are values between 1 and 20 (20 analogs). So there is an
obvious practical consideration. In addition, if one wants to determine the expected
value of the simulations, one obtains the Laplace transform of the temperature
distribution (as a function of the $\alpha_T$ parameter), which, in theory, gives access
to the moments of the distribution of the simulations, in the asymptotic case of in�inite
analogs (as mentioned above). Thus, there is also a theoretical rationale for using ranks
rather than absolute values. This will be recalled in the text, although we do not delve
into those mathematical properties.

- is there a justi�ication for the form of the biasing factor as a product of exponentials?
Or is it empirical?

The importance sampling applied to the SWG is inspired by the importance sampling of
a climate model as developed in Ragone et al. (2021) who used the GKLT large deviation
algorithm to select trajectories with exponential weights.



We acknowledge that taking the product of weights on calendar time and temperature
ranks is completely empirical. It is also the simplest practical way to proceed. A
multiplication of weights is like an “AND” condition (in logic), which is what we aim for.
An addition would lead to an “OR” condition, which is not what we want. Exponentials
produce decreasing functions that are in�initely differentiable, and have no singularity
around 0. They have the simplest functional form that achieves those properties. So,
unless there is a hard reason not to use exponentials, it seems preferable to keep them.

- is there a way to choose the parameters $\alpha_{cal}$, $\alpha_T$ a priori, or is it
done entirely empirically?

The selection of the parameters alpha_cal and alpha_T is made empirically as in Yiou
and Jézéquel (2020). The criteria of selection are shown in Fig. 3.

- if I understand correctly, the SWG allows transitions from the current state to
analogues of the image of the current state in the true dynamics. I guess it would be
possible to do things differently and allow transitions from the current state to images
of its analogues. Would it make any difference? Is there a good reason for making one
choice or the other?

This is an interesting remark. We performed SWG simulations according to this
suggestion (select a random analog of day t, then consider its next day), and found that
it is not equivalent to our procedure (select a random analog of day t+1) and produces
less extreme values for TG90d. The reason is (relatively) simple: if we chose the
procedure suggested by the referee, there is no constraint on the derivative of the
simulation, which just follows the derivative of the analogs. Our procedure favors a
negative derivative (for cold temperatures), and hence constrains the trajectories to the
lower temperatures. To be more explicit: in our procedure, if temperature at day t+1 is
warmer than at day t, it suf�ices that one of the analog temperatures of day t+1 is lower
than at day t to go “colder”. In the procedure suggested by the referee, if one chooses a
colder analog at day t, then there is a chance that its next day (t+1) is warmer. This
produces a positive derivative (or increasing temperature). Therefore, we prefer to keep
our procedure.



Figure 1: Boxplots of the SWG outputs initialized on December 1st 1962 for 1951-1999 and
1972-2021, with transitions either from the current state to analogues of its image (blue) or to

images of its analogues (red).

- the SWG seems like an interesting way to estimate properties of rare events, as
mentioned above. Here the validation of such estimates is hindered by the fact that the
dataset is quite small. Has the method been validated on a longer dataset, such as model
data, and if so, for which type of quantities?

The method has been tested to simulate European heatwaves from analogs of a long
climate model control simulation (Miloshevich et al., 2024), with a careful veri�ication
protocol. It turns out that this approach allows estimating the tail of the distribution of
extreme heatwaves.

For cold spells in Europe, Sippel et al. (2023) made a comparison with the boosting
approach of Gessner et al. (2021).

Speci�ic comments

In addition to the above general comments, I have a number of questions on more
speci�ic points in the manuscript.

- The manuscript introduces a quantity, TGrd, which can be characterized by different
event durations $r$. I understand that the paper focuses on the case where $r$ is the



whole winter, and this is fair enough, but it would be interesting to illustrate how the
distribution of TGrd changes for different values of the duration $r$. Presumably the
distribution becomes closer to Gaussian at larger values of $r$, and the variance should
also be reduced, as seems to be the case on Fig. 1a. A related comment is that some of
the extreme events at large $r$ might be made of several extreme events at small $r$. It
would be interesting to quantify this connection.

Figure 2: Yearly temperature distributions of TGrd from 1950 to 2021 for various r.

If we plot the distribution of the annual minima of TGrd for the four r values considered
in the article (3, 10, 30, 90), we obtain the graph presented in Fig. 2. As anticipated, the
variance of TGrd decreases with increasing r.

The distribution for r equal to 90 (meaning the distribution of yearly winter mean
temperatures) indeed yields a p-value lower than 0.05 when conducting a Shapiro-Wilk
normality, only the ones with r equal to 3 or 90 yield p-values lower than 0.05. As for the
other scales, we compute the minimum over a yearly block, the resulting distribution
should tend to a Generalized Extreme Value (GEV) distribution for lower r. However,
given the non-stationnarity of the data and the relatively small sample sizes (n=71), it is
challenging to draw any de�initive conclusions.



Length of extreme at smaller
time scale

3 10 30 90

3 1 1.53 2.3 4.12

10 0 1 1.55 2.25

30 0 0 1 1.13
Table 1: Average number of cold winter extremes at smaller scale encompassed in extremes at

higher scale.

To investigate the prevalence of extreme events at a small scale within extreme events at
a larger scale, we �irst identify the 10% coldest of the non-overlapping local minima at
each time scale. Next, we determine the average number of extreme events at a smaller
time scale that coincide with those at a higher time scale. The results are presented in
Table 1 and can be interpreted as follows: "On average, a 90-day extreme event
encompasses 4.12 3-day cold spells." This indicates that extreme events at a larger time
scale are indeed composed of extremes at a smaller time scale, but only to a certain
extent. For instance, out of the 8 coldest 90-day events, only winter 1963 contains two
distinct 30-day extremes. The remaining events include only one short-lived cold event.

- ERA5 data is not stationary. It could seem natural to detrend it before constructing the
SWG, but it seems like this was not done here. Is there a good reason for that? If the data
indeed has a trend, is there anything in the SWG which prevents it from drifting, due to
the biasing factor, towards earlier years in the dataset where low temperature extremes
were more frequent?

We agree with the reviewer that ERA5 data is not stationary. This is shown for
temperature time series at different time scales in Fig1 of the manuscript. This also
appears on Z500. Thus we �irst checked that the non-stationarity does not affect the
distribution and quality of the analogs. Fig 4a shows the year of the 20 best analogs of
each winter day of 1950-2021 either in 1951-1999 or 1972-2021 while Fig 4b compares
the quality of the two same sets of analogs. We see that there is no major difference
between the two periods and that analog years show no meaningful trend.



Figure 4: (a) Histogram of the year of the 20 best analogs of each winter day of 1950-2021 (red)
and 1973-2021 (blue).

(b) Boxplots of the analogues quality for winter days of the 1950-1999 and 1972-2021 periods.

Regarding the analogs selected during the SWG simulations, we agree with the reviewer
that there may indeed be a minor bias towards earlier years in the dataset. However,
this is not of meaningful concern. The median and mean of the selected analogue years
are 1972 and 1973, respectively, for the 1951-1999 period, and 1992 and 1994,
respectively, for the 1972-2021 period. Therefore, we conclude that the SWG
simulations are representative of the climate period of the analogues.

- In section 2.6 and Fig. 3, you show the fraction of simulations for which the last day of
the simulations falls after Feb 15. I am not sure I understand the rationale for this
choice. What do you expect to be a measure of the quality of the stochastic weather
generator based on this metric? Why not computing the climatology simulated by the
SWG for instance?

The purpose of the alpha\_cal weights is to ensure that the simulations progress in time
and adhere to the seasonal cycle, thereby generating realistic events that do not
resemble an "eternal winter" scenario with persistently extreme cold temperatures.
Yiou and Jézéquel (2020) developed this calendar weighting approach to achieve this
objective, and the proportion of days falling at the end of the period of the event is a
method they previously proposed to control how simulated events do not deviate from
the seasonal cycle.

A climatology of the SWG is implicitly computed in Figure 5, when we initialize the SWG
from all 1st of December in the ERA5 reanalysis with a calendar constraint but without
importance sampling. Seasonal cycles are not smoothed. The �igure demonstrates that
the SWG reproduces a seasonal cycle, although the mean seasonal cycle is not as cold as



in ERA5. This indicates that the SWG results are conservative and that colder events may
also be possible.

Figure 5: 10th percentile, mean, median and 90th percentile of the 71 ERA5 daily winter
temperature (red) and SWG output simaltions initialized at each start of the same 71 winters.

- Fig. 4 shows that a SWG constructed without 1963 data simulates typically less cold
winters than one including that data, and different simulations exhibit smaller
variability. The �irst point seems like a drawback. Do I understand correctly that the
bene�it that you gain in return is the reduced risk of simulating minor variants of the
1963 winter, and therefore more strongly correlated events? How is this related to the
smaller variability between independent runs obtained when excluding 1963? Do you
know what is the fraction of days picked from 1963 in the simulations with the SWG
constructed from data including that year, or do you have another measure of the degree
to which they are correlated?

By permitting the selection of days from winter 1963 as in Yiou and Jézéquel (2020), the
events obtained in the two periods would have an average of 36.0% and 31.5% of days
picked from 1963, respectively. Consequently, these events would essentially be
variations of the winter 1963 and thus more correlated with each other. With this
con�iguration, the standard deviation between simulations in the 1951-1999 period is
0.49°C. With the new con�iguration, the standard deviation increases to 0.71°C, as the
simulated events are less correlated with the winter 1963.

Including 1963 also did not align in an attribution perspective, and it is common
practice to exclude the event of interest from the both factual and counterfactual when



comparing the two to prevent selection bias (see for instance Vautard et al., 2020, Zeder
et al. 2023).

- Section 3.3 and Fig. 6; I would be curious to know whether composite maps are good
representatives of individual events.

Composite maps are quite good representatives of individual events as extreme events
tend to look like each other. In Fig. 6 for instance are the Z500 mean maps of the 9
coldest simulations from the SWG using analogues in 1972-2021.

Figure 6: Absolute values (contours, in m) and anomalies (in m) with respect to 1950-2021 (shaded areas) of
500-hPa geopotential height (Z500) average over the simulation for the 9 coldest simulations from the SWG,

using analogues in 1972-2021.

Technical details and typos

- Abstract: "societal impacts on society" is redundant

OK, “on society” has been removed.

- p3, L68 "(e.g. in CMIP6 archive)" isn't the number of ensemble members missing in the
parenthesis? (50?)

- p3, L74 broken reference for "Sippel et al. [REF]"

The missing reference has been added.

- p4, L104: "a upward trends" should be "an upward trend" I guess.



OK, correction made.

- p4: it would be helpful if the formula de�ining TGrd based on TG could be written.
Similarly on p6, the de�inition of the stochastic weather generator, which is currently
described in words, might be easier to understand if the corresponding mathematical
formulas were given, or if a reference to a paper where this is done was given.

We added the formula for TGrd for an event of duration r:

where is the daily average temperature at time step t.𝑇𝐺𝑟𝑑
𝑡
 =  1

𝑟
𝑖=−𝑟/2

(𝑟/2)−1

∑ 𝑇𝐺
𝑖+1

 𝑇𝐺
𝑡

The formula for an odd value of r is equivalent, but with the sum centered around r.

We detailed the formula for the weights computation but we have not added any more
equations so as not to overload the paper. Additional details can be found in Yiou and
Jézéquel (2020).

- p6, L124 "K analogs days" should be "K analog days"

OK, correction made.

- p6, L139 "The goal is to simulate L day trajectories of a model while optimizing an
observable", I am not sure I understand what the authors mean by "optimizing an
observable".

OK, replaced by “maximizing”.

- p8, section 2.6 title "Simulation protocole" should be "protocol"

OK, correction made.

- p11, caption of Fig. 4: second occurrence of "vertical purple dashed line": I guess you
meant "horizontal"

Indeed, “vertical” has been changed to “horizontal”.
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