
The paper entitled “Optimizing WRF-Hydro Calibration in the Himalayan Basin: 
Precipitation Influence and Parameter Sensitivity Analysis“ introduces the topic of 
deterioration of future fresh water resources in the Himalayan mountain range. The authors 
evaluate the use of atmospheric model WRF and hydrological model WRF-Hydro as 
numerical tools to assess water resources in the observations-sparse region of the Beas 
basin.  Specifically, the authors: (1) evaluate different techniques of the PEST software to 
calibrate the hydrological model WRF-Hydro , (2) perform a sensitivity analysis of the 
parameters of the WRF-Hydro model, (3) evaluate the precipitation impact of two WRF 
model parameterization schemes on streamflow simulated by the WRF-Hydro model, and 
(4) suggest an ensemble averaging method for the WRF schemes to improve the WRF-Hydro 
simulations of streamflow. This paper has the potential to be a substantial contribution to 
the scientific community of water resources studies because it suggests methods and provides 
findings for improved hydrological simulations in data-sparce regions. It has a good 
structure regarding the presentation of methods and results, which can however be improved 
through clarifications in the methodology and modifications and further explanations in the 
presentation of the results, discussion and conclusions. 

Response: We appreciate the reviewer’s time and feedback on our manuscript, and really thanks 
for the detailed and insightful comments. We are grateful for your recognition of its potential 
contribution in the water resources community, specifically improving hydrological simulations 
in data-sparse regions.  Acknowledging the suggestions regarding readability, we are committed 
to make necessary changes in revised manuscript to enhance the clarity and overall readability of 
the manuscript. 

 
Major comments 

Comments on the topic of the sensitivity of parameters and calibration algorithms. 

#1 The authors present the parameter sensitivity objective first in the presentation of the 
objectives of the study (L114-115) and the sensitivity analysis results last in the order of 
presenting the results of the paper. However, a reasonable sequence of an atmospheric-
hydrological modelling study usually begins, both in Methods and Results sections, with 
setting up the models and the presentation of the sensitivity analyses, before the actual 
simulations. The authors could make this adjustment, which would make the follow-up 
presentation of atmospheric – hydrologic simulations easier, considering the use of different 
calibration algorithms in the sensitivity and the calibration.    

Response: Thanks for the suggestion. We presented non-linear sensitivity of parameters after 
simulations, highlighting their contributions to model convergence during calibration experiments. 
However, we agree with the reviewer that presenting sensitivity analysis before simulations could 
enhance clarity for readers. Therefore, we will revise the manuscript accordingly. 

 
# 2 The parameter sensitivity and calibration methods comprise an important part of the 
paper, yet they are not well introduced in Section 2.5. Some sentences that explain the two 



methods are mixed in the results (e.g. L505-513 and L521-527).  In particular, the SVD 
method is first mentioned in L306 (Methods) and LSQ method in L409 (Results).  Are 
sensitivity and calibration performed simultaneously? Are SVD and LSQ part of the 
regularisation mode? How regularization is defined compared to the estimation mode? What 
are the meanings of the LSQ and SVD abbreviations? The supplement contains some 
information, but the main paper should contain information as well because the calibration 
algorithms are evaluated throughout the paper. Please make all these concepts clear in the 
method section so that they are clear when the reader comes to the results. 

Response: We thank the reviewer for the suggestion. Our approach to parameter sensitivity 
involves two steps. First, we performed linear sensitivity analysis (One-At-a-Time) before 
calibration simulations. Then, we carried out nonlinear sensitivity analysis (All-At-a-Time or we 
call it composite sensitivity) during calibration experiments.  

Since the dimension of solution space is high, we attempted to reduce its dimensionality using a 
parameter identifiability test. This test reveals the relative contribution of each parameter in 
truncated solution space. However, we found that reducing the dimensions below 30 (from 42) 
causes some parameters to lose their variance, even though these parameters are known very well 
to be sensitive and influential to the hydrograph. Moreover, because the composite sensitivity is 
nonlinear, it can change with each optimization iteration, i.e. parameters may exhibit different 
sensitivity with a completely new set of values for parameters. 

Therefore, we applied regularisation to automate this task, i.e. when a parameter is not sensitive in 
a particular optimization iteration, it is moved to the null space and excluded from the optimization 
process in the particular iteration. To implement regularisation, a penalty function and/or 
dimensionality reduction technique can be used alongside objective function. SVD and LSQR are 
such methods to implement dimensionality reduction during optimization iteration while Tikhonov 
regularization is applied to assist cost function alongside measurement objective function. 

The details about regularisation and its advantage over estimation mode are provided in the 
supplementary text. We agree with the reviewer that, being the central concepts of the paper, these 
details should be explained in the main text. Therefore, we will incorporate above explanations in 
the revised version of the manuscript.       

 
# 3 Are SVD and LSQ used in previous studies? If yes, how they compare to the current 
study? This could be added in the discussion section. 

Response: Thanks for asking. We are not aware of other studies using SVD and LSQ regularisation 
and its comparison with the estimation mode, except for Wang et al. (2019), who utilized SVD 
regularisation to achieve numerical stability of the solution but did not detail its performance 
relative to other methods. However, we will revisit the literature to ensure that we have not missed 
any relevant studies. If we find any, we will explain and discuss them in the discussion session of 
the revised version of the manuscript.   

 



# 4 What is the conclusion on the comparison of the estimation and regularization mode in 
PEST? Is the performance improvement worth to use the additional computation resources 
required by the regularization mode? Was there a significant improvement with the 
regularization mode? This can be added in discussion or conclusions. 

Response: We appreciate the question. We provided a performance comparison of regularised 
inversion with traditional estimation mode in section 3.2. However, we may have missed 
objectively comparing these methods and summarizing in the discussion section to convey the 
message more precisely. We clearly find regularisation technique to be superior to estimation 
mode and provide significant improvements. We will discuss these aspects in the discussion 
section of the revised manuscript. 

 
Comments on the comparison of the WRF and WRF-Hydro configurations 

# 5 In terms of total amounts, can the authors present the precipitation and streamflow totals 
in the same units (e.g. mm) for all experiments? It could also be more informative to compute 
and present the percent bias of modeled streamflow relative to the observed streamflow. This 
information can be added in the existing tables. 

Response: Thanks for the suggestion. We will add the total amounts of precipitation and 
streamflow, along with bias in percentage, in the revised manuscript.  

 
# 6 The authors state, “The performance of the calibrated model depends strongly on the 
season” (L403). They also assume that “one might expect a seasonally specific calibration to 
further improve model performance during that season” (L405-406). However, no seasonally 
dependent evaluation metrics are presented to justify this statement in sections 3.2.1 – 
3.2.2.  Could the authors present some metrics to justify the additional experiments for the 
summer months? 

Response: Thanks for raising this question. We conducted season-specific calibration with the 
expectation that it would further reduce the objective function and improve the model prediction, 
due to the fact that it would have lesser variance and fewer data points to fit into the solution space. 

However, our findings do not confirm this hypothesis. Statistics pertaining to the June-September 
(JJAS) period,  as discussed in sections 3.2.1-3.2.2, are provided in Table 6. For clarity, these JJAS 
statistics are provided for the simulation with best accuracy discussed in sections 3.2.1-3.2.2. We 
would emphasize the metrics and our hypothesis for conducting these experiments in the 
motivation section of revised manuscript. 

 
# 7 In all hydrographs, especially in Figure7 and Figure 8, after WRF-Hydro is calibrated 
for the summer months only, and after the ensemble estimations are made, a substantial 
mismatch between observations and simulations is seen for streamflow for the months of 
September until December. What is this underestimation attributed to? Is there a source for 



streamflow not accounted in the model? Is there a physical process that is missing or is the 
precipitation forcing inadequate? What explanation can the authors give? 

Response: Thanks for noticing and asking this question. Streamflow is consistently underestimated 
after the monsoon season (September-December). Several factors contribute to underestimated 
streamflow during this time of the year. Firstly, the region receives limited precipitation during 
this time of the year and most of it is in the form of solid precipitation. Therefore, runoff mostly is 
generated from snow/glacier melt in the headwater. However, WRF has limited capability to fully 
parameterize the glacier dynamics. In addition, it underestimates the SWE observation, as found 
in other parts of the world (for example, it underestimates SWE over the Rocky Mountains in the 
USA), but we do not have sufficient observations in the Himalayas to prove this. Consequently, 
WRF may not have sufficient snow remaining in the lower elevations beyond summer monsoon 
due to the underestimation of SWE and/or excess snow melting.  The calibration process tries to 
match the observed streamflow. However, with a slightly underestimated precipitation in case of 
MP8KF simulations, the snow parameters try to find a value that causes more snow melting to 
better match the hydrograph peaks during summer, but is left with insufficient snow beyond 
summertime. We will discuss these aspects in the discussion section of the revised manuscript. 

 
Other comments 

L218-225: It is unclear how the LULC update is made. 

Response: Thanks for raising this point. Indeed, we did not provide details about the LULC update 
to keep the paper concise and focused on the calibration process. However, we understand that 
readers might be interested to know about this step. Therefore, we will update the LULC 
processing section in the revised version of the manuscript.  

 
L297: How is “a change in the hydrograph” defined? Is there a particular measure used? 

Response: Thanks for this question. We just checked the hydrograph by visual inspection and other 
statistics such as total annual volume and annual mean volume. 

 
L612-614: Are there previous studies examining the results of ensemble averaging on 
precipitation and the impact of it on streamflow? 

Response: Thanks for this question. We are not aware of any such studies that use ensembles in 
the same way that we did. However, we will revisit the literature again and update the discussion 
section if needed. 

 
L618-621: Which land use classes used by the land surface component of WRF and WRF-
Hydro are there in the Beas basin? What is the fractional coverage? This type of information 



can be added in the study area description and could be related to the discussion on the 
sensitivity of parameters. 

Response: Thanks for this suggestion. We have the name of LULC classes that are present in the 
region, however we do not have fractional coverage information, which would be insightful to 
understand the region's physiography. We will update the study area and discussion section as per 
the suggestion in the revised manuscript.  

 
L651: How would the use of OVROUGHRT and RETDEPRT change the results in the 
current study? 

Response: Thanks for asking. We are aware that a few studies changed OVROUGHRT and 
RETDEPRT to adjust the hydrologic response among surface and subsurface fraction.  However, 
we did not change these parameters, as these are just the scaling parameters of surface roughness 
and surface retention depth. Instead, we exploited the full theoretical range of surface roughness 
and hydraulic conductivity parameters, allowing them to find their optimum values. 

 

Equations 1-4: The equations presented in this section fit better in the Methods rather than 
the results. Could you generalize the equations and move them to Methods? 

Response: Thanks for the suggestion. We will move these equations into the Method section of 
the revised manuscript. 

 
Minor comments: 

L58: The introduction of the Beas basin is abrupt to readers unfamiliar with the study area. 
What is the importance of the Beas basin relative to the broader region? Please rephrase or 
move the sentence to a later paragraph when the focus is on the specific basin. 

Response: Thanks for the suggestion. We will update the introduction as per the suggestion by 
writing the Beas basin introduction in later stage of the paragraph. 

 
L55-57 and L69-71 are contradictory. If the glaciers disappear by the end of the century by 
90%, how will the water stored in glaciers meet the water demands at least by the end of the 
21st century? Is there high uncertainty reported in other studies?  If yes, this could be 
mentioned. 

Response: Thanks for asking. In literature there is indeed some contradiction regarding water 
availability at the end of the 21st century (studies we cited between L50-L70) and it is related to 
scale. Studies that indicate less vulnerable water availability are focused on larger basins. 
Conversely, isolated and smaller basins are frequently reported to be vulnerable and are already or 



projected to be under water stress. The contrast in the findings based on the basins’ size and 
topographical setting serve as a strong motivation to study smaller and localized basins for their 
water risk assessment.   

In larger basins, some sub-basin that have sufficiently larger areas with elevation higher than snow 
line equilibrium may retain substantial snowpack to offset warming impact and provide sufficient 
water supply downstream. Otherwise, smaller and lower elevated regions are not resilient to 
warming and do not have sustained snowpacks to provide water supply. However, a combination 
of these 2 sub-regions may have potential to offset the water risk overall. 

In addition, L55-57 highlights literature findings in the regions beyond the study area providing 
contrasting perspectives on water supply within the broader context of the Himalayan region. 
Meanwhile, L69-71 indicates the glacier change projections within the study region, along with a 
citation that shows strong dependence of water supply on glacier melt in the study region.  

In the revised manuscript, we will make an effort to clarify the underlying reasons for these 
seemingly contradictory results from prior studies. 

 
L290: “…having each parameter perturbed to its default value..”. Do you mean perturbed 
from the default value with the range of possible values specified in Table 2?   

Response: Thanks for asking. Yes, it is perturbed *from* its default values and within the range 
shown in Table 2. 

 
Table 2: Please provide the units of the listed parameters. If possible, please add the 
description of these parameters.  

Response: Thanks for the suggestion, we will update this table with these details in the revised 
manuscript. 

 
What does (2009) stand for with KGE and what are the units of RMSE in Tables 4-7? 

Response: Thanks for asking. 2009 refer to the year when the paper on this metric was published 
i.e. Gupta et al. (2009). And, the unit of RMSE is the same as streamflow which is cfs. We will 
update these details in the revised manuscript. 

 
L306-309: Please define parameter identifiability? 

Response: Thanks for asking. Parameter identifiability is the variance of a parameter in a truncated 
solution space. We will add more details on this in the revised version of the manuscript. 

 



L616: “LSQR has the advantage of computational speed”, compared to what? 

Response: Thanks for asking. LSQR has the advantage of computation speed over SVD 
regularisation in case of highly-parameterised inversion problems. We will rephrase this sentence 
to be more clear in the revised manuscript. 

 
 


