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Abstract.

A mixed statistical-physical approach is used to emulate the spatio-temporal variability of the Antarctic Ice Sheet surface

mass balance and surface melt rates of a regional climate model. We demonstrate the ability of this simple method to extend

existing regional climate simulations to periods, scenarios or climate models, that were not originally simulated. This method

is useful to quickly populate ensembles of surface mass balance and melt rates, which are needed to constrain ice sheet model5

ensembles. Here we apply this method to estimate: (i) the changes in Antarctic surface mass balance over 1850–2200 and the

associated effect on sea level, and (ii) the changes in potential for ice shelf hydrofracturing.

After weighting 16 climate models to obtain a realistic distribution of the equilibrium climate sensitivity, we find a likely

contribution of surface mass balance to sea level rise of -2.2 to -0.4 cm from 1900 to 2010, and -3.4 to -0.1 cm from 2000 to

2099 under the SSP1-2.6 scenario, versus -4.4 to -1.4 cm under SSP2-4.5, and -7.8 to -4.0 cm under SSP5-8.5. The contribution10

from 2000 to 2200 is highly uncertain: between -10 and -1 cm in SSP1-2.6 and between -33 and +6 cm in SSP5-8.5 depending

on the climate model.

Based on a criterion on the presence of liquid water beyond firn saturation in our emulated ensemble, we estimate the surface

conditions that make ice shelves prone to hydrofracturing. Our results suggest that a majority of Antarctic ice shelves could

remain safe from hydrofracturing under the SSP1-2.6 scenario, but all of them could become prone to hydrofracturing before15

2150 under the SSP5-8.5 scenario.

1 Introduction

In the 21st century, increasing snowfall over the Antarctic Ice Sheet is expected to compensate a significant part of the dynam-

ical ice mass loss triggered by ocean warming, which mitigates the Antarctic contribution to sea level rise (e.g., Seroussi et al.,

2020; Edwards et al., 2021; Fox-Kemper et al., 2021). However, models suggest that if air temperatures exceed ∼7.5°C above20

the 1981–2010 average, the increase in accumulation starts to be overwhelmed by the mass loss through surface meltwater

runoff into the ocean (Kittel et al., 2021; Coulon et al., 2024).
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Runoff is a negative contribution to the surface mass balance. It is produced if surface melt and/or rain rates are high enough

to (i) percolate and bring the temperature of underlying snow and firn layers to the freezing point, (ii) saturate the pore space

in the snow and firn layers, which is sometimes referred to as firn air depletion (Pfeffer et al., 1991; Kuipers Munneke et al.,25

2014; Alley et al., 2018), and (iii) flow into the ocean. The liquid water beyond firn saturation, hereafter often referred to as

“excess liquid water”, does not necessarily flow into the ocean, especially in the case of a relatively flat surface. excess liquid

water can indeed alternatively form ponds or be transported horizontally within the firn or at the ice surface (Kingslake et al.,

2017; Bell et al., 2018).

The presence of excess liquid water can trigger ice shelf break-up through hydrofracturing: in favorable conditions of ice30

shelf stress, the weight of liquid water can destabilize a fracture and lead to its unstoppable propagation as long as liquid

water keeps filling the fracture (Weertman, 1973; Lai et al., 2020). Stress variations associated with surface meltwater ponding

and drainage, causing flexure and fracture, can amplify this mechanism and propagate its effects spatially (Banwell et al.,

2013, 2019). An entire ice shelf break-up nonetheless likely requires large amounts of meltwater production all over its surface,

as observed before the break-up of Larsen A in 1995 and Larsen B in 2002 (Skvarca et al., 2004; Scambos et al., 2003; van den35

Broeke, 2005; Sergienko and Macayeal, 2005; Robel and Banwell, 2019; Wille et al., 2022).

When occurring on ice shelf parts that buttress the upstream flow, hydrofracturing and the resulting ice shelf collapse may

strongly enhance the contribution of upstream glaciers to sea level rise (Fürst et al., 2016; Sun et al., 2020; Seroussi et al.,

2024). Gilbert and Kittel (2021) estimated that 34% of Antarctic ice shelf area could be vulnerable to hydrofracturing at 4°C

of warming above pre-industrial levels. The exact warming level needed to trigger the widespread presence of liquid water on40

a given ice shelf depends on the amount of snowfall and on the snow/firn temperature and density (Donat-Magnin et al., 2021;

van Wessem et al., 2023).

The contribution of ice sheets to changes in sea level are estimated through ice sheet simulations driven, among other things,

by spatio-temporal variations in SMB, and sometimes by the dates of collapse for individual ice shelves. In the Ice Sheet Model

Intercomparison Project for the 6th Climate Model Intercomparison Project (CMIP6, Eyring et al., 2016; ISMIP6, Nowicki45

et al., 2016), these conditions were directly calculated from the CMIP model outputs (Nowicki et al., 2020; Seroussi et al.,

2024). Despite progress in their representation of the Antarctic climate (Dunmire et al., 2022), the CMIP models often have

a coarse resolution and include a relatively poor representation of snow processes over ice sheets, in particular with regard to

firn saturation by meltwater and subsequent ponding or runoff (Nowicki et al., 2020).

Regional Climate Models (RCMs) dedicated to polar regions and constrained by CMIP projections offer a good alternative50

to the direct use of CMIP models for the estimation of surface conditions (e.g., Kuipers Munneke et al., 2014; Kittel et al.,

2021). Despite detailed snow physics, a major weakness of RCMs is nonetheless the associated requirement for additional

skills and processing/computing time, which is why RCM outputs were not ready on time for ISMIP6-Antarctica (Nowicki

et al., 2020; Seroussi et al., 2020). Because of these difficulties, only a limited number of RCM-based projections are usually

produced, which is generally insufficient to sample the CMIP model diversity. This may affect the representation of the recent55

period (Barthel et al., 2020) and the sensitivity to increasing anthropogenic emissions (e.g. Hausfather et al., 2022) in the small

RCM ensemble.
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Over the years, Antarctic Ice Sheet modellers have often scaled their best estimates of present-day accumulation to tem-

perature anomalies from the CMIP models (e.g., based on the Clausius-Clapeyron relationship as in Gregory and Huybrechts,

2006), while Positive Degree Day models have sometimes been used to derive melt rates (e.g., Rodehacke et al., 2020; Zheng60

et al., 2023). The latter are based on daily air temperatures projected by the CMIP models, and can be calibrated to match RCM

projections (Coulon et al., 2024). Other methods are emerging, based on the emulation of more complex models like RCMs

(van der Meer et al., 2023) or �rn models (Dunmire et al., 2024). In this paper, we present and evaluate a novel statistical–

physical method that emulates the spatio-temporal evolution of the surface mass balance (SMB) and surface melt rates of a

regional climate model (section 2). This method is applied in section 3 to provide con�dence intervals on the changes in SMB65

and the associated changes in sea level, and on the changes in production of excess liquid water and the implications for ice

shelf hydrofracturing.

2 Methods

2.1 Approach

Here we estimate both the SMB evolution over the grounded ice sheet, for its equivalent change in global sea level, and the70

evolution of the liquid water production beyond �rn saturation, for its potential to induce hydrofracturing. We build an ensemble

of estimates over Antarctica, for the 1850–2100 period, driven by 16 CMIP6 models and three SSP (Shared Socioeconomic

Pathway O'Neill et al., 2014) scenarios (Tab. 1). A smaller ensemble covers the 1850–2200 period, driven by only 8 CMIP6

models (see stars in Tab. 1) and two SSP scenarios (SSP1-2.6 and SSP5-8.5).

Our approach is based on a limited number of RCM simulations covering 1980–2100 or 1980–2200 (subsection 2.2), and the75

full ensemble is populated from a statistical-physical emulation method (subsection 2.3). The emulation method can be used to

extend a given RCM simulation in time, to produce data for a scenario that was not covered by the RCM, or to produce data for

a CMIP model that was never used to force the RCM (Fig. 1). These approaches are �rst evaluated separately (sections 2.3.3

to 2.3.5), then they are combined (section 2.4) to produce the ensemble projections described in section 3.

2.2 Regional climate model projections80

We make use of the MAR-3.11 regional climate model (Gallée and Schayes, 1994; Gallée, 1995; Kittel et al., 2021, 2022),

which parameterises multiple processes relevant for polar environments. In MAR, the atmosphere is coupled to a 30-layer

model representing the �rst 20 m of snow/�rn with re�ned resolution at the surface. The snow/�rn model solves prognostic

equations for temperature, mass, water content, and snow properties (dendricity, sphericity, and grain size). In the presence

of surface melting or rainfall, liquid water percolates downward into the next �rn layers with a water retention of 5% of the85

porosity in each successive layer. The �rn layers are fully permeable until they reach a close-off density of 830kg m� 3. To

account for possible cracks in ice lenses and moulins, the part of available water that is transmitted downward to the next layer

decreases as a linear function of �rn density, from 100% transmitted at the close-off density to zero at 900kg m� 3 and beyond.
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Table 1.CMIP6 models used to drive MAR simulations or emulations until 2100 in section 3. ECS stands for Equilibrium Climate Sensitivity,

and the indicated values are from Meehl et al. (2020), except for NorESM2-MM which is from Seland et al. (2020). Stars beside model

names indicate that the CMIP6 simulations were extended to 2200 under the SSP1-2.6 and SSP5-8.5 pathways. The entries for the three

SSP pathways indicate whether it was derived from the actual MAR simulation driven by this CMIP model under this scenario (“MAR”),

from a MAR simulation driven by this CMIP model but for a warmer scenario (“from SSP5-8.5”, i.e. method described in section 2.3.4),

or emulated from six MAR simulations driven by different CMIP models (“from 6 models”, i.e. method described in section 2.3.5). The

historical period was directly available from the �ve CMIP models for which at least one MAR projection was available, and it was emulated

from 6 models for the other CMIP models.

CMIP model Member Reference ECS weight SSP1-2.6 SSP2-4.5 SSP5-8.5

ACCESS-CM2? r1i1p1f1 Bi et al. (2020) 4.7°C 0.11 from 6 models from 6 models from 6 models

ACCESS-ESM1-5? r1i1p1f1 Ziehn et al. (2020) 3.9°C 0.24 from 6 models from 6 models from 6 models

CanESM5? r1i1p1f1 Swart et al. (2019) 5.6°C 0.03 from 6 models from 6 models from 6 models

CESM2 r11i1p1f1 Danabasoglu et al. (2020)5.2°C 0.06 MAR MAR MAR

CESM2-WACCM? r1i1p1f1 Gettelman et al. (2019) 4.8°C 0.10 from 6 models from 6 models from 6 models

CNRM-CM6-1 r1i1p1f2 Voldoire et al. (2019) 4.8°C 0.10 from SSP5-8.5 from SSP5-8.5 MAR

CNRM-ESM2-1 r1i1p1f2 Séférian et al. (2019) 4.8°C 0.10 from 6 models from 6 models from 6 models

GFDL-CM4 r1i1p1f1 Held et al. (2019) 3.9°C 0.24 - from 6 models from 6 models

GFDL-ESM4 r1i1p1f1 Dunne et al. (2020) 2.6°C 0.47 from 6 models from 6 models from 6 models

GISS-E2-1-H? r1i1p1f2 Kelley et al. (2020) 3.1°C 0.41 from 6 models from 6 models from 6 models

INM-CM5-0 r1i1p1f1 Volodin et al. (2017) 1.9°C 0.18 from 6 models from 6 models from 6 models

IPSL-CM6A-LR? r1i1p1f1 Boucher et al. (2020) 4.6°C 0.12 from SSP5-8.5 from SSP5-8.5 MAR

MPI-ESM1-2-HR r1i1p1f1 Müller et al. (2018) 3.0°C 0.43 MAR MAR MAR

MRI-ESM2-0? r1i1p1f1 Yukimoto et al. (2019) 3.2°C 0.39 from 6 models from 6 models from 6 models

NorESM2-MM r1i1p1f1 Seland et al. (2020) 2.5°C 0.47 from 6 models from 6 models from 6 models

UKESM1-0-LL ? r1i1p1f2 Sellar et al. (2020) 5.3°C 0.05 MAR MAR MAR

If liquid water is not able to percolate further down, it remains where it is. When the entire porosity space in the uppermost

snow/�rn layer is �lled with liquid water or if the uppermost snow/�rn layer is denser than 900kg m� 3, any additional surface90

melt is considered as runoff and removed from the snow/�rn model. There is no representation of ponds or horizontal routing.

The surface mass balance and melting conditions produced by MAR have been evaluated in comparison to observational

products in several studies and a qualitative comparison to a satellite estimate of melt pond volume indicates that MAR is able

to capture the main characteristics of the present-day surface conditions (Appendix A).

The MAR simulations were run at 35 km resolution, and the outputs were conservatively interpolated onto a 4 km stereo-95

graphic grid, following the atmospheric forcing protocol in ISMIP6. Unless speci�ed otherwise, we use these 4 km data, and

all spatial integrals presented in this study were calculated by accounting for the stereographic scale factor. The ice mask and
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the surface elevation are based on Bedmap2 (Fretwell et al., 2013). The actual grounded ice sheet and ice shelf areas are 12.286

and 1.737 million km2, respectively.

Our MAR simulations cover 1980–2100 and are driven by two CMIP5 and �ve CMIP6 models under a number of scenarios,100

as listed in Tab. 2. The MAR–IPSL-CM6A-LR projection goes until 2200 following the extended SSP5-8.5 scenario (Shared

Socioeconomic Pathways, Meinshausen et al., 2020). The selection of these speci�c CMIP models was based both on the

availability of 6-hourly outputs (required to provide MAR boundary conditions), on the evaluation of their present-day mean

characteristics (Agosta et al., 2019, 2024; Barthel et al., 2020), and on the diversity of their sensitivity to anthropogenic

emissions. The latter is characterised by the Equilibrium Climate Sensitivity (ECS Hausfather et al., 2022), which is the105

increase in global mean surface air temperature that follows a doubling of atmospheric carbon dioxide.

For computational reasons, all simulation years were run in parallel with 20 years of spin-up to equilibrate the �rn properties

(e.g., 2051 is spun up from the transient 2031–2050 period). The initial state (e.g., 01-JAN-2031 for the simulation of 2051)

is taken from the MAR–ACCESS-1.3 RCP8.5 simulation (Tab. 2), itself spun up from a previous version of MAR at 50 km

resolution driven by NorESM1-M under RCP8.5 and spun up for 30 years from a present-day MAR simulation. A spin up of110

20 years is generally suf�cient to remove any sensitivity to the initial state (Donat-Magnin et al., 2021, their Fig. 12).

Table 2.List of CMIP models, their ensemble member number, their Equilibrium Climate Sensitivity (ECS, provided by Meehl et al., 2020),

and the scenarios for which we have a MAR simulation driven by this CMIP model. The historical MAR simulations only start in 1980, and

the projections go until 2100 unless speci�ed otherwise. The model references are provided in Tab. 1.

CMIP model era member ECS (°C) Available MAR simulation

ACCESS-1.3 CMIP5 r1i1p1 3.5 historical, RCP8.5

NorESM1-M CMIP5 r1i1p1 2.8 historical, RCP8.5

CESM2 CMIP6 r11i1p1f1 5.2 historical, SSP1-2.6, SSP2-4.5, SSP5-8.5

CNRM-CM6-1 CMIP6 r1i1p1f2 4.8 historical, SSP5-8.5

IPSL-CM6A-LR CMIP6 r1i1p1f1 4.6 historical, SSP5-8.5 until 2200

MPI-ESM1-2-HR CMIP6 r1i1p1f1 3.0 historical, SSP1-2.6, SSP2-4.5, SSP5-8.5

UKESM1-0-LL CMIP6 r1i1p1f2 5.3 historical, SSP1-2.6, SSP2-4.5, SSP5-8.5

2.3 Statistical-physical emulation method

Hereafter, we �rst describe how the RCM projections of surface mass balance, surface melting and production of liquid water

beyond �rn saturation can be extended in time, and to other scenarios or CMIP models. Then, we evaluate these emulated

projections in comparison to the actual RCM projections. In this subsection, we assume that runoff is equal to the production115

of liquid water beyond �rn saturation as in the RCM, but we will use a different approach for the projections presented in

section 3.
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2.3.1 Rationale

Precipitation in Antarctica mostly consists of snowfall even in a warmer climate (Kittel et al., 2021; Donat-Magnin et al., 2021,

see also Appendix B). In �rst approximation, snowfall in Antarctica (SNF) thus increases with air temperature following the120

Clausius-Clapeyron law, which can be approximated as:

SNF(Tref + � T) = SNF( Tref ) � ea� T (1)

whereTref is a reference air temperature,� T the air warming, anda is typically 0.07 in polar conditions (Donat-Magnin et al.,

2021).

Previous modelling studies also found an empirical exponential relationship between surface melt rate (MLT ) and air warm-125

ing:

MLT( Tref + � T) = MLT( Tref ) � eb� T (2)

whereb is typically between 0.3 and 0.6 in Antarctica (Trusel et al., 2015; Donat-Magnin et al., 2021). In the following, we

assume that� T is a variation in near-surface air temperature in both Eq. 1 and Eq. 2, which is a reasonable approximation

given that the troposphere warms relatively uniformly from the surface to� 300hPa (Donat-Magnin et al., 2021, their Fig. 1).130

Then, we introduce ther parameter, a threshold over which liquid water is produced beyond �rn saturation, which occurs

when the melt rate exceeds what can be stored and refrozen in the ongoing snow/�rn accumulation (Pfeffer et al., 1991;

Kuipers Munneke et al., 2014; Donat-Magnin et al., 2021; van Wessem et al., 2023), i.e., if:

MLT
SNF

� r (3)

wherer is typically between 0.60 and 0.85 depending on the snow properties (Donat-Magnin et al., 2021). Here we do not135

attempt to determine whether the excess of liquid water forms ponds or �ows directly into the ocean (runoff), which is why the

samer value will be used on the grounded ice sheet and on ice shelves.

In Eq. 3, the effect of rainfall, sublimation and drifting-snow erosion are assumed to be negligible. Sublimation remains

below 10% of snowfall even in a warmer climate (Kittel et al., 2021, their Tabs. S2-S3), and drifting-snow erosion is at least

an order of magnitude smaller than sublimation (Gadde and van de Berg, 2024). As shown in Appendix B, rainfall represents140

less than 15% of the total precipitation on the grounded ice sheet until 2200 and on the ice shelves until 2100. The impact of

neglecting rainfall in our method is discussed in Appendix B.

In this paper, we use these relationships to extrapolate SMB, melt rates, and the production of liquid water beyond �rn

saturation, to warmer or colder surface conditions. We assume that all the quantities at near-surface air temperatureTref are

perfectly known from the RCM, and we want to estimate them for a temperature change of� T that is provided by a CMIP145

model. To do so, we use the following sequence of equations, in whichRU is the rate of mass loss through runoff (< 0), while
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surface melt rate is de�ned positive:

8
>>>>>>>>>>>>><

>>>>>>>>>>>>>:

SNF(Tref + � T) = (SMB( Tref ) � RU(Tref )) � ea� T

MLT( Tref + � T) = min
�

MLT( Tref ) � eb� T ; m
	

RU(Tref + � T) = � maxf 0;MLT( Tref + � T) � r SNF(Tref + � T)g

SMB(Tref + � T) = SNF( Tref + � T) + RU( Tref + � T)

(4)

wherea, bandm, andr are the method parameters. Them parameter is introduced to avoid unrealistically high melt rates. For

the emulation, we assume that the emulated runoff (RU) is equal to the production rate of liquid water beyond �rn saturation,150

as in the RCM.

In section 3, we emulate surface conditions for periods (Fig. 1a), scenarios (Fig. 1b), or CMIP models (Fig. 1c) that are not

covered by existing MAR simulations. Our aim is to populate a large ensemble of surface conditions that can be used to drive

ensembles of ice sheet and sea level projections, without the cost of running many RCM simulations and the associated need

for 6-hourly outputs in the corresponding CMIP simulations. We �rst assess the performance of the emulation method for other155

periods, scenarios and CMIP models in subsections 2.3.3 to 2.3.5, then we combine them together in section 3 based on this

assessment.

In this work, we use annual means for all the variables, which is consistent with usual datasets available for ice sheet models

(e.g. Nowicki et al., 2020). To emulate a surface variable at a given warming or cooling level, we always calculate the emulation

from 20 different years (i.e., different values ofTref and� T), then we average the 20 emulated values (Fig. 1). This is done to160

better sample natural variability and to generate an emulated variability that is mostly related to the CMIP model temperatures.

It also makes the emulation more robust from a statistical point of view.

2.3.2 Parameter calibration

Thea andbparameters are obtained through a least-mean-square �tting of an exponential curve for SMB minus model runoff

on the one hand, and for the surface melt rate on the other hand. Appendix C provides more details on the �tting method and165

gives thea andbvalues for individual models. On average,a = 0 :068andb= 0 :320.

The maximum local melt rate (m parameter in Eq. 4) is set to the 99.99th percentile of 1980-2100 local melt rates (m =

1:80� 10� 4 kg m� 2 s� 1, i.e., 15.5mm day� 1). The value ofr is more dif�cult to calibrate as it depends on the density and

temperature of snow and on the threshold used to consider that liquid water is produced beyond �rn saturation (Pfeffer et al.,

1991; Donat-Magnin et al., 2021), so we will assess values in the 0.50–0.90 range, which includes the values used in previous170

work.
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Figure 1. Schematic of the application of our emulation methodology (Eq. 4) to (a) extend the data to periods not simulated by MAR

(subsection 2.3.3), (b) extend the data to scenarios not simulated by MAR (subsection 2.3.4), (c) extend the data to CMIP models not

downscaled by MAR (subsection 2.3.5). VariableX represents either or the surface melt rate. Functionf represents one of the functions of

� T provided in Eq. 4.
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2.3.3 Emulation from another period

We �rst assess the ability of our emulation method (Eq. 4) to extend a RCM simulation backward or forward in time, based on

the air temperatures of the corresponding CMIP model over the extended periods (Fig. 1a). The bene�ts of this method would

be to extend 1980–2100 RCM simulations to 1850–2200.175

For the evaluation, we emulate backward and forward in time from the 2081-2100 period of MAR–IPSL-CM6A-LR–SSP5-

8.5, and we compare the emulated �elds to the original MAR simulation (Fig. 2). In the original MAR simulation, the grounded

ice sheet SMB increases linearly until� 2100 due to increasing snowfall, then decreases when surface melt and resulting runoff

become important (black lines in Fig. 2a,c,e). Over the ice shelves, the SMB in the original MAR simulation remains steady

until � 2090 then drops due to increased runoff, with an SMB in 2200 that is 2000Gt yr � 1 lower than in 1995–2014 (black180

lines in Fig. 2b,d,f).

The emulation backward to pre-2081, i.e., towards a colder climate, is less biased than the emulation forward to post-2100,

i.e., towards a warmer climate (Fig. 2). Over the grounded ice sheet, the forward-emulated SMB has biases that remain small

over the �rst 10 years, and reasonable (� 10%) over the �rst 20 years forr = 0 :5 andr = 0 :6. However, the forward emulation

fails to represent SMB after 2120 due to a signi�cantly underestimated runoff. This is largely due to the inability of our185

emulation method to initiate melting at locations that never experienced melting over 2081–2100. The backward emulation

over the grounded ice sheet is quite accurate for the �rst 20 years, i.e. for moderate changes in climate conditions, and is

moderately low-biased back to 2015.

Over the ice shelves, the emulation forward is accurate in the �rst 50 years (Fig. 2b,d,f). The best results over this �rst

period are obtained forr = 0 :50 andr = 0 :60. After 2150, melt rates in the original MAR simulation start increasing more190

linearly with time and our emulation overestimates melt rates and therefore mass loss. This is likely due to feedbacks that are

represented in the MAR simulations but not in the IPSL-CM6A-LR model or in our emulation method. Indeed, the appearance

of bare ice and changes in the cloud radiative properties have a strong impact on the projected SMB over Greenland (Hofer

et al., 2020; Mostue et al., 2024), and a similar effect could be found in warmer conditions in Antarctica (Kittel et al., 2022). For

a CMIP model like IPSL-CM6A-LR that fails to represent melt water runoff, our emulation method towards a warmer climate195

is nonetheless preferable to directly estimating the SMB from the CMIP model outputs (see black dashed lines in Fig. 2a,b).

From this �rst evaluation, we conclude that our emulation method is suitable for the extension of RCM simulations into a

warmer future, for a maximum of 20 years over the grounded ice sheet and 50 years over the ice shelves. The extension to

colder conditions in the past is more accurate as our emulation method is more suitable for reducing melt rates than for creating

new melting areas. In the following, we user = 0 :60as it �ts well the original simulation while remaining within the range of200

previous studies. The spatial patterns are also well represented by this method (Appendix D, Fig. D1).

2.3.4 Emulation from another scenario

We now assess the ability of our method to emulate several scenarios from a MAR simulation driven by a warmer scenario

(Fig. 1b). As mentioned previously, our method is not able to create new melting areas, but it is well suited to decrease melt

9



Figure 2.Evaluation of the emulation from another period (Fig. 1a) over the grounded ice sheet (left) and over the ice shelves (right), for SMB

(upper), surface melting (middle) and the production of liquid water beyond �rn saturation (lower). The solid black lines show the original

MAR–IPSL-CM6A-LR simulation. The colored lines are the emulations from the 2081–2100 period (shaded in grey), both backward in time

(left side of the grey area) or forward in time (right side of the grey area). The emulation is shown for several values ofr (see Eq. 4) and the

bias values are indicated for both 2061–2080 (20-year backward emulation) and 2101–2120 (20-year forward emulation). The black dashed

lines in panels (a,b) show the SMB directly calculated from the IPSL-CM6A-LR outputs following the ISMIP6 approach (Nowicki et al.,

2020, their Appendix C). The anomalies are calculated with respect to the 1995–2014 mean. The time series on this plot are �ltered through

a 5-year running average.
10



rates in colder conditions. We therefore consider the three MAR simulations for which we have the SSP1-2.6, SSP2-4.5 and205

SSP5-8.5 scenarios (MAR–CESM2, MAR–UKESM1-0-LL, MAR–MPI-ESM1-2-HR), and we evaluate the emulation of both

SSP1-2.6 and SSP2-4.5 from SSP5-8.5. The calculations are done separately for each of the corresponding simulations (based

on the parameters in Tab. C1), but the results are presented in Fig. 3 as averages over the three CMIP models.

Similarly as in the previous subsection, each emulated year is the average of 20 emulations from a reference ranging from

10 years before to 9 years after the emulated year (Fig. 1b). Doing so, the interannual variability of the extended variables is210

only attributed to the air temperature variability in the corresponding scenario.

The SSP1-2.6 and SSP2-4.5 emulated �elds are quite accurate over the grounded ice sheet during the 21st century: the biases

indicated in Fig. 3 for the emulated values are relatively low compared to the mean values simulated by MAR. The bias in

emulated runoff becomes larger at the end of the 21st century in the SSP2-4.5 scenario (Fig. 3e-f). This bias has little impact

on the grounded ice sheet SMB (Fig. 3a) but cancels the small negative SMB anomaly simulated over the ice shelves near 2100215

(Fig. 3b). These biases are small and limited to the end of the 21st century, so we conclude that our method is suitable for the

emulation of multiple SSP scenarios based on an existing MAR simulation in a warmer scenario (here SSP5-8.5). The spatial

patterns are also well represented by this method (Appendix D, Fig. D2).

2.3.5 Emulation from other CMIP models

Here we assess the ability of our method to emulate MAR simulations driven by other CMIP models (Fig. 1c). We consider �ve220

MAR simulations driven by different CMIP models under either SSP5-8.5 or RCP8.5, which have a similar radiative forcing.

We assess the emulation from the same simulation (for veri�cation of our method) and from six MAR simulations driven by

other CMIP models. We use a similar methodology as in the previous subsection, calculating the average emulation of every

year from 20 reference years (Fig. 1c), but instead of using the actual temperature as in the two previous subsections, we use

the temperature anomaly with respect to each model's climatology. This was needed given that typical values of near-surface225

air temperature may vary from one CMIP model to another, in particular due to differences in the �rst level height and in their

ability to represent stable surface boundary layers over ice sheets.

The method is evaluated in Fig. 4. First of all, the minimal differences between the black dots on each radial and the coloured

dot corresponding to the same climate model show that the biases are small for MAR simulations derived from themselves. This

shows that our methodology and its implementation are robust. We nonetheless note larger differences between the black dots230

on each radial and the coloured dots corresponding to the other climate models in Fig. 4c,d, indicating signi�cant biases in melt

rates when a MAR simulation is derived from another one. This alters the emulated SMB (Fig. 4a,b). MAR–ACCESS1.3 is an

outlier and leads to melt emulation with largest biases for the four other models. The realistic SMB emulations derived from

MAR–ACCESS1.3 are mostly compensations between overestimated melt (Fig. 4c,d) and overestimated accumulation. The

other CMIP5 simulation, MAR–NorESM1-M, is closer to the CMIP6 simulations even if the SMB is generally overestimated235

over the grounded ice sheet. The CMIP5 models have a relatively low ECS, and starting from MAR forced by any of these

CMIP5 models does not give good emulations of models like CESM2 or CNRM-CM6-1 that both experience particularly

strong warming over the 21st century (Kittel et al., 2021, 2022).
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Figure 3. Evaluation of the emulation from a warmer scenario (Fig. 1b) over the grounded ice sheet (left) and over the ice shelves (right),

for SMB (upper), surface melting (middle) and the production of liquid water beyond �rn saturation (lower). The black and grey lines show

the original MAR simulations, while the colored lines correspond to the emulated SSP1-2.6 and SSP2-4.5 scenarios based on the SSP5-8.5

MAR simulation and the CMIP near-surface air temperatures. Every line on this plot is the average of three simulations or emulations:

MAR–CESM2, MAR–UKESM1-0-LL, MAR–MPI-ESM1-2-HR. The anomalies are calculated with respect to the 1995–2014 mean. The

time series are �ltered through a 5-year running average. The mean and biases over 2015–2100 are indicated on each panel.
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Figure 4. Evaluation of the emulation from other CMIP models (Fig. 1c) for SMB (upper panels) and surface melting (lower panels). The

�ve radial lines correspond to �ve original MAR simulations driven by different CMIP6 or CMIP5 models, with the radial distance (thick

black dots) indicating the SMB or melt rate values. The colored dots correspond to the emulated values from surface temperatures of another

CMIP model. The black and colored pentagons link the dots for a better overview. The thin grey pentagons indicate the SMB or melt rate

iso-value. The anomalies are calculated over 2015–2100 with respect to 1995–2014 under the SSP5-8.5 or RCP8.5 scenarios.
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Given the biases of the emulation from a single model, we now assess the average of �ve emulations from different MAR

simulations (excluding the simulation itself and the MAR–ACCESS1.3 outlier). The emulation is made for three SSP scenarios,240

based on the �ve MAR simulations under the same scenario if available or SSP5-8.5 otherwise. For clarity, we present the

average results for MAR–CESM2, MAR–UKESM1-0-LL and MAR–MPI-ESM1-2-HR, which are the three MAR simulations

for which we have all three scenarios (Fig. 5).

Averaging the emulation from several MAR simulations clearly improves the results, and the emulated SMB is generally

quite accurate throughout the 21st century (Fig. 5a,b), although the mass loss at the surface of ice shelves is overestimated245

under SSP5-8.5 due to overestimated melt and runoff (Fig. 5d,f). Decreasing ther value would reduce the runoff bias here, but

changing ther value would neither be consistent with the results of the previous sections, nor re�ect physical processes.

From this evaluation, we conclude that our multi-model emulation method is suitable for the emulation of MAR simulations

driven by CMIP models that have never actually been used to drive MAR simulations. The spatial patterns are also well

represented by this method (Appendix D, Fig. D3). It is important to stress that this method only gives meaningful results250

because of the average over several CMIP models, possibly due to the various responses of clouds and snow albedo from one

model to another for a given warming level (Kittel et al., 2022).

2.4 Method used to build the ensemble of projections

Here we explain how we combine the three types of emulations summarized in Fig. 1 and how we weight the CMIP models to

build our ensemble of projections. Then we explain how the liquid water beyond �rn saturation is used in the SMB calculation255

and to estimate the potential for ice shelf hydrofracturing.

First, when the SSP5-8.5 MAR simulation driven by a given CMIP model is available but not the other scenarios, we emulate

the SSP2-4.5 and SSP1-2.6 scenarios from SSP5-8.5 (blue curve in Fig. 6a). If MAR has not been driven at all by a given CMIP

model, we emulate all scenarios from six MAR simulations driven by six CMIP models, taking the closest available scenario

of a given model if several are available (see 1980–2100 in Fig. 6b). We then emulate the historical period from 1850 to 1979260

for all models based on the 1980–1999 period which is the earliest period covered by the MAR simulations (gray curves in

Fig. 6). For this, we use the method for emulating from another period (Fig. 1a).

For the projections between 2101 and 2200, we have a single MAR simulation forced by IPSL-CM6A-LR under SSP5-8.5

due to the non availability of 6-hourly 3-dimensional atmospheric data beyond 2100 for most CMIP models. The CMIP near-

surface air temperatures are nonetheless available until 2200 for seven other simulations, for both the SSP1-2.6 and SSP5-8.5265

pathways (see stars in Tab. 1). For these seven simulations, we emulate the 22nd century based on the CMIP model temperatures

and the MAR–IPSL-CM6A-LR simulation (see 2121–2200 in Fig. 6b). To ensure some continuity around 2100 and to bene�t

from better emulations before 2100, we apply a 20-year ramping transition (yellow area in Fig. 6b), over which we use a linear

combination of the emulation from the 2081–2100 period and the emulation from MAR–IPSL-CM6A-LR. For the emulation of

MAR–UKESM1-0-LL after 2100, we use the ensemble member r4i1p1f2 instead of r1i1p1f2 in the actual MAR simulations,270

because this is the only one available beyond 2100.
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Figure 5. Evaluation of the emulation from �ve other CMIP models (Fig. 1c) over the grounded ice sheet (left) and over the ice shelves

(right), for SMB (upper), surface melting (middle) and the production of liquid water beyond �rn saturation (lower). The black and grey

lines show the original MAR simulations for three SSP scenarios, while the colored lines correspond to the emulation of these simulations

from 5 independent models. Every line on this plot is the average of three simulations or emulations: MAR–CESM2, MAR–UKESM1-0-LL,

MAR–MPI-ESM1-2-HR. The anomalies are calculated with respect to the 1995–2014 mean. The time series are �ltered through a 5-year

running average. The mean and biases over 2015-2100 are indicated on each panel.

15



Figure 6. Schematic of the methods used to build our ensemble of projections. (a) a MAR simulation from 1980 to 2200 under SSP5-8.5

is used to obtain SSP1-2.6. (b) six MAR simulations forced by six different CMIP models from 1980 to 2100 under a given scenario are

used to emulate the corresponding MAR simulation for a 7th CMIP model. The methods are described in section 2 and the colors used to

represent the emulation methods are the same as in Fig. 1. VariableX represents either SMB minus runoff or the surface melt rate.

The median ECS of this 16-model ensemble is 4.2°C, and the ECS of three models out of 16 exceeds 5.0°C, which is high

compared to the best estimate of 3.0°C and the 90% con�dence interval of 2.0-5.0°C estimated in the IPCC 6th Assessment

Report (Forster et al., 2021). To build a realistic ensemble mean, we therefore attribute weights to individual models, which

are the probability of a skew-normal distribution �tted to obtain the 5th , 50th and 95th percentiles at ECS of 2.0, 3.0 and 5.0°C275

(Fig. 7). The corresponding weights are listed in Tab. 1. Despite the imperfect model sampling, the weighted 16-model mean

ECS falls from 4.0°C to 3.3°C thanks to weighting, which is closer to the best ECS estimates (Forster et al., 2021) and to the

CMIP5 multi-model mean (3.2°C in Meehl et al., 2020). To calculate the percentiles of the weighted distribution, we consider

a number of values equal to 100 times the weight for each model, which shifts the multi-model ECS distribution much closer

to the ECS very likely range (see small triangles in Fig. 7). We keep the same weights for the ensemble until 2200 even though280

the 8-model sampling is not as good as a 16-model sampling, giving an ECS weighted mean of 3.7°C (versus 4.4°C for the

unweighted mean).

In the next section, we �rst use our methodology to estimate the SMB contribution to changes in sea level. As we will

see in the next section, very warm conditions may lead to runoff production over the grounded ice sheet, up to elevations of

1000 m above sea level, and a large part of the melt water not retained in the �rn is expected to drain onto ice shelves located285

downstream (Kingslake et al., 2017). We therefore assume that all excess liquid water over the grounded ice sheet �ows to the

16



Figure 7. Skew-normal ECS probability (solid line) �tted to obtain its 5th , 50th and 95th percentiles at 2.0, 3.0 and 5.0°C (dashed lines).

The orange triangles indicate the 5th , 50th and 95th percentiles of the ECS of the unweighted 16-CMIP model distribution, and the blue

triangles show the equivalent for the weighted distribution. The skew-normal distribution was generated using theskewnorm.pdf function

of thescipy.stats package (Virtanen et al., 2020), with a skewness parameter of 5.08, an offset parameter (loc ) of 2.02°C, and a scale

parameter of 1.52.

ice shelves downstream or directly into the ocean. Therefore, as far as the grounded ice sheet is concerned, the production of

liquid water beyond �rn saturation is considered as runoff, i.e., a negative term in our SMB calculations.

We then use our methodology to estimate when the surface conditions have the potential to trigger ice shelf hydrofracturing.

As discussed previously, melt rates can be too low to saturate the �rn with liquid water, which is why we consider that a290

necessary condition for hydrofracturing has to be based on the production of excess liquid water and not on melt rates as done

in previous studies (e.g., Trusel et al., 2015; Nowicki et al., 2020; Seroussi et al., 2020). The relatively �at ice shelves are

treated in a different way than the grounded ice. Indeed, in addition to the liquid water produced locally, the ice shelves receive

the liquid water that was produced beyond �rn saturation over the upstream grounded ice sheet. To account for this, we assume

that an ice shelf receives a fraction of the liquid water produced over the grounded ice of its drainage basin. The fraction is295

taken as the fraction of the basin coastline occupied by the ice shelf.

Another speci�city of ice shelves is that they are relatively �at and can bend, so that it is impossible to estimate the amount

of liquid water forming ponds or �owing into the ocean without a dedicated hydrology–�rn–ice-shelf model. This is why we

introduce an empirical threshold on the production rate of excess liquid water to assess the potential for hydrofracturing. The

idea is to have a rate that is suf�ciently high to form ponds and �ll crevasses even if a part �ows into the ocean. The average300

production of excess liquid water over Larsen B prior to its collapse was estimated between 200 and 300kg m� 2 yr � 1 (Holland

et al., 2011; van Wessem et al., 2016; Costi et al., 2018), so our threshold has to be lower than that. There is nonetheless a

large uncertainty on the threshold and we sample it in a normal distribution of 150 and 61kg m� 2 yr � 1 of mean and standard
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deviation, respectively. This is chosen to obtain 90% of the threshold values between 50 and 250kg m� 2 yr � 1. The lower end

of this range is chosen empirically so that not too many ice shelves are above the threshold in present-day conditions. The305

uncertainty on the threshold is hence included in the calculation of the probability of a given ice shelf to be over the threshold.

In the next section we present our results as con�dence intervals, which we de�ne as in the IPCC reports: 17th–83th per-

centiles for the likely range (66% probability) and 5th–95th percentiles for the very-likely range (90% probability). These

percentiles account for the uncertainty of the CMIP models weighted to account for the likelihood of their ECS, and for the

uncertainty of the threshold on liquid water production in excess when we investigate the potential for ice shelf hydrofracturing.310
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3 Ensemble of projections from 1850 to 2200

Here we use the emulated ensemble to estimate the SMB evolution over the grounded ice sheet from 1850 to 2200 and the

equivalent changes in sea level (section 3.1), and the production of excess liquid water from 1850 to 2200 and the impli-

cations for ice shelf hydrofracturing (section 3.2). Importantly, our estimates of sea level projections only contain the part

related to SMB variations, and not the contribution from the ice sheet dynamics which is driven by ocean-induced melting and315

hydrofracturing. In Appendix E, we also describe the SMB evolution over ice shelves.

3.1 Grounded ice sheet and sea level

First of all, our emulated ensemble indicates that the grounded ice sheet SMB was 110Gt yr � 1 lower in 1850–1869 than in

1995–2014 and increased slowly through the 20th century (Fig. 8). In comparison, a combination of ice cores and simulations

from another regional climate model gave� 200 Gt yr � 1 of difference between these two periods (Thomas et al., 2017).320

This increasing SMB in our emulation is equivalent to a reduction of 1.3 cm of global mean sea level from 1900 to 2010

(likely range: 0.4 to 2.2 cm) with respect to the 1891–1910 mean (i.e., assuming that the climatological SMB over 1891–1910

contributed to zero sea level rise).

Our projections over the grounded ice until 2100 agree quite well with previous estimates of sea level contribution reported

by the IPCC for the three scenarios, and are slightly lower than previous estimates for the unweighted CMIP6 ensemble325

(Tab. 3). We estimate a median SMB mitigation of sea level rise between 2.0 and 5.0 cm depending on the scenario. As in

Kittel et al. (2021), the three SSP scenarios diverge after 2040: the SSP1-2.6 SMB remains� 100Gt yr � 1 above 1995–2014,

the SSP2-4.5 SMB keeps increasing until 2100 at a rate similar to 1970–2014, and the SSP5-8.5 SMB increases 1.7 times faster

than SSP2-4.5 until 2100 (Fig. 8).

For seven out of eight models going beyond 2100, the maximum SMB over the grounded ice sheet is reached between 2090330

and 2120 under SSP5-8.5 and a few decades earlier under SSP1-2.6 (Fig. 9). Under SSP1-2.6, the SMB over the grounded ice

sheet goes back to present-day values during the 22nd century. Under SSP5-8.5, the three models with an ECS lower than 4°C

predict an SMB that remains above the present-day value until 2200. In contrast, four models predict that increasing runoff

over the grounded ice sheet will overwhelm increasing accumulation, with an SMB decreasing below the present-day value

after 2035 to 2075 depending on the model. It cannot be ruled out that the grounded ice sheet reaches a net surface mass loss335

near 2200, although this is extremely unlikely given that the two models crossing or approaching this limit are above the 95th

percentile at the end of the 21st century.

In terms of sea level, the net contribution of the Antarctic SMB over 2000–2200 is between -10 and -1 cm for SSP1-2.6 and

between -33 and +6 cm for SSP5-8.5 (Tab. 4). Interestingly, the relative importance of sea level reduction between SSP1-2.6

and SSP5-8.5 is reversed for the two models producing the largest amount of runoff in the 22nd century (MAR–CanESM5 and340

MAR–CESM2-WACCM) compared to the other models. This is due to the massive runoff production over the grounded ice

sheet after 2150 under SSP5-8.5 in these two models, which counterbalances the excess of accumulation before 2150 (Fig. 9).

MAR–CanESM5 even has a net positive contribution to sea level rise over the two centuries under SSP5-8.5.
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Figure 8.Emulated ensemble of surface mass balance over the grounded Antarctic ice sheet for the historical period and three SSP scenarios.

The median and percentiles are calculated based on the 16-model ensemble weighted to match with the very likely range of ECS (see

section 2.1). A 21-year running average has been used for all the time series.

Table 3.Projected sea level contributions (in cm) from the Antarctic Ice Sheet SMB from 2000 to 2099 (relative to 1995–2014, i.e. assuming

that the mean SMB over that period yields no sea level rise), for the three selected SSP scenarios, shown as median (likely range, i.e., 17–

83th percentile) [very likely range, i.e., 5–95th percentile]. The IPCC-AR5/6 estimates are those presented in Tab. 9.3 of IPCC-AR6 (Fox-

Kemper et al., 2021), i.e., recalculated for the SSP scenarios from IPCC-AR5, and originally derived from the CMIP5 global mean surface

air temperature using a linear accumulation-temperature relationship (Church et al., 2013). The data of Kittel et al. (2021) are statistical

reconstructions based on the air temperature averaged south of 60°S for 33 CMIP6 models, and the percentiles have been recalculated for

this table.

Study SSP1-2.6 SSP2-4.5 SSP5-8.5

IPCC –2 (–3 to –1) –3 (–4 to –2) –5 (–7 to –3)

AR5/6 [-4 to -1] [-6 to -1] [-9 to -2]

CMIP6 estimate by -2.6 (-4.0 to -1.6) -3.9 (-5.2 to -2.5) -5.7 (-8.1 to -3.8)

Kittel et al. (2021) [-4.8 to -1.1] [-5.9 to -1.8] [-8.7 to -3.2]

This -2.0 (-3.4 to -0.1) -3.2 (-4.4 to -1.4) -5.0 (-7.8 to -4.0)

study [-4.1 to 0.1] [-6.1 to -0.5] [-8.8 to -2.6]

20



Figure 9. Eight emulations of surface mass balance over the grounded Antarctic ice sheet for the SSP-1.26 and SSP5-8.5 scenarios. The very

likely range from 16 emulations over 2000–2100 (same as Fig. 8) is also shown. The hatched area indicates the anomaly interval at which

SMB reaches zero, according to the MAR, RACMO and HIRHAM present-day values reported in Mottram et al. (2021). A 21-year running

average has been used for all the time series.

In terms of patterns, the projected increase in SMB over the grounded ice sheet until 2100 is largest along the coast of the

Bellingshausen and Amundsen seas, as well as in Dronning Maud Land (Fig. 10). The models producing large amounts of345

runoff by 2200 under SSP5-8.5 tend to have lower SMB than presently below 1000 m above sea level, i.e. along the coastline

and upstream of many ice shelves (Fig. 11).

3.2 Ice shelves and hydrofracturing potential

We now investigate the years of emergence of surface conditions that make ice shelves prone to hydrofracturing, keeping in

mind that mechanical conditions would also be necessary for the developments of fractures (see Introduction). As explained in350

section 2.1, we use a threshold on the production rate of liquid water beyond �rn saturation to identify such conditions.

According to our estimates, a few ice shelves were already likely (Fig. 12) or very likely (Fig. 13) in conditions favorable

to hydrofracturing before 2015, and sometimes since the 19th century. This is the case of Larsen A and B that collapsed in

1995 and 2002 (Rott et al., 1996, 2002) after a progressive thinning that led to favorable mechanical conditions for fractures

(Shepherd et al., 2003).355

21



Figure 10.Weighted mean SMB anomaly for four different periods or scenarios with respect to the average SMB over 1995–2014. This was

calculated from the 16 models listed in Tab. 1. The grey contours indicate the topography (every 1000 m) and the black contours show the

ice shelves.
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