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Abstract. Vertical profiles of atmospheric pollutants, acquired by uncrewed aerial vehicles (UAVs, known as
drones), represent a new type of observation that can help to fill the existing observation gap in the plane-
tary boundary layer (PBL). This article presents the first study of assimilating air pollutant observations from
drones to evaluate the impact on local air quality analysis. The study uses the high-resolution air quality model
EURAD-IM (EURopean Air pollution Dispersion – Inverse Model), including the four-dimensional variational
data assimilation system (4D-Var), to perform the assimilation of ozone (O3) and nitrogen oxide (NO) vertical
profiles. 4D-Var is an inverse modelling technique that allows for simultaneous adjustments of initial values and
emissions rates. The drone data were collected during the MesSBAR (automated airborne measurement of air
pollution levels in the near-earth atmosphere in urban areas) field campaign, which was conducted in Wesseling,
Germany, on 22–23 September 2021. The results show that the 4D-Var assimilation of high-resolution drone
measurements has a beneficial impact on the representation of regional air pollutants within the model. On both
days, a significant improvement in the vertical distribution of O3 and NO is noticed in the analysis compared
to the reference simulation without data assimilation. Moreover, the validation of the analysis against indepen-
dent observations shows an overall improvement in the bias, root mean square error, and correlation for O3,
NO, and NO2 (nitrogen dioxide) ground concentrations at the measurement site as well as in the surrounding
region. Furthermore, the assimilation allows for the deduction of emission correction factors in the area near the
measurement site, which significantly contributes to the improvement in the analysis.

1 Introduction

In response to the increasing need for high-resolution and
accurate air quality forecasts, extended efforts to improve
the performance of chemical transport models (CTMs) have
been made over recent decades. One of the effective means5

of improvement involves the use of advanced data assimila-
tion techniques (Elbern et al., 2007; Liu et al., 2017; Klo-
necki et al., 2012). The aim is to combine observations and
model data to obtain a better representation of the pollu-
tants in the atmosphere as well as to optimise the input pa-10

rameters, such as emissions, when considering inverse mod-
els. Although data assimilation holds significant potential

for enhancing air quality modelling, its application is often
still limited due to the scarcity of available observational
data. In fact, the observational data types, which are usually 15

used for assimilation (ground-based, airborne, and satellite
observations), are certainly valuable for enhancing forecast
accuracy, but they remain insufficient due to various con-
straints related to their availability, resolution, and especially
their limited vertical coverage. Ground-based observations 20

are the major source of information for regional CTMs and
are generally taken from in situ monitoring networks. Even
if they are fairly dense in the horizontal distribution on a re-
gional scale, no information regarding the vertical distribu-
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tion of air pollutants is provided. In contrast, lidar (light de-
tection and ranging) remote sensing instruments and in situ
sonde measurements can provide this information, but unfor-
tunately, only a sparse and limited number of such stations
exists. Similarly, ground-based Fourier transform infrared5

(FTIR) spectrometers, which are part of the Network for the
Detection of Atmospheric Composition Change (NDACC),
are capable of retrieving vertically resolved mixing ratios
for a range of atmospheric constituents. However, the ver-
tical resolution of these profiles is constrained by their de-10

pendence on a priori information, and the network’s spatial
coverage remains sparse (De Mazière et al., 2018; García
et al., 2021). Multi-axis differential optical absorption spec-
troscopy (MAX-DOAS) is also capable of retrieving trace-
gas and aerosol vertical profiles (Tirpitz et al., 2021). Air-15

borne observations (e.g. In-service Aircraft for a Global Ob-
serving System – IAGOS – or flight campaigns) provide
high-resolution vertical profiles during take-off and landing;
however, the spatial coverage is still limited because of the
high costs (Wang et al., 2022; Petetin et al., 2018; Tillmann20

et al., 2022). Satellite retrievals mainly provide the total col-
umn of air pollutants, thus providing little information on
the vertical distribution of the air pollutant concentrations in
the planetary boundary layer (PBL) and at the earth surface
(Martin, 2008). Consequently, a significant observational gap25

exists in the PBL, which is the lowest part of the atmosphere
characterised by the highest concentrations of air pollutants
due to its vicinity to anthropogenic emission sources (Scheffe
et al., 2009).

Uncrewed aerial vehicles (UAVs), also known as drones,30

are comparatively new measurement platforms that have be-
gun to be widely utilised in recent years to obtain in situ mea-
surements of atmospheric trace gases and aerosols within the
lower atmosphere (Schuyler and Guzman, 2017; Yang et al.,
2023), bringing many opportunities to improve air pollution35

monitoring. The increase in drone applications comes mainly
from their numerous advantages, such as portability and flex-
ibility, while being affordable. In addition, they can provide
in situ observations of various atmospheric constituents with
high temporal and vertical resolution (Lawrence and Balsley,40

2013). However, drone measurements come with some limi-
tations as, for instance, flights are complicated during strong
wind conditions, require good visibility, and are often re-
stricted to maximum altitudes due to aviation safety reasons.
Nevertheless, they can fill the existing observational gap in45

the PBL and provide valuable information on the distribution
of air pollutants.

Several studies present drone campaigns that have ob-
served the atmospheric composition and meteorological pa-
rameters during the last 2 decades (Villa et al., 2016;50

Bretschneider et al., 2022). The measured data, mostly from
the PBL region, were used for research on the atmospheric
boundary layer (Wang et al., 2021) and pollutants’ variabil-
ity and distribution (Altstädter et al., 2015; Illingworth et al.,
2014), as well as to study the properties of aerosols (Roberts55

et al., 2008; Corrigan et al., 2008) and to qualify local emis-
sions sources (Nathan et al., 2015). Furthermore, drone cam-
paigns have been conducted in remote areas, such as the Arc-
tic and Antarctic regions (Lampert et al., 2020), as well as
during volcano eruptions (Diaz et al., 2012). 60

To our knowledge, the assimilation of drone observations
has only been tested in the context of numerical weather pre-
diction (NWP) models (Flagg et al., 2018; Leuenberger et al.,
2020), and no study has yet explored their impact in the case
of chemical data assimilation. Meteorological studies have 65

shown that the assimilation of meteorological drone data has
a positive impact on improving weather forecasts. This has
prompted further ongoing research regarding the possibil-
ity of implementing drone observations in support of opera-
tional meteorology forecasting and for real-time data assim- 70

ilation studies (O’Sullivan et al., 2021). Impact studies have
revealed a large improvement in the vertical distribution of
temperature, relative humidity, and wind, as well as a reduc-
tion in bias and root mean square error (RMSE), when drone
observations are assimilated using a variational data assimi- 75

lation system within high-resolution NWP models (Jonassen
et al., 2012; Flagg et al., 2018; Jensen et al., 2021; Sun et al.,
2020; Leuenberger et al., 2020).

Given the positive impact that has been reported in the
case of meteorological applications, questions arise about 80

the potential benefits and limitations of drone observations
when assimilated within a CTM. In this study, the impact
of drone data assimilation on air quality analyses is investi-
gated using the regional and high-resolution EURopean Air
pollution Dispersion – Inverse Model (EURAD-IM) with its 85

four-dimensional variational (4D-Var) data assimilation sys-
tem (Elbern et al., 2007). Vertical profiles of ozone (O3) and
nitrogen oxide (NO) collected during the MesSBAR (Au-
tomatisierte luftgestützte Messung der Schadstoff-Belastung
in der erdnahen Atmosphäre in urbanen Räumen – automated 90

airborne measurement of air pollution levels in the near-earth
atmosphere in urban areas) field campaign are assimilated.
The potential of drone observations to improve air quality
analysis and forecast is explored in a 2 d (day) case study by
applying the joint optimisation of initial values and emission 95

rates. The aim is to investigate the ability of the 4D-Var sys-
tem to adjust local emission rates using vertical profiles that
were collected in a region characterised by diverse emission
sources. This paper is structured as follows: in Sect. 2, the
EURAD-IM and its 4D-Var data assimilation system are pre- 100

sented. The MesSBAR field campaign and the experimental
design are described in Sect. 3. The results of the 4D-Var data
assimilation experiments are discussed in Sect. 4. Finally, the
summary and conclusions are given in Sect. 5.
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2 The modelling system

2.1 The EURAD-IM model

EURAD-IM (EURopean Air pollution Dispersion – Inverse
Model) is a three-dimensional high-resolution Eulerian CTM
simulating air pollution in the troposphere at continental to5

regional scales. It has been used for several scientific studies
for air quality forecasting, episode scenarios, data assimila-
tion, and inverse modelling (Deroubaix et al., 2024; Gama
et al., 2019; Elbern et al., 2007; Duarte et al., 2021; Franke
et al., 2022, 2024). EURAD-IM is part of the regional Coper-10

nicus Atmosphere Monitoring Service (CAMS), providing
daily air quality forecasts and reanalysis over Europe which
enable continuous quality assurance using observations and
inter-model evaluation (Marécal et al., 2015).

Table 1 presents a summary of the specific model set-15

tings and modules utilised in the EURAD-IM configuration
employed in this study. EURAD-IM describes the transport
by diffusion and advection of various trace-gas components
emitted both by anthropogenic and biogenic sources and con-
siders the gas-phase chemical transformation of about 11020

chemical species with 265 reactions. The MADE (Modal
Aerosol Dynamics model for Europe) module is employed
to investigate aerosol dynamics within EURAD-IM, provid-
ing information on aerosol size distribution and chemical
composition. This module simulates the formation and trans-25

formation of both primary and secondary aerosols, consid-
ering the interactions between the gas phase and aerosols.
EURAD-IM accounts for the loss of chemical components
through wet and dry deposition, as well as aerosol sedimen-
tation. Moreover, EURAD-IM includes a 4D-Var assimila-30

tion system, as described in the subsequent section, along
with the adjoint code derived from the forward code detailed
in Elbern et al. (2007). The adjoint model incorporates the
transport, diffusion, and gas transformation processes of the
chemical species as well as secondary inorganic aerosol for-35

mation.
The CTM is driven by meteorological fields from the

Weather Research and Forecasting (WRF) model (version
3.7; Skamarock et al., 2008) as thermodynamical forcing.
The ECMWF (European Centre for Medium-Range Weather40

Forecasts) IFS (Integrated Forecasting System) global analy-
sis (ERA5) is used for initialisation and boundary conditions
for the WRF simulations. Chemical boundary conditions are
generated by the CAMS global reanalysis data set (EAC4)
that is produced by the ECMWF Composition Integrated45

Forecasting System (C-IFS). Anthropogenic emissions used
for this study are provided by the German Environment
Agency (Umweltbundesamt, UBA) for Germany and by the
TNO-MACC_II inventory (Kuenen et al., 2014) for the rest
of Europe. The emission data set is subject to processing50

in the EURAD Emission Module (EEM) (Memmesheimer
et al., 1995) for seasonal and diurnal redistribution, as well
as attributions to working days and weekends. The emission

data are divided into point and area sources. The data con-
tain emissions of gaseous air pollutants, i.e. carbon monox- 55

ide (CO), nitrogen oxides (NOx), sulfur dioxide (SO2), total
non-methane volatile organic compounds (NMVOCs), and
ammonia (NH3), as well as the aerosols PM10 (particulate
matter with a diameter < 10 µm) and PM2.5 (particulate mat-
ter with a diameter < 2.5 µm). Biogenic emissions are cal- 60

culated online using the Model of Emissions of Gases and
Aerosols from Nature (MEGAN), while wild-fire emissions
are not considered here and did not play a role in the investi-
gated case.

2.2 4D-Var data assimilation 65

The EURAD-IM data assimilation system is based on the
4D-Var method as described in Elbern and Schmidt (2001)
and Elbern et al. (2007). The 4D-Var approach aims to deter-
mine the optimal model state by combining the prior infor-
mation (e.g. provided by a forecast) with observational data 70

over an assimilation window through the minimisation of the
following cost function J :

J (xo,e)= Jb(xo)+J0(xo)+Je(e)

=
1
2

(
xo− xb

)T
B−1

(
xo− xb

)
+

1
2

n∑
i=0

(
(yi −HiMixo)T R−1

i (yi −HiMixo)
)

+
1
2

(
e− eb

)T
K−1

(
e− eb

)
. (1)

Here, the optimisation is subject to the initial conditions xo
and the emission correction factor e. The cost function equa- 75

tion includes an additional element (in contrast to the usual
4D-Var used for NWP) that accounts for emissions (Je (e)).
The model state is mapped from the model space to the ob-
servation space by the observation operator Hi and the model
operator Mi , producing the model equivalents of each ob- 80

servation yi . The matrices B, R, and K represent the error
covariance matrices associated with the a priori state vector
xb, the observations yi , and a priori emissions eb, respec-
tively. The matrix R considers only diagonal elements (i.e. it
ignores any error correlation between different observations) 85

while accounting for the uncertainties in the measurements
and model representation error. The matrix B is estimated
using error variances and the diffusion operator proposed by
Weaver and Courtier (2001). Thus, B can be factorised as
B= B1/2BT/2 for use in the preconditioning of the highly 90

underdetermined data assimilation system. The matrix K is
defined as block diagonal, with non-zero entries for corre-
lations between species and nearby emissions. The variance
and correlation values are provided in Paschalidi (2015). The
minimisation of the cost function J is performed through 95

an iterative process using the quasi-Newton limited-memory
L-BFGS algorithm (Liu and Nocedal, 1989), which includes
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Table 1. Summary of EURAD-IM configuration.

Processes Modules and references

Transport Advection Walcek scheme (Walcek, 2000)

Gas-phase chemistry Kinetic chemistry mechanism RACM-MIM (Stockwell et al., 1997)
Dry deposition Zhang et al. (2003) scheme
Wet deposition Roselle and Binkowski (1999)
Chemistry solver KPP (Sandu and Sander, 2006)

Aerosols Aerosol dynamics MADE (Ackermann et al., 1998)
Secondary inorganic aerosols HDMR (Rabitz and Aliş, 1999)
Secondary organic aerosols SORGAM (Schell et al., 2001)

Emissions Biogenic emissions MEGAN (Guenther et al., 2012)
Anthropogenic emissions TNO–UBA emission inventory (Kuenen et al., 2014)

Assimilation 4D-Var system Elbern et al. (2007)
Minimisation algorithm L-BFGS algorithm (Liu and Nocedal, 1989)
Background error covariance modelling Weaver and Courtier (2001)

the iterative integration of the forward and adjoint EURAD-
IM.

3 The MesSBAR campaign analysis

3.1 Air quality measurements

The MesSBAR field campaign took place near Wesseling,5

Germany, on 22–23 September 2021. During these 2 d, a
multicopter system composed of a drone and a set of low-
cost air quality monitoring instruments was used to carry
out vertical profile measurements of air pollutants during the
morning hours. Among the instruments loaded on the multi-10

copter, electrochemical sensors were used to monitor nitro-
gen oxide (NO), and a personal ozone monitor (POM) was
deployed for assessing ozone (O3) concentrations. The NO
drone observations have an accuracy of 35 % at 40 ppbv with
a precision of ± 2.5 ppbv (1σ at 30 s time resolution). POM15

provides an accuracy of 1.5 ppbv and a precision of 1.5 ppbv
(1σ at 10 s time resolution) in the observed O3 mixing ra-
tio range. The feasibility of using these sensors for measure-
ments in the PBL was discussed in Schuldt et al. (2023) and
Tillmann et al. (2022). A detailed description of the devel-20

opment, technical characteristics, and calibration of the mul-
ticopter system can be found in Bretschneider et al. (2022).
The campaign’s base was located within the proximity of the
A555 highway, which is a much-frequented connection be-
tween the German cities of Cologne and Bonn. The mea-25

surements were conducted above agricultural land located
about 1 km south of the town of Wesseling. The city cen-
tres of Cologne and Bonn are about 15 km north and 10 km
south of the measurement location, respectively (Fig. 1).
The Wesseling region is located within the Rhineland chem-30

ical region and is widely recognised as a leading chem-
ical hub in Europe. Wesseling, in particular, hosts a re-

markable level of industrial activity attributed to the pres-
ence of major companies operating in the chemical and
petroleum sectors (source: https://www.chemcologne.de/en/ 35

investments/the-rhineland-chemical-region, last access: 21
February 2024).

The objective of this campaign was to capture the early-
morning evolution of air pollutant concentrations with the
development of the PBL. Furthermore, the proximity to the 40

highway allows for measurements of pollutants specifically
originating from traffic sources.

The drone is operated by an autopilot system that uses
an inertial navigation solution with an earth-related posi-
tion based on GNSS (Global Navigation Satellite System) 45

data. During the measurements, the autopilot controls a con-
stant lateral position and a constant vertical climb rate of ap-
proximately 1 m s−1. Wind affects only the attitude of the
copter, but given the low-wind situations during this cam-
paign, the effect on the attitude can be neglected. The drone 50

reached a maximum altitude of 350 m. This altitude limita-
tion was imposed by air traffic restrictions in the area due
to its proximity to the Cologne Bonn Airport. During each
drone flight, two profiles were acquired: one ascending pro-
file and one descending profile were done in a short period 55

of time. For the assimilation experiments carried out with
EURAD-IM, only the ascending profiles were utilised due
to their higher accuracy (Schlerf et al., 2024). The measure-
ments during the descending flights are strongly influenced
by the turbulence generated by the drone’s propellers, which 60

reduces the data quality. In this study, the vertical profiles of
O3 and NO obtained from the multicopter are utilised and
assimilated within EURAD-IM. The vertical resolution of
these profiles is approximately 10 m, with 254 data points
assimilated on 22 September 2021 and 257 on 23 September 65

2021 for both O3 and NO. Additionally, observations from
two ground-based stations situated on both sides of high-

https://www.chemcologne.de/en/investments/the-rhineland-chemical-region
https://www.chemcologne.de/en/investments/the-rhineland-chemical-region
https://www.chemcologne.de/en/investments/the-rhineland-chemical-region
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Figure 1. Geographic map displaying the MesSBAR measurement location, air quality ground stations, and meteorological station situated
near the A555 highway. (Source: ©OpenStreetMap contributors 2023; distributed under the Open Data Commons Open Database License
(ODbL) v1.0.)

way A555 (Fig. 1) are used to validate the simulation results.
Furthermore, meteorological observations from an automatic
weather station, located approximately 1 km southeast of the
measurement site, are employed for comparing meteorologi-
cal data, especially the wind fields.5

3.2 Simulation set-up

The objective of this study is to investigate the impact of
O3 and NO drone profile assimilation on the air quality
analysis using high-resolution EURAD-IM simulations. The
model grid has a horizontal resolution of 5 km× 5 km and10

is vertically divided into 30 layers defined by terrain fol-
lowing sigma coordinates between the surface and 100 hPa,
with about 19 layers covering the lowest 1 km of the atmo-
sphere. The EURAD-IM domain covers central Europe, in-
cluding Germany with 271×298 grid points. The model out-15

put is adjusted to provide forecasts with a temporal resolu-
tion of 60 s, allowing for a more precise comparison with
the high-resolution drone observations. To assess the impact
of drone data assimilation on air quality forecasts, simula-
tions are conducted both with and without data assimilation20

(Table 2). The joint initial value and emission rate optimisa-
tion mode of EURAD-IM is activated for this purpose. Two
24 h experiments are performed without assimilation: one on
22 September 2021 and the other on 23 September 2021. For
these experiments, the model is initialised from a climato-25

logical chemical state with a spin-up simulation of 6 d (16–
21 September 2021) prior to the campaign dates in order to
establish a chemically balanced initial state. Moreover, two
additional simulations focusing on O3 and NO data assimila-
tion are performed for 24 h on 22 and 23 September 2021.30

The assimilation window is deliberately selected to coin-
cide with the availability of observations, aiming to minimise
computational time in the simulations while also ensuring a
meaningful lead time for emission optimisation. For drone

data assimilation, the observation error is considered as the 35

sum of measurement and representativeness errors. The mea-
surement error for O3 is taken as the standard deviation of the
measurements. For NO, the error εmeas is estimated accord-
ing to Elbern et al. (2007) by defining a relative error εrel and
a minimal absolute error εabs: 40

εmeas =max(εabs,εrel · y), (2)

where y is the individual observation. The absolute error
used for NO is 2 ppbv, and the relative error is considered
to be 20 % of the observed values.

The representation error is calculated by applying the cor- 45

responding formula from Elbern et al. (2007), which consid-
ers the grid cell spacing (dx), the representativeness length
of the measurement location (Lx), and an absolute error spe-
cific to the measured species. The formula is expressed asTS1

50

εrep =

√
dx

Lx
× εabs. (3)

The grid cell spacing (dx) corresponds to the spatial reso-
lution of the measurement grid, while the representativeness
length (Lx) indicates the effective range over which the mea-
surement is considered representative. In this case study, Lx 55

is set to 3 km. The absolute error (εabs) varies by species: it
is 2 ppbv for O3 and 3 ppbv for NO. For the estimation of
background errors, horizontal correlation lengths of 2.5, 10,
and 20 km are employed at the surface, at the top of the PBL,
and at the upper model levels, respectively. 60

3.3 Evaluation of the wind situation

The wind is a critical parameter that governs the dispersion
of air pollutants and their transport, with a direct influence
on emission optimisation within the framework of inverse
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Table 2. Model simulations presented in this study.

Experiment Assimi- Assimilation Assimilated
name lation Period window observations

REF_22SEP No 24 h, 22 September 2021 – –
REF_23SEP No 24 h, 23 September 2021 – –
DA_22SEP Yes 24 h, 22 September 2021 00:00–11:00 UTC Six drone profiles of O3 and NO
DA_23SEP Yes 24 h, 23 September 2021 00:00–09:00 UTC Five drone profiles of O3 and NO

CTMs. The wind conditions at the observation site are evalu-
ated for two purposes: firstly to validate the suitability of the
measurement site location for measuring local traffic emis-
sions and secondly to assess the horizontal wind for applica-
tions to emission optimisation.5

Figure 2a and b show the surface wind speed and direction
observed by the nearby weather station during the flights’ op-
eration hours. The dominant wind direction is primarily from
the southeast on 22 September 2021, with a maximum speed
of 1.3 m s−1, while it comes from the south to southeast in10

the morning hours of 23 September 2021, with a maximum
recorded speed of 2.0 m s−1. This indicates that the obser-
vation point is strategically located downwind of the nearest
traffic emission source, which enabled the multicopter to suc-
cessfully capture the emissions from the highway.15

Apart from the surface conditions during the measuring
period, each of the 2 d is characterised by a distinct wind
situation, as shown in the horizontal wind profiles extracted
from the WRF simulations in Fig. 2c and d. On 22 September
2021, the wind patterns exhibit vertical wind shear through-20

out the day and across all levels, changing direction from
the east-southeast at lower altitudes to the west-northwest at
higher altitudes. However, the wind intensity remains rela-
tively low, measuring less than 3.0 m s−1. On 23 September
2021, the surface wind direction aligns with the observations25

during the campaign period. Nevertheless, at higher levels
and beyond the campaign period, westerly and southwesterly
winds dominate, and their speed increases with height. The
maximum speed of 12.0 m s−1 is reached at 450 m between
05:00 and 07:00 UTC. The difference in the wind profiles30

between the 2 d may result in variations in the assimilation
results, particularly with respect to emission optimisation.

4 Results

4.1 Impact on vertical profiles

In order to evaluate the impact of the drone data assimila-35

tion on the air pollutants’ vertical distribution and given the
lack of independent vertical profiles, the simulation results
are first compared to the drone observations that are assimi-
lated. Figure 3 presents the observed O3 and NO drone pro-
files as well as vertical profiles resulting from the 4D-Var as-40

similation and the reference simulations. For both days, the
4D-Var analyses agree better with the drone observations in

comparison to the reference forecast for both species, which
indicates the successful assimilation of the drone observa-
tions. On 22 September 2021, an underestimation by the ref- 45

erence simulation is observed for the O3 levels at altitudes
above 200 m, with discrepancies reaching up to 15 ppbv, es-
pecially for the first three flights (F1, F2, and F3). The as-
similation of drone profiles significantly reduces this under-
estimation. The bias was reduced by 98 % (−4.58 ppbv) for 50

F1, 36 % (−0.74 ppbv) for F2, and 41 % (−1.44 ppbv) for
F3, with an average reduction of 30 % (−0.73 ppbv) across
all flights (Table 3). On 23 September 2021, the reference
model run overestimates O3 concentrations at both ground
and near-surface levels. The most pronounced overestima- 55

tions occur during the first three flights of the day (F7, F8,
and F9), with discrepancies reaching up to 20 ppbv. Follow-
ing the 4D-Var assimilation, the O3 bias is reduced by more
than 82 % (−12.49 ppbv) for F7, 56 % (−2.86 ppbv) for F8,
and 25 % (−0.96 ppbv) for F9. As a result, the overall O3 60

bias on the second day is reduced by approximately 55 %
(−3.46 ppbv) (Table 3).

On both days, the reference simulations underestimate the
NO vertical distribution at all heights, with the strongest dis-
crepancies at ground level. Improvement due to the assim- 65

ilation is accomplished mostly at surface and near-surface
levels for the initial three flights of each day (F1, F2, F3,
F7, F8, and F9), with more pronounced adjustments on the
second day at ground level, while at higher levels during
these same flights, the impact of the assimilation is mini- 70

mal to non-existent, for instance, for flights F7 and F8 above
150 m. Overall, bias reductions of 24 % (6.78 ppbv), 33 %
(11.61 ppbv), and 23 % (8.91 ppbv) were observed for F1,
F2, and F3, respectively. On the second day, greater improve-
ments were achieved, with reductions of 30 % (4.17 ppbv) 75

for F7, 49 % (10.1 ppbv) for F8, and 57 % (15.29 ppbv) for
F9. Because the pollutant concentrations are well-mixed in
the PBL, a uniformly positive impact throughout the verti-
cal can be seen in the NO analyses of the later flights of the
day (F4, F5, F6, F10, and F11). The bias is reduced by 38 % 80

(−10.81 ppbv) for F4, 54 % (−15.26 ppbv) for F5, and 49 %
(−14.66 ppbv) for F6. On the following day, the bias reduc-
tion is smaller, with a 27 % (−7.48 ppbv) reduction for F10
and 18 % (−5.58 ppbv) for F11. Overall, the 4D-Var assim-
ilation of drone observations leads to a substantial reduction 85

in NO biases, with a 36 % reduction (−11.34 ppbv) on the
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Figure 2. Observed surface wind speed and direction during the measurement period on 22 September 2021 (a) and 23 September 2021
(b). Forecast of horizontal wind profiles for different hours for the lowest 500 m at the campaign location on 22 September 2021 (c) and 23
September 2021 (d).

first day and a 35 % reduction (−8.52 ppbv) on the second
day, between the reference model forecast and observations
(Table 3).

These results highlight the successful assimilation of
drone observations by the EURAD-IM 4D-Var system. The5

accuracy of these findings is further examined and discussed
in Sect. 4.3 through a validation process using independent
observations.

4.2 Emission optimisation

The 4D-Var data assimilation method applied here aims at10

finding the best representation of the pollutants combining
the knowledge provided by the EURAD-IM simulations and
the drone O3 and NO profile observations. The method re-
lies on the assumption that the largest uncertainties in the
modelled pollutant concentrations are based on uncertainties15

in initial values and emission rates. Emission correction fac-
tors for 25 anthropogenic pollutants can be deduced from the
analysis. Consequently, it is worth looking at the emission

factors being analysed to gain a first insight into the potential
to retrieve detailed information about emission assessment 20

by applying this inverse modelling technique. However, their
generalisation and significance should be carefully evaluated,
mainly because of the limited number of drone profiles avail-
able, their unequal distribution during the course of the day,
the resulting short assimilation windows, and the lack of a 25

long-term statistical analysis.
The assimilation experiments performed with the O3 and

NO drone observations result in significant corrections of
NO and NO2 emission rates in the grids surrounding the ob-
servation site. The resulting emissions factors, which repre- 30

sent the ratio between the optimised emission rates and the
input emission rates for each species, have variability that
ranges from 1 to 4 for NO and from 1 to 6 for NO2 in the
DA_22SEP experiment. In contrast, the variability extends
from 1 to 14 for both NO and NO2 in the DA_23SEP ex- 35

periment (Fig. A1). This indicates that an increase in emis-
sions is analysed in the studied region. Figure 4 (first row)
displays the original daily NOx emissions rates and the anal-
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Table 3. O3 and NO biases (model value minus observation; in ppbv) for each flight.

Model runs
O3 vertical profiles

F 1 F 2 F 3 F 4 F 5 F 6 Daily absolute bias

REF_22SEP −4.65 −2.06 −3.53 −1.23 −0.91 −2.49 2.48
DA_22SEP 0.07 −1.32 −2.09 −0.38 −2.42 −4.20 1.75

F 7 F 8 F 9 F 10 F 11 Daily absolute bias

REF_23SEP 15.20 5.12 3.81 3.64 3.86 6.33
DA_23SEP 2.71 −2.26 −2.85 −3.92 −2.63 2.87

NO vertical profiles

F 1 F 2 F 3 F 4 F 5 F 6 Daily absolute bias

REF_22SEP −27.96 −35.39 −39.34 −28.21 −28.11 −30.09 31.52
DA_22SEP −21.18 −23.78 −30.43 −17.40 −12.85 −15.43 20.18

F 7 F 8 F 9 F 10 F 11 Daily absolute bias

REF_23SEP −13.95 −20.75 −26.65 −28.03 −30.88 24.05
DA_23SEP −9.78 −10.65 −11.37 −20.55 −25.30 15.53

ysed emission changes on 22 and 23 September 2021. A
significant increase in NOx emissions is obtained in the
DA_22SEP results, with changes in emission rates reaching
up to 16 Mg d−1 in the grid cells located north and northwest
of the observation site. The emission of 16 Mg d−1 represents5

approximately 3.46 % of the total daily NOx emissions in the
analysed region, which is about 462 Mg d−1. For DA_23SEP
in contrast, the emission rates increase by up to 10 Mg d−1

in the grid cells surrounding the observation site. Based on
the chemical coupling with NO and O3, carbon monoxide10

(CO), sulfur dioxide (SO2), and sulfate (SO4) emissions are
optimised, resulting in emission correction factors between 1
and 3 (not shown).

To interpret the results and to investigate this discrepancy
between the 2 d, the changes in NOx emissions are evalu-15

ated according to the emission source sectors. Figure 4 ad-
ditionally shows the original NOx emissions and the anal-
ysed emission changes for three dominant polluter sectors
in this region: power production, industry, and road trans-
port. The original emission data set includes in total 1220

GNFR (gridded nomenclature for reporting) sectors, while
only these three sectors are substantially affected in the
analysis. The DA_22SEP results indicate that 75 % of the
emissions increase can be attributed to power generation
and industrial activities. The remaining emission increase is25

mainly attributed to the road transportation sector. For the
DA_23SEP results, almost half of the analysed emissions
come from the road transport sector. In some grid cells, the
additional road emissions of DA_23SEP are twice as high as
those of DA_22SEP, reaching up to 6 Mg d−1 compared to30

1.5 Mg d−1, respectively.
The area affected by the emission corrections differs for

the 2 consecutive analysis days. This disparity lies in the dif-

ferent meteorological conditions, particularly in the variation
in wind patterns, that occur during these days. As shown in 35

Fig. 2 the prevailing winds in the studied region have low
intensity and significant variability at the ground and high
altitude on 22 September 2021, while on 23 September, the
wind is more intense and predominantly originating from the
west. This causes different dispersion situations for the pol- 40

lutant during the 2 d.
This can be seen in Fig. 5, which shows tropospheric NO2

columns observed by TROPOMI (Tropospheric Monitoring
Instrument) on board the Sentinel-5 Precursor (Sentinel-5P)
satellite. These data highlight that the accumulation of pollu- 45

tants resulting in high NO2 concentrations is very distinct for
each individual day. On 22 September 2021, TROPOMI data
show a highly polluted area north and northwest of the ob-
servation site, which does not persist on 23 September 2021.
This might explain the increase in emissions rates seen in the 50

DA_22SEP results to the north and northwest of the obser-
vation site. However, it is unfortunately not possible to di-
rectly obtain information about the NO2 emissions from the
TROPOMI data. Nevertheless, the 4D-Var assimilation algo-
rithm seems to react to the high concentrations by attributing 55

corrections to emission increases.
These results indicate the strong effects of the wind con-

dition on the observability of the drone measurement. Nev-
ertheless, it shows the potential that the drone observations
have for emission optimisation, especially for emissions that 60

are emitted at higher altitudes, such as power plants and in-
dustries. Drawing definitive conclusions regarding the accu-
racy of emissions changes is consistently challenging, pri-
marily due to the scarcity of emissions observations. Con-
sequently, we will validate the 4D-Var analysis using inde- 65

pendent ground-based observations, and we will analyse the
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Figure 3. The vertical profiles of O3 and NO measured by the drone system (red line) and compared to the 4D-Var analysis (blue line)
and the reference run (black line) for all flights on 22–23 September 2021. The red shading highlights the standard deviation of the drone
observations.

contribution of emission changes to the observed improve-
ments in order to evaluate the potential of drone observations
in optimising emission rates.

4.3 Validation against independent observations

4.3.1 Local impact5

To validate the impact of the drone data assimilation, we
compare the experiment results with independent ground-
based observations. Local observations from two monitoring
stations located one on each side of the A555 highway but
in the same grid cell as the assimilated data (Fig. 1) are used10

for this evaluation. Figure 6 shows the daily time series of
observed O3, NO, and NO2 concentrations along with the
modelled concentrations from both the reference and assimi-
lation experiments. To evaluate the benefits of the drone data
assimilation, the bias, RMSE (root mean square error), and15

Pearson correlation are examined for all experiments aver-
aged over the assimilation window and over a 24 h period
(Table 4) using the means of the observations from the two
stations as reference.

The DA_22SEP experiment performance for the O3 con- 20

centrations is almost similar to the reference experiment
(REF_22SEP). Following the analysis of Sect. 4.1, this is
expected because the a priori forecast and the drone obser-
vation for near-ground O3 concentration agree well during
this day. The main improvement during the first day is seen 25

for the NO concentrations within the assimilation window
as well as during the subsequent free forecast. The assimi-
lation of drone observations results in a strong reduction in
the bias of 87 % (−20.48 µg m−3) and the RMSE of 20 %
(−7.7 µg m−3), with an amelioration in the Pearson corre- 30

lation of 0.15 over the 24 h period. The daily NO2 cycle
is impacted by the assimilation due to its chemical cou-
pling with O3 and NO. Therefore, the assimilation experi-
ment exhibits a better performance during the daytime rel-
ative to the reference experiment. However, during the late 35

afternoon and nighttime, REF_22SEP performs better than
DA_22SEP, as NO2 is slightly overestimated. The best per-
formance of the drone data assimilation results is obtained
on 23 September 2021. A remarkable improvement in the O3
concentration is noticed within the initial 7 h of the day, while 40

a deterioration is observed between 16:00 and 24:00 UTC.
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Figure 4. Daily NOx emissions within the analysed domain (left column) and the analysed NOx emission changes on 22 September (middle
column) and 23 September (right column) 2021. The rows (from top to bottom) display the total NOx emissions and the emissions from
public power production, industry, and road transport.

Figure 5. Maps of the TROPOMI NO2 tropospheric columns (in molec. cm−2) over the studied area on 22 September 2021 at 11:00 UTC
(left) and on 23 September 2021 at 12:18 UTC (right). Source: https://browser.dataspace.copernicus.eu/ (last access: 30 May 2024).

The daily bias is reduced by 60 % (−11.18 µg m−3) and the
RMSE by 46 % (−11.06 µg m−3), which also results in an
improvement in the correlation of 0.22 during the assimi-
lation window. An improvement in the assimilation results
is achieved for NO concentrations. The assimilation experi-5

ment reduces the bias by 53 % (−13.07 µg m−3) and RMSE
by 28 % (−11.59 µg m−3), with an amelioration in the cor-

relation of 0.5 over the 24 h evaluation period. For NO2,
a notable improvement can be seen in the forecast from
DA_23SEP compared to REF_23SEP. Within the assimila- 10

tion window, the bias reduced by 43 % (−7.77 µg m−3), the
RMSE reduced by 29 % (−6.68 µg m−3), and the correlation
improved by 0.19.

https://browser.dataspace.copernicus.eu/
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Figure 6. Temporal evolution of the O3, NO, and NO2 concentrations as observed by the ground stations (red line) and given by the model
in the corresponding grid cell: the reference (black line) and the analysis (blue line) over the 24 h forecast period on 22 and 23 September
2021. Green dots highlight the time of the assimilated drone profiles.

Table 4. Statistical comparison of ground-based observations and model outputs (REF: reference run; DA: assimilation run) for O3, NO, and
NO2 during the assimilation window and, in parentheses, the 24 h forecast on 22–23 September 2021. The bias and RMSE are in micrograms
per cubic metre (µg m−3).

Statistics
O3 NO NO2

REF DA REF DA REF DA

22
Se

p

20
21

Bias −3.91 (−6.02) −4.37 (−8.50) −39.93 (−23.45) −14.52 (−2.97) 2.97 (−1.40) 27.17 (15.73)
RMSE 10.52 (11.42) 10.93 (13.73) 53.17 (37.84) 38.44 (30.14) 13.90 (17.66) 32.08 (26.10)
Correlation 0.83 (0.92) 0.81 (0.92) −0.14 (0.13) −0.10 (0.28) −0.13 (0.20) 0.16 (0.18)

23
Se

p

20
21

Bias 18.53 (−5.37) −7.35 (−21.60) −52.62 (−24.82) −23.61 (−11.75) −17.83 (−9.45) 10.06 (8.99)
RMSE 24.10 (21.91) 13.04 (26.32) 66.16 (41.77) 46.93 (30.18) 22.84 (17.40) 16.16 (18.70)
Correlation 0.70 (0.71) 0.92 (0.86) −0.28 (−0.07) 0.22 (0.56) 0.40 (0.28) 0.59 (0.49)

These results indicate that the 4D-Var assimilation of the
drone observations has the potential to improve the concen-
tration of O3, NO, and NO2 during the early morning and
daytime when optimising both the initial values and emis-
sions rates simultaneously. The observed deterioration of the5

O3 and NO2 forecast during the late afternoon and night-
time in the DA_23SEP assimilation run is likely related to
the NOx titration process. During the night, O3 removal is

the dominant process in areas with significant NO emission
sources (Sillman, 1999). Taking this into account may indi- 10

cate that the drone data assimilation provides a higher esti-
mate of NO2 emissions during the night. Since the assim-
ilation algorithm derives only one emission factor per day,
the amplitude of the daily temporal emission profile is ad-
justed. It is assumed that the temporal emission profile is 15

more certain than the emission strength. Deriving, for exam-
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Figure 7. Temporal evolution of the RMSE (model− observations)
(in ppbv) for O3 calculated for the reference (black) and the data as-
similation (blue) runs over the 24 h forecast period across all ground
stations on 22 September 2021 (a) and 23 September 2021 (b).
Green dots highlight the time of the assimilated drone profiles.

ple, hourly emission factors instead would allow for more
flexible adjustments of the emissions, which would be bene-
ficial for the nowadays strongly regulated emission sources,
such as power production (dependent on the availability of
renewable energy). Previous studies demonstrated that the5

temporal distribution of traffic emissions significantly influ-
ences nighttime concentrations of NO2 and O3 (Menut et al.,
2012). As the emission optimisation process maintains the
same temporal variability, it is necessary to have 24 h data
assimilation to improve the nighttime O3 and NO2 forecasts.10

Moreover, an inaccurately predicted PBL height can lead to
uncertainties in the O3 and NO2 forecasts. A full analysis of
the PBL representation is however beyond the scope of this
study.

4.3.2 Regional impact15

To further investigate the effect on a larger spatial scale, an
additional validation is performed using independent ground-
based observations from six different ground-based air qual-
ity monitoring stations situated in the vicinity of the observa-
tion site (Fig. 1, Table A1). For this validation, only stations20

that are impacted by the assimilation are selected. These are
located at distances ranging from 12 to 85 km from the cam-
paign location. Given the unavailability of NO observations,
this validation considers only O3 and NO2. Although NO2 is
not assimilated in this study, it is indirectly influenced due to25

chemical coupling with the observed species and via the op-
timised NOx emissions. Figure 7 presents the hourly RMSE
time series of O3 concentrations for the assimilation and ref-

erence experiments, averaged over all selected stations. Cor-
responding results for NO2 are depicted in Fig. A2. The in- 30

dividual RMSEs of O3 and NO2 within the assimilation win-
dow for all simulations per station are presented in Table 5.

Figure 7 shows that the O3 RMSE for DA_22SEP and
DA_23SEP is notably lower than that REF_22SEP within
the data assimilation window. Outside the assimilation win- 35

dow, only a small added error is noted between 11:00 and
17:00 UTC for DA_22SEP, which appears similar to the re-
sults of the local validation, while no impact is observed dur-
ing the subsequent free-forecast period for DA_23SEP. The
largest RMSE reduction of 30 % takes place at Station 59 40

(−2.26 ppbv) on 22 September and of 40 % (−6.61 ppbv) on
23 September, as well as 35 % at Station 80 (−2.22 ppbv)
on 22 September and 34 % (−4.98 ppbv) on 23 Septem-
ber. These stations are situated 12 and 43 km north of the
campaign site, respectively. The smallest reductions occur 45

at the stations of furthest distance, namely 5 % at Sta-
tion 8 (−0.59 ppbv) on 22 September and 4 % (−0.46 ppbv)
on 23 September and 2 % at Station 179 (−0.73 ppbv) on
22 September and 7 % (−1.22 ppbv) on 23 September, which
are located approximately 85 km northeast of the campaign 50

site. These results suggest that the positive impact of the
drone data assimilation is transported to a broader area sur-
rounding the campaign location, resulting in an improvement
in O3 concentrations across a larger area.

For NO2, a significant RMSE reduction is found at Sta- 55

tion 80, with a decrease of 72 % (−7.7 ppbv) for DA_22SEP.
However, the RMSEs for Station 59 and Station 53 show
an increase within the assimilation window. For DA_23SEP,
better results can be seen for all stations except for the rural
Station 59. The best reduction of 21 % is achieved at Station 60

80 (−4.16 ppbv) and 22 % at Station 114 (−2.80 ppbv).
Despite the simplicity of the current assimilation ap-

proach, which only incorporates data from a single grid box,
a positive effect of assimilation is apparent even for stations
situated at greater distances from the drone campaign loca- 65

tion. This is attributed to the spatial spread of the analysis
increment throughout large areas of the studied region.

4.4 Discussion of the potential and limitations of drone
data assimilation

The analysis of the DA_22SEP and DA_23SEP experiments 70

shows that the assimilation of drone observations has a
positive impact on the vertical distribution of O3 and NO
and on the daily cycle of O3 and NOx at ground level.
These promising results underscore the significant potential
of drone data assimilation in enhancing regional air quality 75

analysis. Moreover, the assimilation process provides opti-
mised emissions rates for each day. To investigate the role
of emission optimisation in the analysis improvement, Ta-
ble 6 presents the cost reduction for O3 and NO, as well as
the partial costs attributed to the optimisation of the initial 80
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Table 5. The O3 and NO2 RMSEs between observation data and model results obtained with (DA) and without (REF) drone data assimilation.
The results are shown for every ground-based station for the assimilation window. The RMSE is in parts per billion by volume (ppbv).

RMSE DA window DA window

REF_22SEP DA_22SEP REF_23SEP DA_23SEP

Station 8 11.33 10.74 12.17 11.71
Station 53 10.29 9.66 8.19 7.29

O3 Station 59 7.75 5.49 16.71 10.10
Station 80 6.35 4.13 14.58 9.60
Station 114 25.86 24.39 22.69 19.87
Station 179 27.96 27.23 17.55 16.33

Station 8 18.11 17.49 24.05 22.92
Station 53 12.85 23.81 10.26 10.77

NO2 Station 59 24.25 44.34 16.88 24.45
Station 80 10.63 2.93 19.59 15.43
Station 114 24.14 25.82 12.81 10.01
Station 179 17.78 18.04 19.85 18.08

Figure 8. Vertical cross section of the analysis increment of O3, NO, and NO2 on 23 September 2021 at selected time steps. The cross section
is located along the latitude of the MesSBAR campaign site.

values (IVs)
(

Jb(xo)
J (xo,e)

)
and the emission correction factors

(EFs)
(

Je(e)
J (xo,e)

)
. For both assimilation experiments, the costs

are reduced by more than 30 %, which confirms the success-
ful assimilation of the drone profiles. In particular, the O3
costs of DA_23SEP are highly reduced by 80 %, resulting5

in a precise alignment between the 4D-Var analysis and the
O3 observations. The partial costs vary between the 2 d. For
DA_22SEP, the costs associated with IV are more than twice
those of EF, which indicates important IV adjustments and a
minimal impact of the emission changes in the cost minimi-10

sation. In contrast for DA_23SEP, the effect of optimising
the emissions is higher. This indicates that a significant part
of the improvement observed in the analysis is due to the op-
timisation of EF. Therefore, the drone observations may also
have significant potential for assessing local emissions. In a 15

recent study by Wu et al. (2022), it was demonstrated that for
high-altitude observations, the efficiency of emission rate op-
timisation is conditioned by favourable wind conditions and
strong vertical diffusion.

Despite the observed improvements in the analysis, 20

some limitations are noted. Firstly, the results reported in
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Table 6. The percentage of cost reduction achieved for O3 and NO,
as well as the percentage of the partial costs attributed to initial
value correction (IV) and emission correction factor (EF) relative to
the total cost function.

Cost reduction Partial costs

O3 NO EF IV

DA_22SEP 34 % 41 % 9 % 25 %
DA_23SEP 80 % 36 % 10 % 4 %

Sect. 4.1 show a limited impact on the NO vertical pro-
files on 23 September 2021. Although effective correction
is achieved at the ground and near-ground levels, limited im-
provements are obtained for the NO concentrations at higher
altitudes (above 150 m) for the first three profiles of the5

day. Figure 8 illustrates the vertically resolved analysis in-
crement (4D-Var analysis – reference run) for O3, NO, and
NO2 on 23 September 2021. A negative O3 increment along-
side a positive NO2 increment is noted, both exhibiting a
well-developed vertical spread. The NO increment is con-10

strained near ground level during the early hours of the day.
The reason behind this is the NOx titration process, where
freshly emitted NO, including additional NO emissions re-
sulting from emission optimisation, reacts with O3 to pro-
duce NO2. To achieve better results, a larger NO increment15

is needed. However, the NO observations from the drone ex-
hibit high measurement errors compared to the background
errors, which limits the effectiveness of assimilating these
data.

Secondly, some suboptimal outcomes are observed in the20

free run, namely for O3 and NO2 ground concentrations, sug-
gesting that the advantage of the drone data assimilation is
limited to the assimilation window (Figs. 6, A3, and A4).
Nevertheless, this result is not surprising and is completely
explainable. Initially, it is important to note that the refer-25

ence model simulation already provides underestimations of
O3 peaks during the afternoon and nighttime, which may be
linked to uncertainties in the boundary layer height at night,
vertical diffusion, and/or emission profiles. Through the 4D-
Var assimilation of drone data, adjustments are made to the30

NOx emissions. However, in regions characterised by high
NOx emissions, O3 formation exhibits reduced sensitivity
to NOx emissions but increased sensitivity to VOCs (Visser
et al., 2019; Sillman, 1999). Thus, the inability to adjust O3
concentrations and, consequently, NO2 in our simulations is35

not a limitation specific to drone data assimilation.

5 Conclusion

In this study, drone profile measurements of O3 and NO
are assimilated using the 4D-Var data assimilation system of
EURAD-IM. This represents the first application of drone40

data assimilation within a CTM. The primary objective is to

assess the ability of drone observations to improve regional
air quality analysis when the joint initial value and emission
correction factor optimisation approach is applied. The re-
search is conducted using data collected during the 2 d MesS- 45

BAR campaign in 2021. To evaluate the results, a comparison
is made with ground-based observations obtained at stations
very close to the drone flight base location. Moreover, re-
gional validation is conducted using ground-based data from
the European air quality monitoring network. 50

The 4D-Var assimilation of drone data has a positive im-
pact on the representation of these pollutants in the PBL.
First, significant improvements are noted in the O3 and NO
vertical profiles, with biases decreasing by 30 % and 55 %,
respectively, on the first day and by 35 % on the second day 55

for both species. Moreover, there is a noticeable impact on
ground concentrations in the analysis. In the studied grid cell,
biases are reduced by up to 60 % for O3, 55 % for NO, and
43 % for NO2 ground concentrations within the assimilation
window. Furthermore, due to the pollution transport and the 60

connected information propagation in the 4D-Var algorithm,
a positive impact is seen in the ground concentrations of
O3 and NO2 in locations farther from the measurement site.
This study also identifies the assessment of emission correc-
tion factors as one component of the analysis improvements 65

which underline the potential of the drone observations to be
beneficial for emission optimisation.

There are some limitations to this study. Firstly, due to
constraints in data availability, the study is restricted to as-
similating drone data within a singular grid cell column. 70

Therefore, it would be advantageous to include multiple mea-
surement points distributed across the region, strategically
positioned both upwind and downwind of emission sources.
Another limitation of this study is the assimilation of data
available only during a partial time window of the day. The 75

inclusion of a more extensive observational data set covering
longer periods, ideally over 24 h to enable an extended as-
similation window, would greatly enhance the optimisation
of emission rates.

In conclusion, the 4D-Var assimilation of drone data 80

within the regional air quality model EURAD-IM yields
promising results by improving the vertical distribution of
pollutants and correcting ground concentrations. From a fu-
ture perspective, a valuable extension of this work will be to
conduct observing system simulation experiments (OSSEs) 85

to evaluate the added value of integrating drone-based obser-
vations into the air quality forecasting system in comparison
to conventional observations such as ground-based measure-
ments and satellite data.
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Appendix A

Table A1. Information about the ground-based monitoring stations.

Station Distance from
number Station code Station name campaign site Station type Latitude (◦N) Longitude (◦E) Altitude

8 DENW008 Dortmund-Eving 86.5 km Suburban 51.5369 7.4575 75 m
53 DENW053 Köln-Chorweiler 28.2 km Suburban 51.0193 6.8846 45 m
59 DENW059 Köln-Rodenkirchen 12.1 km Rural 50.8898 6.9852 45 m
80 DENW080 Solingen-Wald 43.2 km Rural 51.1838 7.0526 207 m
114 DENW114 Wuppertal-Langerfeld 56.8 km Suburban 51.2776 7.2319 186 m
179 DENW179 Schwerte 82.4 km Suburban 51.4488 7.5823 157 m

Figure A1. Emission correction factors of NO and NO2 resulting from the conducted assimilation experiments on 22 September 2021 (a
and b) and 23 September 2021 (c and d).
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Figure A2. Temporal evolution of the RMSE (model− observations) in parts per billion by volume (ppbv) for NO2 calculated for the
reference (black) and the analysis (blue) over the 24 h forecast period across all ground stations on 22 September 2021 (a) and 23 September
2021 (b). Green dots highlight the time of the assimilated drone profiles. The grey shade illustrates the length of the assimilation window.
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Figure A3. Time series of O3 concentrations in parts per billion by volume (ppbv) as measured by ground-based stations and predicted by
the model. The left panels show data from 22 September 2021, while the right panels display data from 23 September 2021.
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Figure A4. Same as Fig. A3 but for NO2.
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Remarks from the typesetter

TS1 Dear Editor: In order to align more closely with the definition provided by Elbern et al. (2007), which we refer-
ence in conjunction with this equation, we have elected to rename the variables (dx should be changed to1x and
Lx should be amended to Lrep). This does not alter the equation’s meaning or conclusion, but it may facilitate
understanding due to the variables being known to the community. We therefore request your consideration of
amending these two variables.
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