Reviewer #1

**R1C1:** The manuscript effectively quantifies the contributions of various factors to land surface greening and LAI changes. The aim of the manuscript is clearly articulated, and the background for the problem in the study area is well presented. However, I have some concerns regarding the methods and results that need clarification for further consideration. Below are my major and minor comments:

**Response:** We appreciate the positive and constructive comments from the reviewer. In this round of revision, we have endeavored to take their comments on board to improve the manuscript. The primary changes include the addition of a workflow diagram and details about the datasets we used. We also included a selected pixel to better illustrate our scenario simulations. Please kindly refer to our point-to-point response below.

**R1C2:** 1. About the LUCC detection methods

The main conclusion of the manuscript is that cropland expansion acts as the primary factor offsetting the greening trend resulting from climate change and CO2 elevation. While this finding is good, I have big concerns regarding the robustness of the input data used in this manuscript. The authors take the percentiles of crop expansion in 500m grid cells equal to the available 0.25-degree cells introduced many uncertainties. Representing higher resolution grid cells with coarser ones is unconventional. In this way, it is not able to identify differences among individual 500m pixels, further complicating the analysis.

A common technique for addressing such challenges in remote sensing is data fusion, although it requires many additional efforts. One potential solution to enhance the robustness of the manuscript's findings could involve conducting analyses using a matched resolution of 0.25 degrees rather than 500m. This adjustment would mitigate uncertainties associated with the coarse-to-fine representation of data.

**Response:** We appreciate the detailed guidance from the reviewer. Following their suggestion, we reconduted our analyses using a matched resolution of 0.25 degrees (Fig. S8 below). The new results indicated that the spatial pattern of land use and the changes over time were similar to the original results we obtained at a finer resolution (Fig. 2, Fig. 6), suggesting our result were robust to the choice of spatial resolution.
Figure S8: Land use composition and its changes from 2001 to 2016 in the study area, analyzed at a 0.25-degree resolution.

Figure 2: Land use composition and its changes from 2001 to 2016 in the study area, analyzed at a 500-m resolution.
Figure S6: The spatial distribution of the pixel-wise impacts of each process on the greening trends, analyzed at a 0.25-degree resolution.

Figure 6: The spatial distribution of the pixel-wise impacts of each process on the greening trends, analyzed at 500-m resolution.

R1C3: Moreover, the methodology described in section 2.3 is long with text. It would be beneficial to include a conceptual figure illustrating a comparison of pixels. This would improve the clarity of the methodology section.

Response: We have included a conceptual figure (Fig. S1) to clarify how we compared and harmonized multiple land cover datasets, according to the suggestion from the reviewer.
In addition, we have added a flowchart (Fig. 1) to this section to provide a step-by-step illustration on our method. We added the numbers of each step and detailed description from Line xx to Line xx for further clarification: “As shown in Fig. 1, the workflow for harmonizing multiple land cover datasets involved the following steps:

(1) We first determined the annual percentage of forested (A%) and non-forested areas (B%) within each 500m grid cell by aggregating the mean of the annual 30 m resolution Global Forest Change v1.11 (GFC) maps (Hansen et al., 2013).

(2) Within the forested fraction of each grid cell, we estimated the proportion of oil palm (OP) plantations (A1%) using an openly available dataset that covers OP distribution from 2001 to 2016 across Malaysia and Indonesia (Xu et al., 2020). To estimate the proportion of OP, we calculated the frequency of oil palm pixels in each 500 m × 500 m window.

(3) After accounting for the area of OP, the remaining forested area in each grid was further categorized into the evergreen broadleaf forest (EBF) (A2%) and other forest types (i.e., deciduous broadleaf forest, coniferous forest, mixed forest, etc.), based on the ratio of EBF to the total forested area provided by MODIS Land Cover Type Product (MCD12Q1 v6.1) (Sulla-Menashe and Friedl, 2018).

(4) Within the non-forested fraction of each grid cell, we used the latest version of the Land-use harmonization datasets (LUH2) dataset (Hurtt et al., 2020) to estimate the percentage of cropland (CRO) (B1%) and other non-forested land uses (i.e., pasture, grass, etc.). In this analysis, we assumed that the fraction of each land use type in
the LUH2 dataset on a 0.25° grid is applicable to the 500 m grid cells within each 0.25° grid cell.

At the end, we obtained detailed information for EBF, OP, CRO, and “Other” land-use types (including other forests and non-forest vegetated areas), at the 500 m spatial resolution. We grouped other forests and other non-forest vegetated areas together, as they represented a minor proportion (less than 5%) of the land surface (Table S2) and exhibited minimal changes during the study period.

**Figure 1: Workflow of the study.** Steps (1) to (4) outline the processes for harmonizing multiple land cover datasets. Steps (5) to (6) show the establishment and interpretation of the LAI prediction machine learning model and the process of scenario simulations.

**R1C4:** Additionally, when upscaling global forest change maps from 30m to 500m resolution, the issue of non-integer pixel numbers within a 500m grid cell arises. How did you treat the boundary cells? Clarification and a clear explanation are needed regarding how the methodology addresses boundary cells for the analysis.

**Response:** We agree with the reviewer that it is very likely to have some non-integer pixel numbers over boundaries when upscaling high resolution map to low resolution – in this case from global forest change maps at 30m to 500m resolution. We addressed this issue by using the ‘reduceResolution()’ function, the default aggregation method in Google Earth Engine (GEE). According to GEE, the weights assigned to pixels during the aggregation process are determined by the extent of overlap between the smaller pixels being aggregated and the larger pixels defined by
the output projection. This is illustrated in Figure R1. In the diagram, the output pixel has area a (i.e., 500m × 500m in our study), the weight of the input pixel with intersection area b is computed as b/a, and area c is computed as c/a. To compute forested area per pixel, use the fraction of a pixel covered, then multiply by area.

To make it clear for readers, we improved our statements about the upscaling process from Line 100 to Line 105: “We first determined the annual percentages of forested (A%) and non-forested areas (B%) within each 500m grid cell by aggregating annual 30m resolution Global Forest Change v1.11 (GFC) maps (Hansen et al. 2013), using the ‘reduceResolution()’ function in Google Earth Engine (https://developers.google.com/earth-engine/guides/resample).”

![Figure R1: Input pixels (black) and output pixel (blue) for reduceResolution() in google earth engine. Source: https://developers.google.com/earth-engine/guides/resample](image)

**R1C5: 2. About the Machining learning Approaches**

Machine learning methodologies, however, have often remained as "black boxes" to ecologists due to their intricate algorithmic nature and limited interpretability regarding their predictive power (Simon, Glaum and Valdovinos 2023). In the manuscript, the authors establish five scenarios for predicting Leaf Area Index (LAI) by maintaining certain variables unchanged. However, it remains unclear how the machine learning method treats the unchanged variables within each scenario. Furthermore, the manuscript lacks description on the disparities in predicted LAI across scenarios, particularly concerning the inclusion of varying changed variables. It is important for the authors to select specific pixels to show the gradual changes in prediction results and accuracy, from the first, second, and to the last scenario.

**Response:** We appreciate the reviewer’s suggestions. Accordingly, we randomly selected a pixel (102.15°E, 0.95°S) to illustrate the changes in predicted LAI across scenarios (Fig. S2). Specifically, in scenario simulations, we adjusted the input variables according to specific assumptions to progressively quantify the impact of different processes on the greening trend.
For S1 (indicated by the black line), we assumed that only CO\textsubscript{2} varied from 2001 to 2016, while climate and land use variables (i.e., CLI, f\_EBF, f\_CRO, f\_OP and f\_Other) remained constant at their values in 2001. This scenario simulated the greening trend (i.e., $\beta_1 = 0.07$) solely attributed to elevated CO\textsubscript{2} concentration.

For S2 (indicated by the red line), we assume CO\textsubscript{2} concentration and climate change (CLI) over time, with land uses remaining unchanged since 2001. The difference between the trends in S2 and S1 is attributed to the impact of CLI on the greening trend (i.e., $\beta_2 - \beta_1$).

S3 to S5 sequentially considered different land use processes. S3 (indicated by the blue line) involved changes from EBF to CRO and time-varying CO\textsubscript{2} and climate, while keeping OP and other land use types constant post-2001; The difference between S3 and S2 highlights the impact of CRO expansion on the greening trend (i.e., $\beta_3 - \beta_2$), showing a significant decrease (around -0.24).

S4 (indicated by the green line) included conversions from EBF to both CRO and OP with time-varying CO\textsubscript{2}, climate, while other land uses unchanged since 2001; The difference between S4 and S3 illustrates the minimal impact of OP expansion on the greening trend (i.e., $\beta_4 - \beta_3$).

S5 encompassed all LUCC changes, with all variables including CO\textsubscript{2}, climate, and all types of LUCC varying over time. The different trends between S5 and S4 indicate impact of other LUCC on greening trend (i.e., $\beta_5 - \beta_4$).

Figure S2: A selected pixel to show the gradual changes in prediction results for each scenario.

**R1C6:** In Figure 3, the specific scenario being shown here is not mentioned. Clarification regarding which scenario is represented in the figure is necessary. Additionally, inclusion of a time-series curve, focusing on a specific pixel, would
provide valuable insight into the predictions generated by the machine learning algorithms.

**Response:** Thank you for your comment. In Figure 3, we presented the calibration and validation results of the machine learning model, not a hypothetical scenario (we could not do validation for hypothetical scenarios as hypothetical scenarios do not have ground truth).

Perhaps to further clarify, our study consisted of two main steps: (1) Establishing the relationship between LAI and environmental factors using machine learning algorithms. This is what Figure 3 illustrates. (2) Scenario simulations by applying the established machine learning model to predict the impacts of various processes (CO₂ elevation, climate change, CRO expansion, OP expansion, and other LUCC) on vegetation greenness. Please refer to the workflow chart in our response to R1C3, where the model establishment and scenario predictions are detailed in Steps 5 and 6, respectively. Regarding the time-series curve illustrating predictions generated by our machine-learning method, please see our response to R1C5.

**R1C7:** Moreover, the manuscript fails to show details about splitting the data into training and testing sets, and how different splitting ratios may impact the conclusions drawn. A comprehensive explanation of the data splitting process and its potential implications on the study's findings is essential.

**Response:** Following previous studies (Wang et al., 2022; Abel et al., 2023), we randomly split the data into training and testing sets with a ratio of 80%:20% in our study. We have added the details in our manuscript from Line 165 to Line 166. To assess the impact of different splitting ratios, we also tested 70%:30% and 60%:40% ratios. We found that these different splitting ratios had minimal impact on the model performance and interpretations.
Figure S3: The impact of different training and testing dataset splitting ratios on model performance and interpretations. Panels (a) and (d) depict results using an 80%:20% ratio for training and testing, respectively. Panels (b) and (e) correspond to a 70%:30% ratio, while panels (c) and (f) reflect a 60%:40% ratio.


R1C8: 3. About the LAI change trend

I have concerns regarding the GLOBMAP LAI dataset, which is also the only LAI product used in the manuscript. There is substantial variability among global LAI products. However, it is notable that even most LAI datasets depict an increasing trend in LAI changes, the GLOBMAP dataset stands out as an exception, which characterized by notably lower values (Jiang, Ryu et al. 2017), see the figure below.
The slight change trend observed in the LAI within the study area could potentially be attributed to the specific LAI products utilized by the authors. To enhance the confidence in the conclusions, the inclusion of additional LAI products is essential to provide a more comprehensive assessment of vegetation dynamics.

Response: Thanks for pointing this out, but we would like to clarify a neglected issue in the community. The GLOBEMAP LAI product we used is the most recent version (version 3) and has been tested to be robust for global greening trend studies (Piao et al., 2020; Winkler et al., 2021). The GLOBEMAP LAI used in Jiang's study was a very preliminary version and could not indicate the true performance of the dataset. Made fully public since 2021 (https://doi.org/10.5281/zenodo.4700264), the GLOBEMAP LAI involved several improvements (Liu et al., 2021): it employed MODIS C6 land surface reflectance products (MOD09A1) for generating MODIS LAI, accounted for pixel-level clumping effects, and utilized a new cloud detection algorithm. This updated version of LAI product showed an increasing trend globally, consistent with other datasets (Fig. R2).

We use GLOBEMAP v3 for two reasons: (1) it is a primary LAI dataset for global and regional greenness studies (Piao et al., 2020; Winkler et al., 2021; Satriawan et al., 2024), showing high consistency with other LAI datasets; (2) it is generated with an advanced algorithm to consider canopy clumping, making it particularly suitable for dense canopies in the tropics (Fang et al., 2019).

In addition to enhancing reliability, we further analysed the greening trend using MODIS LAI datasets (Fig. S4). Our findings indicated that both GLOBEMAP and MODIS LAI datasets demonstrated a moderate increasing trend across the entire region (Fig. S4a). For pixel-by-pixel validation, over 70% of the regions exhibited a
consistent trend (Fig. S4b), with very similar spatial pattern of the trend. We have included the figure and corresponding statements in the Supplementary file from Line xx to Line xx. We noticed that the annual change in LAI in the region show much larger interannual variation, which is very untypical for tropical ecosystems. Therefore in the main analysis, we continue to use GLOBEMAP LAI but added the results based on MODIS in SI.

Figure R2: Changes in satellite-derived global vegetation indices from four products: GIMMS, GLASS, GLOBMAP and MODIS. Sources: (a) is from Piao et al (2020), and the panel (b) is from Winkler et al (2021).

Figure S4: Comparison of LAI Trends Between MODIS and GLOBEMAP LAI Datasets. (a) illustrates the relative changes in annual mean LAI across the entire region from 2001 to 2016. (b) provides a spatial comparison of the datasets, where ‘++’ denotes an increase observed in both datasets, ‘−−’ indicates a decrease in both, ‘+−’ signifies an increasing trend in GLOBEMAP but a decrease in MODIS, and ‘−+’ represents the opposite scenario.

References:
R1C9: 4. About the assessing trend contribution from variables

In section 3.3, the authors outlined their approach to calculating the contributions of various variables to LAI trends. However, there appears to be confusion regarding the methodology’s assessment. As stated, did the authors evaluate the contribution of elevated CO2 to greening by comparing the LAI trend from Scenario 1 to that from Observation? If so, authors should present scatterplots and regression lines for each scenario, and their statistical significance to allowing readers to know the differences among them.

Response: We apologize for the confusion regarding the statements of the methodology part. As addressed in our response to R1C6, the contribution of elevated CO2 to greening was estimated using scenario simulations (i.e., step 6 in our workflow). This step involved hypothesis testing for attribution analysis and thus could not be validated using observations. Specifically, we assumed that only CO2 varied over time, with no climate and land-use change changes since 2001. Consequently, the trend in LAI in this scenario was thus solely attributed to CO2 variations.

R1C10: In addition, it seems the authors calculated the average value of the trend for all the pixels as the final conclusions. How did you examine the significant of the machine learning results for each pixel before calculating the mean value? Furthermore, considering pixels with no significance, how might this bias the conclusion? It’s crucial for the authors to address these concerns to ensure the reliability of their findings.

Response: In our final conclusions regarding the impact of each process on the regional LAI trend (i.e., Fig. 6f), we first calculated the annual mean LAI for the entire region for each hypothesis scenario. We then analyzed the trends. The differences in trends between scenarios represented the contribution of each process to the overall regional LAI trend. At this stage, we did not exclude the non-significant pixels, because we treat the study area as a whole.
For the pixel-level analysis of the impact of each process on LAI trend (i.e., Fig. 6a – 6e), we provided the significance (p < 0.01) of trends under different scenarios (Fig. S5). But when comparing trends between scenario simulations, we included non-significant pixels. This approach was adopted because (1) trends of LAI in one pixel may be significant under one scenario, but not significant in another, therefore it would not be apple to apple comparisons if we only use different number of pixels from different scenarios for comparison; (2) excluding non-significant pixels could potentially overestimate the impact of specific processes. For example, CRO expansion might increase the trend in some pixels without reaching statistical significance. Ignoring such pixels could lead to overestimating the negative impact of CRO expansion on greening trends.

Figure 6: The spatial distribution of the pixel-wise impacts of each process on the greening trends.

Figure S5: The spatial distribution of the pixel-wise impacts of each scenario on the greening trends.