
Dear Reviewer, we appreciate the valuable comments and the time you dedicated to 
reviewing our manuscript. In the following, we provide detailed responses to each 
comment (purple notes). In addition we revised the manuscript accordingly in this 
regard (green notes). 

1st Reviewer:  

GENERAL COMMENTS 
 
This study presents the main results obtained from the application of the HIDRA2 
deep learning model along the Estonian coast for sea level prediction. It compares 
the model's performance with hydrodynamic models and provides an analysis of the 
performance of these models based on different components of sea level. 

Overall, the document is well-structured, including a clear description of the data and 
methods used, a detailed presentation of the main results, a discussion of significant 
limitations of the applied model, and a conclusion summarizing the key findings. 

However, there are several important points that the authors should address, as 
outlined below: 

 

SPECIFIC COMMENTS 

Section 2.1: Could you please provide the time coverage of the data at each location? 
Hourly SSH observations have been available since 2010 for all five stations, 
coinciding with the initiation of routine validation/control measurements conducted by 
the Estonian Environmental Agency. In this study, the dataset covering 2010 to 2019 
was utilized for training the HIDRA2 model. Data from 2020 to March 2023 were 
checked for additional tuning to enhance the robustness of the HIDRA2 application 
developed for this study. Finally, the period from April 2023 to April 2024 was reserved 
for independent testing and analysis presented in the current manuscript. For improved 
clarity and consistency, further modifications have been made in the revised 
manuscript text: 

Line 78-79: The datasets were provided by the Estonian Environmental Agency 
(https://www.ilmateenistus.ee) and span the period between 15 June 2010 and 30 April 
2024.  

Line 106-108: However, the SSH data used for training consisted of hourly 
observations from 2010 to 2019 at all locations, while the period from April 2023 to 
April 2024 was utilized for testing the model and performing the analyses presented in 
this study. 

 

Lines 97–98: “covering a longitudinal range from 16.25°E to 28.5°E and a latitudinal 
range from 54.25°N to 64°N”. Is there a specific reason for the chosen spatial extent 
of the fields? Was it determined through trial and error during the study or based on a 
reference? 
The domain of meteorological forcing excludes remote shallow areas west of the 
Bornholm Basin, the northernmost Bay of Bothnia, and the narrow Neva Bight in the 
eastern part of the Gulf of Finland. Covering longitudes from 16.25°E to 28.5°E and 



latitudes from 54.25°N to 64°N, the spatial extent was selected through iterative testing 
to minimize forecast errors while maintaining a suitable lead time. This configuration 
ensures the adequate capture and resolution of mesoscale meteorological systems 
relevant to the study region. A smaller domain was found to limit the visibility of 
approaching weather patterns, thereby reducing predictive capability. The chosen 
boundaries thus provide a balanced compromise between computational efficiency 
and accurate representation of key atmospheric processes affecting sea surface height 
dynamics. 

For improved clarity and consistency, further modifications have been made in the 
revised manuscript text: 

Line 98-99: This selection was guided by iterative testing aimed at minimizing forecast 
errors while ensuring a suitable lead time. 

 

Lines 99–100: “The training data for SSH at the coastal stations were obtained from 
the Estonian Environmental Agency”. Is this the same dataset mentioned in Section 
2.1? 

Yes, the dataset mentioned in Section 2.1 is the same. All SSH observation data used 
in this study—including those for training, tuning, and testing—were obtained from the 
Estonian Environmental Agency. We believe that the modifications outlined above 
(prior comments) improve clarity in this regard as well. 

 

Line 101: “…the period 2010 to 2019”. Does this timeframe apply to all five locations? 
How much of the data was used for training versus testing the model? Did you analyze 
the data for trends? If so, were they removed, or is the model capable of accounting 
for them? 

Yes, the timeframe from 2010 to 2019 applies to all five locations, and this period was 
used exclusively for training the HIDRA2 model. The testing time is from April 2023 to 
March 2024, as it is already clarified in the text. 

For trends, we did not explicitly analyze or remove long-term trends from the data. The 
reason is that while linear trend analysis is a common approach in traditional time 
series studies, it is relatively low-dimensional and easily captured by deep learning 
models such as HIDRA2. Therefore, we relied on the model’s capability to account for 
such patterns internally during training. However, elementary quality control was 
performed on the SSH data to identify and handle missing values and anomalous 
observations, ensuring clean and consistent inputs for both the training and inference 
phases. 

 

Line 107: What do you mean by “adapted”? Did the BALMFC apply modifications to 
the model? Or do you mean “implemented”? 

The intended meaning was that BALMFC implemented the referenced model and its 
configuration for operational forecasting in the Baltic Sea. The manuscript is revised 
accordingly. 



Lines 155–162: The comments regarding 24-hour and 72-hour lead times should focus 
on the comparison between HIDRA2 and NEMOEST, as Table 1 provides results for 
only the 12-hour lead time for NEMOBAL. Am I interpreting this correctly? I suggest 
reorganizing this paragraph slightly to make the description of results more fluid for the 
reader. 

Yes, your interpretation is correct; we have revised the paragraph as follows: 

Line 161: Table 1 presents the RMSD values for the forecasts across all tide gauge 
stations, corresponding to the availability of model outputs in the present study. 

 
Additionally, while reading the document, I expected a comparison between HIDRA2 
and NEMOEST, as the latter is expected to have better performance compared to 
NEMOBAL. This assumption arises because NEMOEST has a higher resolution and uses 
NEMOBAL outputs as boundary conditions, which could lead to improved performance. 
Did you anticipate this performance hierarchy for NEMOEST? It may be beneficial to 
provide a more explicit description of the relative performance of all three models in 
this section. 

 
We consider your expectation noteworthy that NEMOEST, due to its higher-resolution 
grid, might outperform NEMOBAL. However, both models were run independently; 

NEMOEST is not nested within NEMOBAL, although its boundary conditions were 

derived from NEMOBAL outputs at each time step. 

For further clarification, we should note that while higher-resolution models can better 
capture fine-scale features such as intricate coastlines and bathymetric variations, the 
extent of the model domain also plays a pivotal role, especially in regions affected by 
large-scale dynamics. For example, the larger spatial domain in NEMOBAL allows for 
the evolution of basin-wide seiches (e.g., Baltic Sea seiches), which can propagate 
into sub-regions such as the Gulf of Riga or the Gulf of Finland. These basin-wide 
dynamics can interact with sub-regional dynamics, potentially affecting local forecast 
accuracy. 

To maintain the focus of our study, we did not conduct a comprehensive comparative 
analysis between NEMOBAL and NEMOEST. Nonetheless, we acknowledge the 
importance of considering both model resolution and domain size when evaluating 
performance, as each factor contributes uniquely to the accuracy of sea level forecasts 
in complex coastal regions.  

Lines 155–156: “The RMSDs for each station are calculated using sea level data from April 
2023 to April 2024”. I suggest moving this statement to the Methods section or the section 
where validation metrics are introduced. 

We have modified and moved the sentence to the end of the Methods section, where 
the validation metrics are introduced, to improve clarity and logical flow. The revised 
sentence now reads: 

Line 157: The validation metrics for each station are calculated using referenced to the 
SSH observation data from April 2023 to April 2024. 



 

Lines 164–167: “The performances are also separately assessed during extreme 
negative and positive observed SSH events (Figure 4b & c). Extreme negative SSH 
values are defined as those falling below the 5th percentile of observed SSH during 
the study period at each station, while extreme positive values exceed the 95th 
percentile (Cannaby et al., 2016; Mentaschi et al., 2023)”. I recommend moving this 
explanation to the Methods section. 

We have modified and moved the sentence to the end of the “Forecasting and 
evaluation framework” subsection, where the validation metrics are introduced, to 
improve clarity and logical flow. The revised sentence now reads: 

Line 142-145: Furthermore, the performance of the forecasts is also separately 
evaluated during extreme negative and positive observed SSH events. Extreme 
negative SSH values are defined as those falling below the 5th percentile of observed 
SSH at each station during the study period, while extreme positive values are those 
exceeding the 95th percentile (Cannaby et al., 2016; Mentaschi et al., 2023). 

 

Lines 177–178: “For negative extreme SSH events, correlation is lower with a lower 
RMSD, while for positive extreme SSH events, correlation is higher but with a higher 
RMSD”. These comments appear to refer to Figure 5. If this is correct, please explicitly 
indicate this in the text. Additionally, I suggest including this description before 
presenting the figure. 

You are correct — the statement refers to the results shown in Figure 5. We have 
revised the manuscript to explicitly reference Figure 5 in this context and have moved 
the description to precede the figure to improve clarity and logical flow. 

 

Lines 181–182: “For clarity, the performance of NEMOEST, which is the least accurate 
(as detailed in Section 3.1), is not included in the figure”. The only explicit statement 
supporting this claim is found in Lines 171–172: “while the subregional model 
NEMOEST performs better under non-extreme high SSH conditions but struggles to 
accurately predict extreme SSH values”. This could be clarified further. 

We acknowledge that the explanation in the text could be more explicitly linked to the 
quantitative results. The statement in Lines 181–182 was specifically supported by the 
performance metrics presented in Table 1 within Section 3.1, which reports RMSD 
values for each forecast model across multiple lead times. To improve clarity, we have 
revised the manuscript to explicitly reference Table 1 rather than broadly citing Section 
3.1. Additionally, in response to a suggestion from another reviewer, we have moved 
Figure 6 and its notes to the supplementary material. 

 

Line 182: What do you mean by “stable behavior”? Are you referring to the absence of 
gaps or offsets in the models, or to the models' ability to consistently replicate observed 
time series? 

In this context, we are referring to the models' ability to consistently follow the 
fluctuation patterns observed in the time series, even under extreme conditions. In the 
revised version of the manuscript, the term “stable behavior” has been removed. 



 

Line 182: I have some doubts regarding the use of the term “timescales”. Are you 
referring to the temporal range used for this comparison? 

In this context, our intention was to refer to the temporal range over which the 
comparison between forecasts and observations was made. To avoid ambiguity, we 
removed this excessive part. 

 

Line 187: “A visual comparison of model predictions on Figure 7 between 5 and 9 
October 2023”. This part is a bit confusing. The seiche representation is not clearly 
visible in Figure 7, so I initially assumed the reference was to Figure 8. However, based 
on subsequent context, it seems these comments about the seiche do refer to Figure 
7. Could you please confirm this? If the seiche is depicted in Figure 7, I suggest clearly 
highlighting it in the figure to avoid confusion. 

You are correct — the discussion referred to Figure 7 (now it has been renamed to 
Figure 6 because we moved a prior figure to the supplementary material), where rapid 
fluctuations observed between 5 and 9 October 2023 in Pärnu Bay are visually 
recognized as a potential seiche event. This interpretation is based on previously 
documented seiche behavior in the bay, as described in Lines 62–67 of the 
Introduction. These fluctuations appear as high-frequency, oscillation-like patterns in 
the observational time series (black line), whereas the HIDRA2 prediction (red line) 
exhibits a more smoothed response. 

As already explained in the manuscript, this observation motivated the additional 
analysis presented in the next figure (Figure 7 in the revised manuscript). However, to 
improve clarity for readers, we have revised Figure 6 to include an orange box 
highlighting the relevant period (5–9 October 2023), which serves as the basis for the 
deeper investigation shown in Figure 7. 

 

Lines 198–204: “In contrast, the HIDRA2 ensemble mean is overly smooth, rendering 
it less capable of reproducing sea-level variability within the seiche frequency band. 
However, it adheres more closely to the overall observations than NEMOBAL. 
HIDRA2’s limited accuracy during seiche excitations leads to deviations from 
instantaneous sea-level values, increasing the short-term errors. However, over 
periods of several days, HIDRA2 exhibits minimal bias. This indicates that while 
individual hourly predictions may show higher error, HIDRA2’s forecasts do not 
consistently over- or underestimate SSH over longer time spans, resulting in minimal 
systematic bias”. 
From Table 1, it is evident that HIDRA2 achieves a better RMSD compared to 
NEMOBAL at Pärnu. Given that NEMOBAL appears to attempt capturing the seiche 
and the highest sea levels, did you consider whether the RMSD “double penalty” 
might have affected NEMOBAL's evaluation, leading to HIDRA2 achieving a better 
score? 

A double penalty is indeed often a problem in an evaluation. When speaking of storm 
surges, the double penalty is typically related to a temporal mismatch between 
modeled seiche and observed seiche. This mismatch does, however, appropriately 
reflect an actual double trouble: it reflects the fact that high SSH was predicted when 



low water occurred, and that low SSH was predicted when high water occurred. Both 
mistakes have consequences: high SSH means flooding, and low SSH may impede 
marine traffic. Therefore a double penalty is not a completely unfair penalty in this 
particular situation. Furthermore, Figure 7 shows that RMSD also reflects a general 
SSH overestimation of NEMOBAL and is not only related to seiche reproduction. Such 
overestimation will not lead to any double penalty. HIDRA2, on the other hand, exhibits 
much lower bias. Further insight into error behaviour can be seen using spectral 
analysis, shown in Figure 8. It is clear from Figure 8 that HIDRA2 does not reproduce 
seiches with a ~ 6h period, but it is worth noting that NEMOBAL is systematically 
underestimating processes with periods over 18h. And these processes contain up to 
100 times more energy since the scale on Figure 9 is logarithmic. In other words, 
HIDRA2 is reproducing the more energetic part of the spectra with higher precision, 
but fails to reproduce seiches which contain 10-100 times less energy. In this sense, 
lower RMSD from HIDRA2 is not an artificial metric that stems from an unfair penalty 
to the NEMOBAL. 

We have, however, incorporated reviewers' concerns into a new paragraph where we 
pointed out the possibility of a double penalty and our comments about it (lines 166-
174).  
 
I suggest incorporating additional performance statistics beyond RMSD to provide a 
more robust evaluation of the models. While RMSD offers a general sense of 
performance, it may not fully account for specific limitations, such as the “double 
penalty” effect. The following references may prove useful for clarifying the results 
obtained in your study: 
 
•    https://doi.org/10.1016/j.ocemod.2013.08.003 
•    https://doi.org/10.5194/os-20-1513-2024 

We thank the reviewer for these references. The second reference (Campos-Bala et 
al., Ocean Science 2024) suggests that a mean absolute deviation, corrected with 
percentile deviations (called MADc = MAD + MADp) might be a more suitable metric 
for model performance. We agree. In this context, we would like to note that while 
Table 1 does indeed only list RMSD, we plot RMSD over all percentiles in Figure 3. 
Figure 3 therefore effectively already graphically depicts what MADc measures: error 
by sea level bin / percentile. We can see that HIDRA2 (red line in Figure 3) has the 
lower error over (practically) the entire SSH range, i.e. at all percentiles.  

We have therefore expanded the paragraph about Table 1 to reflect reviewers' 
comments about weaknesses of RMSD, and we also included the reference 
to  (Campos-Bala et al., 2024) along with an observation that HIDRA2 performs better 
than NEMO in all SSH bins. The paragraph now reads: 

https://doi.org/10.1016/j.ocemod.2013.08.003
https://doi.org/10.1016/j.ocemod.2013.08.003
https://doi.org/10.5194/os-20-1513-2024


 

 

TECHNICAL CORRECTIONS 

Figure 1: There is an error in the y-axis label of Figure 1. It should read "Latitude" 
instead of "Longitude." 

This correction has been implemented in the revised manuscript. 

Line 175: Replace "predeicted" with "predicted." 

This correction has been implemented in the revised manuscript. 

Figure 7: I suggest including a proper title for Figure 7, even if most of the title overlaps 
with Figure 6. This ensures the reader does not need to refer back to the previous 
figure to understand the context of Figure 7. 

This modification has been implemented in the revised manuscript. 

 

Line 187: The phrase "quite telling" appears somewhat informal for a scientific article. 
A more suitable synonym could be "highly indicative" or "clearly demonstrates." 

This correction has been implemented in the revised manuscript. 

Lines 189 to 192: The sentence, “We have high-frequency variability in NEMOBAL and 
a completely smooth HIDRA2 ensemble mean. One might argue that this smoothing 
stems from the fact that we are working with the ensemble mean in which otherwise 
present oscillations in different ensemble members cancel out,” could be improved by 
rephrasing to avoid informal language. Suggested revision: 

 
"NEMOBAL exhibits high-frequency variability, whereas the HIDRA2 ensemble mean is 
completely smooth. This smoothing effect may result from averaging the ensemble 
members, where oscillations present in individual members cancel each other out." 

The suggestion has been implemented in the revised manuscript. 

Lines 196 to 197: The sentence, "A clear excitation of the seiche is visible in filtered 
observations in Figure 8 from 3 October on NEMOBAL captures this excitation," could 
be rephrased for clarity as: "Filtered observations in Figure 8 clearly show the 
excitation of the seiche starting on 3 October, which is also captured by NEMOBAL." 

The suggestion has been implemented in the revised manuscript. 

 



 

Figure 9: I recommend placing Figure 9 immediately after the text where it is mentioned 
for the first time. This improves readability and ensures the reader can quickly 
reference the figure without searching for it later in the document.  

This modification has been implemented in the revised manuscript. 

 


