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Abstract. Climate models are not just numerical representations of scientific knowledge, they are also human-written software

programs. As such, they contain coding mistakes, which may look mundane, but can affect the results of interconnected and

complex models in unforeseen ways. These bugs are underacknowledged in the climate science community.

We describe a sea ice bug in the coupled atmosphere-ocean-sea ice model ICON and its history. The bug was caused by a

logical flag that was set incorrectly, such that the ocean did not experience friction from sea ice and thus the surface velocity did5

not slow down, especially in the presence of ocean eddies. While describing the bug and its effects, we also give an example

of visual and concise bug communication. In addition, we conceptualize this bug as representing a novel species of resolution-

dependent bugs. These are long-standing bugs that are discovered during the transition to high-resolution climate models due

to features that are resolved at the kilometer scale. This case study serves to illustrate the value of open documentation of bugs

in climate models and to encourage our community to adopt a similar approach.10

1 Bugs in Climate Models

Climate models are not only digital manifestations of physical laws, they are also human-written software programs. Like any

software, climate models contain errors and mistakes made by modelers, called bugs. These are to be expected, because human

activity is error-prone (Newman, 2016). Bugs have been shown to be common in commercially released software (Hatton,

1997; Soergel, 2015), and to be a problem for scientific software in general (Miller, 2006; Hatton, 2007; Barnes and Jones,15

2011; Soergel, 2015) and for environmental and climate models in particular (Luther et al., 1988; Menard et al., 2021).

There is a large body of literature on scientific software and its relationship to software engineering practices (see e.g. Segal

(2004); Wilson (2006); Carver et al. (2007); Kendall et al. (2008); Basili et al. (2008); Kelly and Sanders (2008); Segal (2009);

Kelly (2015); Paine and Lee (2017); Storer (2017); Tucker et al. (2022); Depaz (2023)). In a pioneering study, Hatton (1997)

looked for bugs in several commercially used scientific software programs, such as one for seismic data processing in the Earth20

Science industry. He found that all of the investigated software he examined contained bugs, some so serious that they rendered

the results of the program useless. Various types of bugs have been identified in the literature, ranging from compiler (Rahman

et al., 2023) and language faults (Hatton, 1997) to numerical bugs (Di Franco et al., 2017) and to scalability bugs (Calotoiu
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et al., 2013). Di Franco et al. (2017) found that correctness bugs are the most common numerical bugs. Examples include

typographical errors or using a function outside its scope.25

An important distinction for climate models is that between acknowledged and unacknowledged errors. Acknowledged er-

rors “are unavoidable or intentionally introduced to make a problem tractable”. Examples of this type are physical parameteri-

zations, which are not considered bugs in common understanding but are rather attempts to represent sub-grid scale processes.

Unacknowledged errors, however, “result from blunders or mistakes” (Hook and Kelly, 2009; Pipitone and Easterbrook, 2012).

What makes it difficult to find unacknowledged errors is the complexity of the model (Stensrud, 2007; Chowdhury and Zulk-30

ernine, 2010; Hajek and Wolinsky, 2012; Pipitone and Easterbrook, 2012; Mendez et al., 2014; Larsen et al., 2016). Moreover,

the results of these models are not known at the start, meaning that there is rarely a known truth against which to test the results.

This dilemma is known as the oracle problem (Hook, 2009; Hook and Kelly, 2009). At the same time, acknowledged errors are

difficult to bound and enlarge the tolerance in output testing, which can hide unacknowledged errors. Hook (2009) calls this the

tolerance problem. In addition, noticing, examining, and fixing bugs requires domain knowledge (Di Franco et al., 2017), but35

climate scientists learn programming by doing, and rigorous software training is often lacking in traditional scientific education

(Sundberg, 2009; Merali, 2010; Barnes and Jones, 2011).

Focusing on climate models, Easterbrook and Johns (2009) approximated a defect density of 2 per 1000 changed source

lines of code that pass through testing and review for each release of the Met Office’s Unified Model. In a follow-up study,

Pipitone and Easterbrook (2012) analysed defect reports and fixes in several global climate models. They found that the models40

had “very low defect densities compared to well-known, similarly sized open source projects.” They attribute this low defect

density to the modelers’ domain expertise, their rigorous development process, and caution, but also to their disregard for high

technical standards as long as the code produces correct results. Pipitone and Easterbrook (2012) highlight the need for more

in-depth studies of the defects that climate modelers face and how they are found.

Climate modelers themselves usually do not publish what does not work. Bugs may be used and published as sensitivity45

experiments or documented on the side as part of a new model version (see for example Tallapragada et al. (2014); Jöckel

et al. (2016); Graff et al. (2019); Bethke et al. (2021); Mauritsen et al. (2022); Shaw et al. (2022); McGraw et al. (2023)), but

are rarely the subject of a study. Bugs are described only to the extent necessary to explain the characteristics and caveats of

particular simulations. A notable exception is Kahre et al. (2023), who devoted an entire paper solely to documenting a bug they

found in the radiation code of the Legacy Mars Global Climate Model, and detailing the effects on the results and conclusions of50

an earlier paper. Similarly, Shaw et al. (2022) and Zhu et al. (2022) openly discuss an erroneous cloud ice number concentration

limiter, whose removal significantly lowered the climate sensitivity of the Community Atmosphere Model.

We expand on the above work with a case study detailing a specific bug we found in the coupled atmosphere-ocean-sea ice

Sapphire configuration of ICON. Our contribution is three-fold. First, we document a sea ice-ocean interaction bug in ICON.

This documentation is useful for researchers using ICON, as this bug has been present since March 2015 and is therefore55

present in numerous simulations and articles. We aim to document the scientific and epistemic richness contained in the history

of the bug, making the debugging process explicit (see Sec. 3.2 and 4). Second, in Sec. 3 we give an example of how to publish

bug reports and fixes. Case studies of bugs are rare in the climate modeling literature, but we believe that understanding our
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models requires understanding their code errors. Our goal is to provide an example of visual and concise documentation that

will aid internal communication and allow researchers in different modeling projects to learn from our mistakes. We hope to60

demonstrate the value of open reporting and encourage our community to report bugs. Third, we conceptualize our bug of

interest as part of a new category of resolution-dependent climate model bugs (see Sec. 5). It is one of several bugs discovered

by the ICON Sapphire development team while building and running the model at storm-resolving resolution. We noticed that

long-standing bugs were only discovered because of features resolved at kilometer scale. We discuss the implications, as these

types of bugs will become increasingly important as many modeling efforts move to higher resolutions.65

2 Sea Ice and Ocean Model

Sea ice plays an important role in the climate of the Earth, regulating the exchange of mass and energy between the polar

oceans and the atmosphere and redistributing salt in the ocean. Due to its high albedo, sea ice cools the polar oceans and the

atmosphere by reflecting much of the incoming short-wave solar radiation. When the sea ice melts completely, the underlying

darker ocean is warmed by absorbing shortwave radiation due to its lower albedo.70

Sea ice grows thermodynamically at the ice-ocean interface as congelation ice due to the conductive heat flux from the ocean

to the atmosphere through the ice. The heat loss of the ocean is thus balanced by freezing at the ice bottom. New ice can also

form in the open water when the water column is at freezing temperature, such as in polynyas or leads. Sea ice can also increase

in thickness mechanically as ice floes slide over each other, called rafting for thin ice or ridging for thick ice. Sea ice thickness

is therefore an irregular field with large spatial variability, ranging from thin ice in leads and polynyas, where most of the new75

ice forms, to several meters in hummocks and pressure ridges.

The drift of sea ice is governed by the stresses exerted by the wind and the ocean on the ice mass, as well as by the tilt of the

sea surface height and the deflection by the Coriolis force. If only these forces act on the sea ice, it is in free drift. In regions

where the sea ice is influenced by boundaries, such as land, or regions of immobile sea ice, such as landfast ice, the sea ice

is no longer in free drift and may deform. Areas of frequent deformation are therefore found in shear zones. Deformation is80

controlled by the thickness and compactness of the ice. Typically, wind stress is the dominant force in the sea ice momentum,

while ocean stress slows the ice by friction, which in turn drifts at an angle to the wind direction.

In ICON’s ocean and sea ice model, a continuum assumption is made such that a grid cell contains multiple floes of different

sizes, and the sea ice velocity is calculated based on the average ice thickness within a grid cell. The coverage of an ocean grid

cell by sea ice is called the sea ice concentration and ranges from 0 to 1 (or 0 to 100 %). The stresses from the wind and ocean85

are typically formulated as quadratic drag laws (see Sec. 3), and the deformation of sea ice is formulated as a rheology (see

Sec.2.1 for details on the sea ice component of ICON).

2.1 Model configuration and experiment

We analysed a coupled simulation produced with ICON, in the Sapphire kilometer-scale configuration (Mauritsen et al., 2022;

Hohenegger et al., 2023a). The philosophy of ICON-Sapphire is to use as few parameterizations as possible, for the atmosphere,90
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land, and the ocean/sea ice components. The simulation was conducted within the nextGEMs project (nextGEMS, 2024) and

ran for 30 years, from January 1st 2020 to January 1st 2050. The atmosphere component including the land module JSBACH

(Reick et al., 2021) had a resolution of about 10 km (R2B8) and 90 vertical levels. The ocean/sea ice component (ICON-O,

Korn (2017); Korn et al. (2022)) used a horizontal cell size of about 5 km in the linear dimension (R2B9) and 72 vertical levels.

The atmosphere and ocean components were coupled every 10 minutes. The sea ice dynamics were adapted from FESIM95

(Danilov et al., 2015) with an elastic-viscous-plastic (EVP) rheology (Hunke and Dukowicz, 1997) and a replacement pressure

(Kreyscher et al., 2000; Kimmritz et al., 2017), with an elliptic yield curve and ice strength according to Hibler (1979). Sea ice

thermodynamics use a zero-layer model (Semtner, 1976), with one ice-thickness class, allowing for fractional ice cover of a

grid cell. Key features of the simulation include explicit resolution of deep convection in the atmosphere, mesoscale eddies in

the ocean, and linear kinematic features in the sea ice.100

The low-resolution model version employed for comparison used the extended prediction and projection ICON configu-

ration (Müller et al., 2024). The configuration was designed to be comparable to the high-resolution experiment, with a few

noteworthy differences. The coarser atmospheric grid had a horizontal resolution of 80 km and 130 vertical levels. In contrast

to the high resolution configuration, the numerical weather prediction (NWP) physics package with a different radiation code,

turbulent mixing, and the usual set of active parameterizations (e.g. shallow and deep convection) was used. Note that while105

both atmospheric model versions were developed within the ICON consortium, this NWP package comes from a different

line of development (Zängl et al., 2015). The ocean component used a grid with 20 km horizontal resolution and the same 72

vertical levels as the high resolution setup. Besides the coarser horizontal resolution and an active mesoscale eddy parameter-

ization, other ocean parameters (e.g. sea ice, vertical mixing) were kept as close as possible to the high resolution setup. As

in the high resolution, the ocean was initialised from ORAS5 ocean reanalysis (Zuo et al., 2019) for January 1st 2010. The110

high-resolution ocean model ran for 10 years as spin-up prior to coupling on January 1st 2020, whereas the low-resolution

model was coupled from the start. It then ran transient for 30 years, using similar forcing (greenhouse gases, aerosol) as the

high-resolution configuration.

3 Results

The sea ice hole appeared in a high-resolution coupled simulation in which the atmospheric model was coupled interactively115

with the ocean-sea ice model (see Sec.2.1), as visualized in Fig. 1a. As explained in section 1, we believe that open communica-

tion of bugs is beneficial for the scientific community. We propose Fig. 1 as a template for bug communication. It summarizes

all aspects important to understand a given bug: in which configuration the bug occurs, the effects or visual manifestation of

the bug, how the bug is included in the code, how it was fixed, and the results after the bug fix. We elaborate these aspects in

detail below. In principle, the graphic should be sufficient to give a model user an overview of the bug and whether the bug120

may have an influence on their research using the model results. Further ideas for and caveats of the graphic are discussed in

Sec. 5.1.
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Figure 1. Visual bug summary, which we use to explain and illustrate the sea ice bug, but also propose as a template for easy bug com-

munication in the future. a) Sea ice thickness in the high resolution simulations with the bug. b) Physical mechanism of the bug. c) Bug

manifestation in the model code. Red highlights parts of the bug, which were fixed with the code highlighted in green. Here pseudo-code

is shown to ease readability (see Appendix B for the actual differences). d) Sea ice thickness and ocean surface kinetic energy (KE, at ca.

200 m depth) in the high resolution simulation with a horizontal resolution of 5 km. The KE is a measure of the ocean surface velocity. It is

calculated as KE = 1
2

(
u2 + v2

)
where u and v is the ocean velocity in zonal and meridional direction, respectively. e) Same as d, but for

the low resolution simulation with a horizontal resolution of 40 km. 5
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Figure 2. Simulation results from 20.04.2026 (as in Fig. 1), comparing the simulation with the bug (left column) and the one with the bugfix

(right column). Displayed is the kinetic energy of the a) ocean surface, and b) sea ice; c) difference between the kinetic energies of sea ice

and ocean; d) sea ice thickness; and e) sea ice concentration.
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3.1 The sea ice hole and its underlying physical mechanisms

The sea ice hole formation was characterized by a reduction in sea ice concentration and an increase in mean sea ice thickness

at its boundaries. The regions of increased ice thickness were very narrow and propagated in a turbulent manner (see supple-125

mentary video). After the initialization of the model in 2020, the first formation of the sea ice hole started in August 2025.

In the central Arctic and north of Greenland, multiple small regions of low ice concentration formed simultaneously. At their

boundaries and also within the sea ice hole, very localized maxima in the sea ice thickness field were produced, because of

the lead-close parameterization that adds newly formed ice to already existing ice within a grid cell. (see Fig. 2d) and e) for

the juxtaposition of small concentrations and large sea ice thickness). These regions of low ice concentration grew with the130

turbulent movement of the sea ice. The sea ice hole grew until May 2026. During the melting phase in June, the regions of

extensive ice thickness within the sea ice hole disappeared and the sea ice hole became a large region of open water covering

half of the Arctic basin. By the end of August, the whole Arctic sea ice cover was gone. Starting in November 2026, the hole

froze over again. In the years before and after the sea ice hole, the Arctic was always covered with sea ice in winter. The sea ice

hole appeared only once during the 30 year simulation period. It is possible that other instances of a similar nature may exist in135

the simulation, but with a much more limited scope and impact. In other coupled configurations, which were similar in some

respects but not identical to the present one, we observed a more frequent occurrence of the sea ice hole (see e.g. Fig. A1). It is

noteworthy that similar, albeit smaller, holes were observed in uncoupled simulations, but only during the initialization phase

that caused unrealistically strong ocean currents. Thus the bug was merely one of several potential mechanisms that can lead

to strong ocean currents and trigger subsequent sea ice holes.140

3.1.1 Initial formation of the sea ice hole

The bug was found in the ocean dynamics where the sea ice to ocean momentum transfer is calculated. The total stress on the

fluid ocean surface (τs) is calculated from the relative contributions of the wind stress τw in regions of open water and from

the ice-ocean stress τa in regions of sea ice cover:

τs = τa(1−A) + τwA (1)145

where A is the fraction of the grid cell covered with sea ice (and 1−A therefore the fraction of open water). The ice-ocean

stress is calculated as:

τw = ρ0Cd||uw−v||2(uw−v), (2)

where || · ||2 denotes the Euclidean norm, ρ0 is a reference density of seawater, Cd is the ice-ocean drag coefficient, uw is the

ocean velocity, and v is the sea ice velocity.150

As described in Sec. 3.2, a flag in the source code unintentionally set the ice-ocean drag coefficient to zero in the ocean

dynamics, while it was correctly applied in the sea ice dynamics. The total stress on the ocean surface was therefore reduced
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to the wind stress

τs = τa(1−A) (3)

and underestimated in regions with high ice concentrations of A→ 1. In these regions, the ocean surface velocity should be155

slowed down by friction on the sea ice. Without this friction, the ocean did not lose momentum, resulting in excessive surface

velocities, especially in eddies and boundary currents. Because momentum was correctly transferred to the sea ice, the ocean

currents and eddies exerted too large stresses on the sea ice. These anomalous stress from the ocean, particularly from its eddy

field, was the main factor that triggered the breakup of the sea ice.

3.1.2 Effects of the spatial resolution on the sea ice hole formation160

The sea ice hole only appeared in high-resolution simulations with a horizontal spatial resolution of 5 km. In the low-resolution

simulation with a horizontal spatial resolution of 40 km, no sea ice holes formed. The simulation with 40 km resolution is too

coarse for developing an eddy field. In contrast, we observed surprisingly many eddies in the simulation with 5 km resolution.

A comparison of the ocean surface kinetic energy (KE) of a high-resolution simulation with a low-resolution simulation is

shown in Fig. 1 d) and e). The increased eddy activity in the high-resolution simulation leads to substantial ocean-sea ice165

stresses on relatively small spatial scales. Fig. 2 shows that in the area of the hole, the kinetic energy of the ocean surface is

comparable to that of the sea ice. With the bug fix, the kinetic energy is smoothed out in the ocean and in the sea ice. The

enhanced stresses on small spatial scales in the 5 km simulation with the bug lead to strong sea ice deformations and are the

primary cause of the sea ice hole formation.

3.1.3 Lateral expansion of the sea ice hole170

The sea ice hole was initially confined to a limited area, but it quickly expanded over nearly the entire Arctic basin. Several

mechanisms probably contributed to the hole continuing to grow after it first appeared. The ice cover acts as an insulator

between the ocean and the atmosphere, reducing the transfer of heat, momentum, and moisture. Once an open water area had

formed, a positive feedback loop emerged, whereby enhanced heat fluxes out of the ocean result in increased near-surface air

temperatures, which lead to further melting and thus larger ice-free areas. Over open water, the surface winds increased due to175

a reduction in surface roughness and also because of warmer sea surface temperatures, which decreased the vertical stability

and enhanced downward mixing of momentum in the atmospheric boundary layer (Mioduszewski et al., 2018). The higher

wind speeds caused a larger stress on the sea ice, leading to further sea ice deformation and subsequent formation of sea ice

leads with open water. It is also possible that ocean surface eddy activity in regions of open water may be increased by higher

wind speeds. Consequently, the total stress acting on the sea ice at the boundaries of the sea ice hole may be increased by180

these eddies. In addition, the warm air that accumulates over open water can be transported by the stronger winds in plumes

over distances of several hundred kilometers from the sea ice hole (Gutjahr et al., 2016). These two effects represent a positive

feedback loop that may act towards an enlargement of the sea ice hole.
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It is important to note that these feedbacks only occur in a coupled simulation where the atmospheric state is influenced by

the ocean and the sea ice distribution. In addition to these atmospheric feedbacks, there are also oceanic feedbacks that lead185

to a reduction in sea ice cover. The albedo of sea water is lower than that of sea ice, which increased the absorption of solar

radiation when the sea ice hole expanded during spring. The sea surface temperature increased locally, melting the nearby sea

ice and reducing the formation of new sea ice. As new sea ice formed, the salinity and thus the density of the sea surface

increased because most of the salt was not incorporated into the new sea ice. This increase in density at the water surface can

lead to vertical mixing. Furthermore, in open water the wind stress can act directly on the ocean surface, thereby inducing190

vertical velocity shear and further mixing. The enhanced vertical mixing of temperature increased the volume of water that

must be cooled to the freezing point before any new sea ice can form, thus preventing it from freezing over. Due to this delay,

the sea ice cover is not restored immediately in open water areas, even though the air temperature is much lower than 0◦C.

The feedback and processes explained in this section may lead to a further expansion and a maintenance of the sea ice hole.

However, their relative contributions and whether there are other processes relevant to the development of the sea ice hole195

remain to be examined in detail.

3.2 Bug morphology

We have traced the evolution of the bug using the version control history recorded in the ICON code repository.

3.2.1 Original implementation

In order to understand how the erroneous implementation came about, three switches are relevant (see Fig. 3):200

– An option stress_ice_zero to disable sea ice induced stress on the ocean surface was introduced during the

early stages of the sea ice model implementation, nearly ten years ago (in March 2015). The disabling was achieved

by setting the contribution of the ice-ocean drag coefficient (Cd_io, see 3.1.1) to zero. The option was described by

source code comments only. Presumably, it was added for testing. By default, the stress was (correctly) not set to zero

(stress_ice_zero = false).205

– ice_dyn controlled the computation of dynamical changes. In an early stage of development, coupling with the atmo-

spheric model was incomplete, so the sea ice dynamics were disabled by default (ice_dyn = 0).

– calc_ocean_stress controls the stress calculation between ice and ocean.

As documented in a code comment, only one of the options stress_ice_zero and calc_ocean_stress was sup-

posed to be set as they are contradictory. Nevertheless, at this point all three switches could be set independently without any210

consistency check.
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Figure 3. Stresses in between atmosphere, ocean, and sea ice and how the three switches described in Sec. 3.2.1 act on them.

3.2.2 Change of default behaviour and addition of erroneous consistency enforcement

In a follow-up code change, two consistency checks were added, with respect to the improved sea ice dynamics: If sea ice dy-

namics were enabled (ice_dyn = 1), the associated sea ice stress computation was re-enabled forcibly (calc_ocean_stress

= true) and an appropriate warning was issued. As described above, in this case the sea ice induced stress should no longer215

be set to zero (stress_ice_zero = false). But while the second consistency check issues the correct warning, the sub-

sequent code change erroneously enforced stress_ice_zero = true (see Fig. 1c). The code structure suggests that the

second check was created by duplicating the first, and subsequently adapted incompletely. With this, the sea ice induced stress

was always set to zero whenever the sea ice dynamics were enabled, ignoring any user supplied setting, thus counteracting the

results from the sea ice stress computation. The erroneous change was not noticed for almost 10 years.220

While the bug was mainly due to an oversight, we also identify advice for coding practice that could have made the construct

easier to handle:

– Naming of the option: stress_ice_zero is ambiguous as it may refer to both ice-to-ocean and ocean-to-ice stress,

and the meaning of zero is not entirely transparent. An explicit disable_ice_stress_on_ocean would have

made the purpose much clearer.225

– In general, intransparently altering an explicit user setting in favor of a more general option obliterates the code be-

havior for the model user, leading to unexpected results. If the two are mutually exclusive, the model should stop

rather than issue a warning or second-guess the user’s intent. Besides, user documentation for intent and usage of

stress_ice_zero was missing.

– Cd_io is also used in the ocean to sea ice transfer of momentum and heat, but was not affected by stress_ice_zero230

in these contexts. From a physical point of view, a sea ice to ocean only modification of Cd_io seems rather idiosyn-

cratic.

In addition, we question the practice of encapsulating testing or experimental procedures in if-statements to be accessed via the

namelist. The technique is often used to avoid deleting code and to preserve backward compatibility, but it allows for erroneous

configurations by design. In addition, as the code thereby becomes more complex, it increases the chance for oversights such235

as the one described above.
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3.2.3 Bugfix

To resolve the error, stress_ice_zero was again disabled by default. Also, the consistency enforcement was removed. It

is still possible to both enable and disable ice_dyn and stress_ice_zero simultaneously, because that is currently still

relied on in some of the model development tests. Both cases are flagged by specific warnings. Further assessment suggests that240

the use of stress_ice_zero is no longer relevant as the ICON sea ice model is quite mature by now. Once the development

tests are updated accordingly, stress_ice_zero will be removed.

3.2.4 Appreciation of the error

The underlying error of documenting the logical switch but setting it incorrectly, is a classic mistake. According to McCauley

et al. (2008), we classify it as a “blunder or botch”, which they define as “a mental typo; you know what you wanted to245

write, but you wrote something else” (Knuth, 1989; McCauley et al., 2008). In the taxonomy developed by Avizienis (2004),

our bug is a software flaw that occurs during development, is internal to the system, is human-made, affects the software, is

non-malicious, non-deliberate, is introduced accidentally, and is permanent. The error is clearly not a model deficiency, but

a mistake. While some implementation decisions were sub-optimal (see Sec. 3.2.2), the mistake itself was a slip in thinking.

Thus, it could have been detected with careful code review. However, it cannot be attributed to a lack of programming skills,250

which is often lamented in the literature on scientific software development (Sundberg, 2009; Merali, 2010; Barnes and Jones,

2011). Once the bug was found, it was clear that it needed to be addressed. However, for some years the bug had remained

undetected, because the simulations ran without problems, and at least in the low resolution setup, negative effects were too

small to be noticed. On the contrary, as it served to open up leads in the winter, it increased formation of multi-year ice (see

Sec. 3.3). As far as using the model as a tool for thinking and making projections is concerned, one could argue that in the255

low resolution setup the bug was insignificant. In the high resolution setup, it produced unphysical and large effects. It is this

elusiveness of the bug that leads us to classify it as part of a new species: resolution-dependent bugs, whose effect depends

on the resolution. They are present at all resolutions, but become important and detectable only in high resolution setups (the

reverse is also conceivable). While the experience of finding bugs when moving to a new model configuration or extreme

behaviour is not new, resolution-dependent bugs are a particularly relevant subclass that deserves emphasis and attention as260

climate models are increasingly applied in km scale setups.

3.3 How did the bug and bugfix affect the ocean and sea ice?

Fixing the sea ice bug had immediate positive effects on the Arctic ice cover. Even after running several tests with a total length

of a couple of years, there was not a single occurrence of the sea ice hole anymore, in contrast to earlier experiments, where

the ice hole occurred at an irregular frequency of less than five years. In particular, Fig. A1 shows the results of a simulation265

where the fix was applied in simulation year 1957. The sea ice hole appeared once more in 1958 and then never again until

1981. In addition, we observed a more pronounced occurrence of sea ice leads after the bug fix. Additionally, we found effects

on the Arctic ocean circulation in all years, not just during years with the sea ice hole. While we observed a far too strong eddy
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field under the ice before the bug fix, the situation changed after the sea ice bug was fixed. In particular, north of the Canadian

archipelago, there were a large number of coherent eddies, which completely disappeared after the bug fix, and a coherent270

boundary current emerged.

Although the less eddying subsurface circulation, the increased frequency of sea ice leads, and the absence of the sea ice

hole were all positive improvements, we also recognized that the Antarctic sea ice thickness became too thin. This feature is

most likely an effect of reduced sea ice formation due to the absence of artificial holes as a result of the Antarctic Slope Current

slowing down after the bug fix. However, our tuning choices for albedo, lead-close parameters, mixing, etc. were made for275

the false situation of a stronger upper-ocean circulation. Here, we are observing a common aspect of climate modeling, where

some errors are masked by certain tuning choices. This reduced sea ice thickness is thus forcing us to reconsider some of our

previous tuning choices of e.g. sea ice albedo, which we are currently working on.

Although the too strong eddy activity was most likely one important contributor for the sea ice hole to appear, there are

several other mechanisms that likely contribute to the occurrence of the sea ice hole. One key aspect is the coupling of an280

atmosphere model which allows the above positive feedback mechanisms (see Sec. 3.1.3) to be active. We also observe a drift

in the temperature and salinity fields (not shown) in the central Arctic. The warmer temperatures might also have contributed

for the initialization of the hole. However, the sea ice hole only occurs infrequently and so far, we were not able to identify the

initial cause of the hole.

Further open questions remain:285

– Why did the sea ice holes occur with such an unpredictable frequency?

– Did vertical eddy heat fluxes have an influence on the formation of the sea ice hole?

– How did unrealistic currents affect the appearance of the sea ice hole?

Answers to those questions might be sought for heuristic reasons. However, as this manuscript focuses on bug communication

and conceptualization, we deem a detailed analysis of the processes and feedbacks at play as out of scope.290

Regarding previously published data and manuscripts, all model experiments using the ocean component of ICON are

affected, as the discussed bug was present since the early development of ICON. Although the effect of the bug on coarse-

resolution simulations is noticeable in retrospect, it is generally small. Furthermore, the effect is only directly relevant at high

latitudes where sea ice is present, but might of course have indirect effects on other Earth system components via teleconnec-

tions. We reviewed the list of potentially affected papers that used the Sapphire configuration of the ICON model. However,295

most of these studies did not focus on sea ice or high latitudes and were therefore only indirectly affected by the bug, which

we believe did not affect their main conclusions (Mauritsen et al., 2022; Hohenegger et al., 2023b; Bishnoi et al., 2024). Only

two studies used a high-resolution simulation and focused on high latitudes. The papers discuss the effect of a katabatic storm

and of polar lows on water mass transformation in the Arctic and subpolar North Atlantic (Gutjahr et al., 2022; Gutjahr and

Mehlmann, 2024). While we have not investigated the bug’s influence on sea ice conditions in these simulations, we consider300

the effect to be secondary to the extreme forcing from the storms and polar lows, which dominated the sea ice drift. In addition,
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the studies focused on processes over short timescales of a few days to about three months. Furthermore, studies looking for

mechanisms or process understanding are less threatened by bugs in general, as detailed in Sec. 5.

4 Bug finding experience

The following section presents a detailed recounting of the investigative process undertaken with regard to the sea ice bug305

during the subsequent nextGEMS hackathon. By highlighting key features of the process, we aim to contribute to the dis-

course on how debugging scientific software is done and can be improved. Aranda and Venolia (2009, Table 5) identified the

stakeholders’ goals during the lifespan of a bug, which we use to structure our account.

Since we are drawing conclusions from the peculiarities of the nextGEMS 4th hackathon (March 2024) setting, it is necessary

to describe it briefly. The nextGEMS project develops and evaluates two km-scale resolution models, ICON and IFS/FESOM310

(Integrated Forecasting System/Finite Element Sea ice–Ocean Model, Rackow et al. (2024)). The project comprises 26 partners,

with the Max Planck Institute for Meteorology leading the development of ICON Sapphire. Some meetings of the nextGEMS

project take the form of hackathons, which means that there are few presentations and instead participants work with the model

data on site. Importantly, this is an environment where collaboration is fostered and there is dedicated time to work on a specific

project.315

To tell the story of the bug, we identified the people involved and discussed what happened. The authors of this article

represent the people most involved, thus we can get insight far beyond the electronic record, which is likely incomplete for

bugs (Aranda and Venolia, 2009). We described in detail how the bug was noticed, investigated, found, understood and fixed.

We have identified the circumstances and behaviors that are critical to history of the bug.

Discovery The Arctic sea ice holes, the most visible manifestation of the bug, had appeared repeatedly but sporadically in320

high resolution ICON simulations that ran for at least several years in coupled mode. These sea ice holes had previously been

attempted to be addressed by tuning lead-close parameters, time-stepping for sea-ice rheology, etc. but to no avail and were

thus particularly visible in the simulations prepared for the hackathon. During the opening presentations, the sea ice holes were

shown repeatedly with striking visualizations (see Fig. 1a). Thus, there was public pressure on the sea ice and ocean team to

address this peculiar model behaviour. The hackathon provided the fuel for a concerted effort to further investigate and resolve325

the issue of the sea ice holes, which we continue and communicate by writing this article. The investigation fits with the finding

of Di Franco et al. (2017) that bugs seem to be found “almost by chance”. Nobody was systematically testing for bugs of this

kind, but the visualizations of model output alerted us. Clearly, social processes were involved in pushing the team to address

the issue.

Assignment of ownership Working topics were announced in the opening session of the hackathon, where one of the330

authors (O. Gutjahr) declared that he would work on the bug during the week, and anyone interested was invited to join him

and contribute.

The search for the appropriate knowledge, resources and skills was made much easier by the hackathon setup, which allowed

easy assembling of the team, and many other scientists and scientific programmers could be asked for help. Bug fixing requires
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domain knowledge (Di Franco et al., 2017), so in our case sea ice and ocean scientists were involved, as well as experienced335

scientific programmers, all with years of experience in working with the model.

Diagnosis The team collected possible causes of the sea ice holes and split up to investigate them. Specific hypotheses

were, among others, that the rheology was not converging, or that the tuning of the model was faulty. Because tuning attempts

previous to the hackathon failed to solve the problem, the team approached the problem from a physics perspective. Indications

found during the investigation were that340

– the sea ice holes only occurred where there were eddies.

– in plots, the ocean eddies and the ice drift fit perfectly together, while the physics would suggest that the ocean slows the

ice, and that the wind drives the ice.

– the eddy field looked different when comparing ICON to FESOM. In this case it helped to have multiple models to

compare against each other.345

The clues we found led us to investigate the part of the source code where sea ice and ocean are coupled, which quickly led us

to identify the problem (see Sec. 3). Importantly, producing the decisive visualizations and noticing the clues was the result of

two days of thinking about the problem.

In terms of debugging tactics identified by Liu and Coblenz (2022, Table 2), the team employed reading the code, requesting

help and change impact analysis, in the tuning attempts as well as for the final fix. Importantly, the switch to the debugging350

tactic of reading the code was a result of the clues listed above, confirming the debugging model put forward by Gould (1975).

We classify the use of tuning before the investigation with physical understanding as the behaviour of “initially avoiding

difficult sections of code” identified by Gould (1975), where in our case the complex code was avoided initially as a whole. In

terms of coordination, the team was using deep collaboration, with occasional unexpected contributions from other scientists

or programmers present at the hackathon (Aranda and Venolia, 2009, Table 4).355

The hackathon setup in particular fostered finding the knowledge and interdisciplinary team, and the deep collaboration,

because it provided the participants with a week of time scheduled to focus on the problem.

Correction After identifying the problem, the fixing of the bug was trivial. While the bug investigation was achieved within

the week of the hackathon, testing of the bug fix and its effects continued afterwards.

Awareness The bug was communicated to participants at the end of the hackathon. This article aims to do the same for the360

entire ICON community. For judging whether a study is affected by the bug, we have described its effects and some criteria in

Sec. 3.3.

5 Conclusions

We have conceptualized the sea ice bug documented in this paper as a resolution-dependent bug. By this we mean that while

the bug was present in other, e.g. low-resolution configurations of the model, it was only detectable in the high-resolution365

setup. The reason was that the eddy velocities only became large enough at high resolution to have a noticeable effect on the
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sea ice. Another example of a bug found during the ICON-Sapphire development that we ascribed to the resolution-dependent

category, and that also appeared at the interface of two compartments, was a sign error in the coupling of ocean eddies and

wind speed that caused them rotate into opposite directions.

Moving to km scales pushes models to their extremes, which can highlight erroneous behaviour. Of course, preparing the370

model or this new configuration also meant rewriting modules like the turbulence and mixing scheme, which introduced new

errors. However, because the high-resolution model explicitly resolves more processes (for example, eddies are explicitly

resolved rather than having their effects parameterized), it is also easier to subject it to physical reasoning, which helped in the

debugging process.

Of course, the bug fix developed with the high-resolution model also benefits the low-resolution model. Martin et al. (2010)375

used this as a tactic, employing the NWP mode to identify the source of errors and develop fixes that then in turn benefited

their climate model mode.

Could we have detected the bug earlier? The bug entered the model at a time when commits were coming in at a rapid rate.

More stringent code and repository guidelines have since been introduced. In addition, there is a growing literature on tools

for testing climate model code and finding bugs (Baker et al., 2015, 2016; Kim, 2016; Baker et al., 2017; Mahajan et al., 2019;380

Milroy et al., 2019; Ahn et al., 2021; Zeman and Schär, 2022), as well as individual examples of extensive documentation

(Korkin, 2022). However, this bug was part of a legacy that is laborious to test in hindsight and for which it is difficult to

provide guarantees. GCMs are complex pieces of code with many developers spread geographically and across time zones

(Winsberg et al., 2014). Furthermore, we question whether this bug could have been found using testing procedures other

than the scientific evaluation of the model results, which in the end pointed us to the error. It is notable that the effect on the385

low-resolution model was minimal if not favourable, suggesting that it was difficult to find the bug there. Our example serves

to demonstrate a point about bugs in climate models made by Pipitone and Easterbrook (2012): code defects are either obvious

(as in our high resolution case) or irrelevant (as arguably in the lower resolution case).

Recommendations we provide are in the form of observations of the circumstances that led us to undertake and success-

fully complete the debugging process (see Sec. 4): striking visualizations both in identifying and investigating the problem,390

public pressure, and the easy assembling of a team and deep collaborative work mode facilitated by the hackathon. During the

hackathon, we engaged in a kind of sprint, where we had short daily meetings and a self organizing team. So one could argue

that we were following some agile software development practices, but many of the formalized parts of that framework were

missing from our approach (Sletholt et al., 2011). Importantly, the bug became obvious only irregularly every few years, which

highlights the necessity for more than year long simulations also in km scale climate model setups.395

It is clear that climate model code, as any human product, will continue to contain errors. Thus, in addition to improving

control and testing mechanisms (Soergel, 2015), we must also find a constructive way of dealing with that fact scientifically and

politically. This strategy could for example involve open communication of bugs as we suggest, and it needs to be developed at

the institution and community level. As Stensrud (2007, pg. 394) put it, “numerical models are imperfect, so the key to success

is how we deal with these imperfections.”400
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In general, the way scientists view bugs can be conceptualized in terms of the modeling vision they subscribe to. Combining

concepts put forward as visions or epistemic communities by various authors (Shackley, 2001; Sundberg, 2009; Heymann

and Hundebol, 2017; Heymann and Dahan Dalmedico, 2019), Proske (2023) summarizes three modeling visions: (1) the

representative vision aims for the model to be a most exact representation of reality, with the more details the better; (2) in the

heuristic vision, the model is a tool to investigate and generate understanding about the climate system; (3) in the predictive405

vision, the purpose of the model is to produce results that most closely resemble (future) observations. At least in the heuristic

vision, the software implementation of a climate model can be viewed akin to ‘evolving theories’, and thus model imperfections

can be accepted as inevitable (Easterbrook and Johns, 2009). In this view, a bug can be seen as an opportunity to generate

knowledge, for example, by using the comparison between the fixed and the old model version simulations as a sensitivity

experiment. As we highlighted in Sec. 3.3, a bug can even help uncover new scientific questions, linking to the popular notion410

of serendipity in science (Yaqub, 2018). This view highlights the interplay between the technical implementation and the

physical science, and shows how “creating scientific software is often really the act of doing science itself” (Paine and Lee,

2017).

While a bug always poses a threat to the representative vision, the predictive vision may even first want to evaluate the effect

of the bug fix on the results before deciding to implement it. Thus, as long as the model is adequate for its purpose (be it415

predictive or heuristic, Parker (2009)), the presence of unacknowledged or acknowledged errors does not disqualify the use of

the model as a tool. In our case, the Arctic sea ice holes are clearly a threat to all three envisioned uses of the model, but they

allow the use of the flawed simulations to generate understanding or to use the results from parts of the model that are less

affected. Similarly, the bug does not render previous research results useless. As we have shown, differences in the results of

the low resolution model are difficult to discern and in any case the bug had a direct influence only regionally.420

Given the central role of climate models in climate science (Shackley et al., 1998; Edwards, 2001; Sundberg, 2007; Heymann

et al., 2017; Heymann, 2019; Heymann and Dahan Dalmedico, 2019; Rödder et al., 2020) and their influence on policy and

the public imagination (Mahony and Hulme, 2018; Heymann, 2010), how do bugs affect our confidence in climate models in

general? A comprehensive philosophical treatment is beyond our expertise and scope, but we would like to leave the reader

with some food for thought: climate scientists, and especially code developers, know that numerical models are “valuable, yet425

flawed, tools” (Stensrud, 2007, pg. 394). However, our confidence in their results is not only based on the false assumption

that they are error-free (see e.g. Winsberg (2006); Knutti (2008b, a); Baumberger et al. (2017); Winsberg (2018); Palmer and

Stevens (2019)). Heymann (2020) shows that, historically, their “epistemic justification was not rooted in the realism and

mathematical rigour (. . . ) but in the encouraging results”. Mastroianni (2022) put forward the case that science is a strong-link

problem, meaning that “progress depends on the quality of our best work”. It is thus not the role of scientific review and model430

development to eradicate all mistakes, but rather to build on the strong ideas and results that survive in scientific discourse.

Thus we can accept bugs as part of climate models and insist that we can still make scientific progress. We should be wary of

promises to regard (high-resolution) models as perfect tools in favor of a more nuanced view: they are not perfect, but they

offer exciting opportunities for investigation and understanding.
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5.1 Open bug communication435

The case for change that we want to make is towards an open communication of bugs, their findings, and their effects, similar

to the one Blanchard and Dũng (2024) made for publishing refutations. Our Fig. 1 aims to serve as a template that facilitates

accessible and concise communication. Of course that template needs to be adapted to every case. In particular we realize that

the bug presented in this case may present an easy example since it at its core involved only one wrongly set logical switch.

Other bugs may be more involved, but that makes their communication and the summary of their core even more necessary.440

More open communication can serve to increase trust, by the public but also within the scientific community. As Livingstone

(2003, pg. 178) points out, “scientific knowing is an inescapably social phenomenon involving judgements about the integrity

of people and their practices.” In practice, open documentation is helpful not only for developers, but also for users of the

climate model data. The latter need to know not only the intended function, but also the defects of a model in order to interpret

its results. In addition, such publications can make explicit the art of debugging, which is tacit knowledge (Polanyi and Nye,445

2015) that is expected of scientific programmers but not trained in scientific education. Also it relates to concepts of diversity

and inclusion: Model data are provided openly in order to make them available to model users globally. However, if these

users have no ties to the institution producing the model data, they consequently lack access to information on bugs contained

in the model producing the data. As we have discussed above, published literature rarely treats bugs in more than a passing

mention. Uncommunicated bugs become a threat for scientific quality: model data stays in use for far longer than any current450

model version where a bug may be fixed in the next version, so scientists interpreting model data need to have access to

bug documentation. If models’ data is open access, their faults need to be as well. On the side of model developers, as of now

debugging model code is not funded or rewarded officially, and public documentation could at least serve to deliver recognition.

In order for developers to make time for this work, bug documentation needs to become a norm with an established procedure

(Kim and Zhang, 2015), similarly to how journals have enforced the open publication of datasets and software.455

An open question is how to organise this bug communication. We can imagine either a database per model (for ICON, for

example, that could be added to the existing website (https://www.icon-model.org/)), or a new paper type in a journal like

GMD. The bug reports ideally would be integrated with the development software already in place, for example coming out of

closed issues in GitLab. Doubtlessly, one would need to add attributes and metadata to make such a database serve its purpose

of being accessible. Inclusion of bugs could be limited to those that have a detectable effect on model results. The elaboration460

and implementation of these ideas is up to the research community. With this paper, we make a start and hope to have provided

a convincing example of the value and feasibility of open bug documentation.

Code and data availability. The ICON model is published in ICON partnership (DWD and MPI-M and DKRZ and KIT and C2SM) (2024)

under a BSD 3-clause license. The low-resolution model version employed in this study corresponds to that release. We have published the

high-resolution model versions (with the bugfix patch) as well as the plotting scripts and data used for the Figures in this study at Proske465

et al. (2024). The original report for the sea ice bug was filed at https://gitlab.dkrz.de/icon/icon-mpim/-/issues/86.
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Video supplement. Videos of the ocean kinetic energy and sea ice equivalent thickness are provided at Proske et al. (2024).
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Appendix A: EERIE Cycle 2 simulations

EERIE (European Eddy-Rich ESMs) is an EU-project whose objective is to understand the role of ocean eddies on the coupled

climate system on longer-term timescales (multi-decadal to centennial). The model resolution employed (10 km atmosphere,470

5 km ocean) is the same as the one used in this study. However, the length of the model integration for EERIE is much longer

and hence the issue of sea ice holes was initially detected in EERIE simulations (50 years spin-up and 40 years control). In

essence, the EERIE cycle 2 setup is the same as the nextGEMS cycle 4 setup used in this study (see Sec. 2.1), with the exception

of being a control simulation using constant 1950-forcing. As shown in Fig. A1, for the first 7-years of integration while the

bug fix was not implemented yet, the issue of sea ice holes occurred 3 times. The bug fix was implemented on year 8, and with475

the exception of year 9, the sea ice hole issue has not appeared again (see Fig. A1).
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Figure A1. Northern Hemispheric sea ice concentration in March. The bugfix was implemented in the EERIE cycle 2 simulation from 1957

onward. Besides one single occurrence in March 1958, the sea ice holes have disappeared after implementation of the bug fix.
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Appendix B: Code changes from the bug fix

The following shows the sea ice namelist code, with changes highlighted as differences between the code state before (red) and

after (green) the bugfix ([. . . ] signifies code ommitted for the sake of brievity and clarity).
480

1: ! namelist setup for the sea-ice model

2: !

3: !

4: ! ICON

5: !485
6: ! ---------------------------------------------------------------

7: ! Copyright (C) 2004-2024, DWD, MPI-M, DKRZ, KIT, ETH, MeteoSwiss

8: ! Contact information: icon-model.org

9: !

10: ! See AUTHORS.TXT for a list of authors490
11: ! See LICENSES/ for license information

12: ! SPDX-License-Identifier: BSD-3-Clause

13: ! ---------------------------------------------------------------

14:
15: MODULE mo_sea_ice_nml495
16:
17: USE mo_kind, ONLY: wp

18:
19: [...]

20:500
21: LOGICAL, PUBLIC :: use_constant_tfreez = .TRUE. ! constant freezing temperature for ocean water (=Tf)

22: LOGICAL, PUBLIC :: use_IceInitialization_fromTemperature = .true.

23: - LOGICAL, PUBLIC :: stress_ice_zero = .TRUE. ! set stress below sea ice to zero

24: + LOGICAL, PUBLIC :: stress_ice_zero = .FALSE. ! set stress below sea ice to zero

25: LOGICAL, PUBLIC :: use_calculated_ocean_stress = .FALSE. ! calculate ocean stress instead of reading from OMIP505
26: LOGICAL, PUBLIC :: use_no_flux_gradients = .TRUE. ! simplified ice_fast without flux gradients

27:
28:
29: CONTAINS

30: !>510
31: !!

32: SUBROUTINE read_sea_ice_namelist(filename)

33:
34: [...]

35:515
36: !------------------------------------------------------------------

37: ! Sanity Check

38: !------------------------------------------------------------------

39:
40: [...]520
41:
42: IF (i_ice_dyn < 0 .OR. i_ice_dyn > 2) THEN

43: CALL finish(TRIM(routine), 'i_ice_dyn must be either 0, 1 or 2.')

44: END IF

45:525
46: - IF (i_ice_dyn > 0 ) THEN

47: - IF (i_ice_dyn == 1 ) THEN
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48: - CALL message(TRIM(routine), 'WARNING: i_ice_dyn is 1 - BUT SEA ICE DYNAMICS INCLUDE ERRORS')

49: - ENDIF

50: - ! TODO: This can be changed when we start advecting T1 and T2530
51: - ! CALL message(TRIM(routine), 'WARNING: i_ice_therm set to 1 because i_ice_dyn is 1')

52: - ! i_ice_therm = 1 ! no Winton thermodynamics allowed, switched off by default

53: -

54: - ! When using routine ice_ocean_stress, ocean stress below sea ice is considered accordingly

55: - CALL message(TRIM(routine), 'WARNING: stress_ice_zero=FALSE because i_ice_dyn is 1 or 2')535
56: - stress_ice_zero = .TRUE.

57: + IF (i_ice_dyn > 0 .AND. stress_ice_zero) THEN

58: + CALL message(TRIM(routine), '---')

59: + CALL message(TRIM(routine), 'WARNING: sea-ice dynamics are active but stress on ocean is disabled')

60: + CALL message(TRIM(routine), 'WARNING: (sea_ice_nml.stress_ice_zero is true)')540
61: + CALL message(TRIM(routine), '---')

62: + ENDIF

63: + IF (i_ice_dyn == 0 .AND. .NOT. stress_ice_zero) THEN

64: + CALL message(TRIM(routine), '---')

65: + CALL message(TRIM(routine), 'WARNING: sea-ice dynamics are inactive but stress on ocean is enabled')545
66: + CALL message(TRIM(routine), 'WARNING: (sea_ice_nml.stress_ice_zero is false)')

67: + CALL message(TRIM(routine), '---')

68: + ENDIF

69:
70: [...]550
71:
72: END SUBROUTINE read_sea_ice_namelist

73:
74: END MODULE mo_sea_ice_nml555
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