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Abstract. As tropical cyclones migrate towards mid-latitudes, they can transform into extratropical cyclones, 9 
a process known as extratropical transition. In the North Atlantic basin, nearly half of the hurricanes undergo 10 
this transition. After transitioning, these storms can reintensify, posing significant threats to populations and 11 
infrastructure along the eastern coast of North America. While the impacts of climate change on hurricanes 12 
have been extensively studied, there remain uncertainties about its effects on extratropical transitions. This 13 
study aims to assess how climate change affects the frequency, location, intensity, and duration of these 14 
transitions. To achieve this, high-resolution regional simulations from an atmospheric regional climate 15 
model, based on the RCP 8.5 emissions scenario, were used to compare two 30-year periods: the present 16 
(1990-2019) and the end of the century (2071-2100). The results indicate a projected decrease in the number 17 
of tropical hurricanes, with no significant change in extratropical transition rates. September and October 18 
continue to be the primary months for extratropical transitions. However, the season’s peak appears to have 19 
shifted from September to October, suggesting that large-scale environmental conditions may become more 20 
favorable for extratropical transitions in October in the future. Although a poleward shift in the maximum 21 
intensity of tropical hurricanes is detected, the average latitude of the transitions does not change. Our 22 
findings suggest that transitioning storms will be more intense in the future, despite a less baroclinic 23 
atmosphere due to a stronger contribution from latent heat transfer. However, the risk of reintensification 24 
after transition is not expected to increase. 25 

 26 

1. INTRODUCTION  27 

Tropical cyclones can transform into extratropical cyclones through a process called extratropical transition 28 
(ET), in particular when they encounter a baroclinic environment and experience cooler sea surface 29 
temperatures. These transitions occur rather frequently in the North Atlantic basin, with approximately 50% 30 
of hurricanes undergoing an ET (Bieli et al., 2019; Hart & Evans, 2001). Moreover, about 50% of tropical 31 
cyclones that made landfall during this period were in the process of transitioning (Hart & Evans, 2001). 32 
Some of these cyclones can intensify after transitioning, resulting in significant harm to human lives and 33 
damage to infrastructures, as seen with Hurricane Floyd (1999) and Hurricane Sandy (2012). More recently, 34 
Hurricane Fiona in 2023 has set a new record for the lowest pressure ever recorded in Canada (Chedabucto 35 
Bay). The North-Eastern Coast of the United States and the Canadian Maritimes, which typically experience 36 
1-2 of these storms per year, as well as Western Europe, which faces them once every two years, are 37 
particularly vulnerable to these risks (Hart & Evans, 2001). Given the substantial financial losses these events 38 
can cause, there are growing concerns among economic stakeholders about the potential impact of climate 39 
change on the frequency and severity of these transitions. 40 

The atmospheric mechanisms underlying extratropical transitions have been extensively studied in recent 41 
years. As a tropical cyclone moves poleward, it encounters several environmental changes, such as low sea 42 
surface temperature (SST), increased SST gradients, enhanced vertical wind shear, and a stronger Coriolis 43 
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force (Jones et al., 2003). These changes may remarkably affect the tropical cyclone, resulting in a loss of 44 
intensity, a breakdown of its warm-core structure, and a loss of its axisymmetric structure (Jones et al., 2003).  45 
When a tropical cyclone encounters an existing extratropical system, typically a mid-tropospheric  trough, 46 
the process of extratropical transition may be initiated (Arnott et al., 2004; Hart et al., 2006; Jones et al., 47 
2003; Klein et al., 2000; Wood & Ritchie, 2014). The mid-tropospheric trough favors the advection of the 48 
angular momentum –  rather than the heat advection – which drives the conversion of the cyclone’s warm-49 
core structure into a cold-core structure (Hart et al., 2006). This advection of angular momentum disturbs the 50 
classic structure of a tropical cyclone, characterized by a decrease in wind strength with height and a warm 51 
core, thereby disturbing the thermal wind balance. To restore thermal wind balance, a secondary circulation 52 
is established: above the maximum of angular momentum advection, adiabatic descent causes warming, 53 
while below the maximum, adiabatic ascent leads to cooling,  resulting in frontogenesis (Harr & Elsberry, 54 
2000; Hart et al., 2006). During this transition, the storm’s wind field expands and becomes asymmetric, 55 
shifting the location of maximum wind speeds (Evans & Hart, 2008). The timing of the transition from a 56 
warm-core to an asymmetric structure appears to be basin-dependent: in the North Atlantic basin, TCs seem 57 
to acquire first an asymmetric structure while maintaining a warm-core structure, whereas, in the Eastern 58 
North Pacific they first lose their warm-core structure while retaining their symmetry (Bieli et al., 2019; 59 
Wood & Ritchie, 2014). 60 

Hence, the mid-latitude environment and weather systems play an essential role in a tropical cyclone’s 61 
transition process. During and after the extratropical transition, the addition of baroclinic energy (Evans et 62 
al., 2017) and diabatic heating (Rantanen et al., 2020) may cause an intensification of post-transition tropical 63 
cyclones. The structure of the tropical cyclone may play a role in the reintensification process after ET (Arnott 64 
et al., 2004) as well as the presence of atmospheric rivers which may speed up the process (Baatsen et al., 65 
2015). 66 

While the impact of climate change on tropical cyclones has been largely addressed in recent years, only a 67 
few studies have focused on the effects of a warmer climate on extratropical transition events. Regarding 68 
tropical cyclones, it is expected that their global frequency may decrease in a warmer environment, although 69 
the proportion of very intense hurricanes (especially Category 4 and 5 events) is likely to increase (Bender 70 
et al., 2010; Hill & Lackmann, 2011; Knutson et al., 2020; Mallard et al., 2013). Additionally, there may be 71 
a poleward expansion of tropical cyclone genesis (Garner et al., 2021) along with a poleward migration of 72 
the maximum intensity of tropical cyclones (Lee et al., 2020) due to higher SSTs and reduced wind shear at 73 
mid-latitudes. However, there remain uncertainties around this latter point (Knutson et al., 2020). In the mid-74 
latitude environment, a decrease in vertical wind shear (Kossin et al., 2014) and a reduction in the frequency 75 
of extratropical systems during the summer season in the Northern Hemisphere (Lehmann et al., 2014) are 76 
anticipated. Consequently, storms might become more intense during extratropical transition due to the 77 
projected increase in the intensity of tropical cyclones. Furthermore, extratropical transitions may occur 78 
farther north. Warmer SSTs could enable tropical cyclones to maintain their tropical characteristics and 79 
strength further north, thereby increasing the likelihood of encountering a baroclinic zone necessary for 80 
extratropical transition (Hart & Evans, 2001). However, the potential projected decrease in extratropical 81 
systems during summer (Lehmann et al., 2014), along with the reduction in baroclinicity in the low 82 
troposphere, may hinder extratropical transitions.  83 

Regarding extratropical transitions in a warmer environment, they are expected to be more intense, last 84 
longer, and be associated with heavier precipitation (Jung & Lackmann, 2019, 2021, 2023; Michaelis & 85 
Lackmann, 2019, 2021). However, post-transition storms are expected to be less intense (Jung & Lackmann, 86 
2021, 2023). An increase in the frequency of extratropical transition events is anticipated in the central and 87 
eastern North Atlantic basin (Baker et al., 2022; Liu et al., 2017), consistent with the projected poleward and 88 
eastward expansion of tropical cyclone genesis regions. This shift in the genesis location may likely lead to 89 
more storms hitting Western Europe (Baatsen et al., 2015; Haarsma et al., 2013). However, there is still 90 
uncertainty about how extratropical transition events will evolve in a warmer environment. 91 
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Our study aims to determine the impacts of climate change on the frequency, location, duration and intensity 92 
of extratropical transitions in the North Atlantic basin by using high-resolution simulations from a regional 93 
atmospheric climate model that span two 30-year periods: 1990-2019 for present-day simulations and 2071-94 
2100 for simulations of the future. Simulations of future climate are based on the Representative 95 
Concentration Pathways 8.5 (RCP 8.5) scenario. The focus of the study is particularly on highly populated 96 
areas (U.S. Northeastern Coast and Canadian Maritimes) where casualties and infrastructure damages can be 97 
significant.  98 

This paper is organized as follows: Section 2 describes the data and methodology used to track tropical 99 
cyclones and extratropical transition events, as well as the key metrics used to assess the change in 100 
extratropical transitions. Section 3 presents the key findings on how climate change impacts the frequency, 101 
location, and intensity of ET. Section 4 discusses these findings and provide conclusions. 102 

2. EXPERIMENTS AND METHODS  103 

2.1 Data experiments and model description 104 
The two 30-year experiments used for this study are part of the set of simulations used in Ingrosso & Pausata 105 
(2024). These experiments encompass the present-day scenario (1990-2019) and the RCP 8.5 future scenario 106 
(2071-2100). We chose to focus on the most extreme scenario to determine whether any significant impacts 107 
emerge, as scenarios with lower greenhouse gas emissions are less likely to produce a discernible signal. 108 

These experiments were performed with the developmental version of the Canadian Regional Climate 109 
Model/Global Environmental Multiscale (CRCM5/GEM 4.8) at a horizontal grid spacing of 0.12° and 57 110 
vertical levels. The regional model CRCM5 was driven using the data from the global simulations performed 111 
with GEM4.8 at 0.55° horizontal resolution and 73 vertical levels (further details can be found in Ingrosso & 112 
Pausata (2024)). 113 

To evaluate the model’s performance, the regional model was compared with observations from the Tropical 114 
Rainfall Measuring Mission (TRMM), the Climate Research Unit, and one reanalysis product (ERA5), 115 
focusing on the mean precipitation distribution from 2000 to 2019 (Ingrosso & Pausata, 2024). The regional 116 
model demonstrated its ability to align with the observations despite a persistent dry bias in the median and 117 
lower percentiles. Additionally, the regional model has shown good performance in reproducing the general 118 
diurnal cycle, although rainfall was underestimated compared to satellite observations. The precipitation 119 
comparison is a general evaluation of the model and indeed does not provide meaningful information in terms 120 
of the ability of the model to represent TC/ET climatology which is later discussed in Section 2.8 and in the 121 
Appendix. 122 

The regional area covered by the simulations extends from 3°S to 48°N and from 81°W to 52°E. 123 

2.2 Storm Tracking algorithm 124 
In this study, we employ a storm-tracking algorithm designed to detect both tropical cyclones (including 125 
tropical storms) and transitioning tropical cyclones. This algorithm is based on the methodology used in 126 
Dandoy et al. (2021) and follows a three-step procedure: storm identification, storm tracking, and storm 127 
lifetime, in line with previous studies (Gualdi et al., 2008; Scoccimarro et al., 2017). The algorithm uses 3-128 
hour outputs of the model for the period from June to December. 129 

Storm identification 130 
A storm is identified when several criteria are met. One of the key strengths of this algorithm is the double-131 
filtering approach that prevents from double-counting a tropical cyclone (TC) when there is a temporary 132 
decrease in intensity, followed by a restrengthening. Specifically, each storm center is categorized as either 133 
a weak center (if it meets only loose criteria) or as a strong center (if it also meets strict criteria). The criteria 134 
used are as follows: 135 
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- Surface pressure: The center’s surface pressure must be lower than 1013 hPa (1005 hPa to be 136 
classified as a strong center) and represent a minimum within a 250 km radius. Additionally, the 137 
center must be a closed low-pressure system, with the minimum pressure difference between the 138 
center and a circle of grid points in small (400 km) and large (800 km) radii around the center 139 
exceeding 1 and 2 hPa, respectively (4 and 6 hPa to be considered as a strong center). 140 

- 850-hPa vorticity: The maximum 850-hPa vorticity within a 200-km radius around the center must 141 
exceed 10-5 s-1 (10-4 s-1 to be considered as a strong center). 142 

- 10m wind: The maximum wind speed at 10 meters within a 100-km radius around the center must 143 
exceed 8 m/s (17.5 m/s  to be considered as a strong center). 144 

In this study, the criterion based on temperature anomalies was not used to reject centers, thus allowing for 145 
the detection of warm-core storms such as transitioning tropical storms. However, the algorithm still applies 146 
a strict criterion for identifying strong centers. Specifically, this criterion requires that the sum of the 147 
temperature anomalies at 250, 500 and 700 hPa, defined as the difference between the maximum temperature 148 
and the mean temperature within a 200 km radius around the center, must exceed 2°C. 149 

Storm tracking 150 
The purpose of this step is to assign each identified center to an existing storm or, if no existing storm can be 151 
linked to the detected center, to consider it as the origin of a new storm. Initially, centers that are more than 152 
250 km apart are treated separately. If two centers are within this distance, only the center with the strongest 153 
vorticity is retained. Storms are tracked using the nearest-neighbor method, a technique also employed in 154 
various studies (Blender et al., 1997; Blender & Schubert, 2000; Schubert et al., 1998). For each existing 155 
storm, the algorithm predicts the potential location of the next center based on the historical trajectory of the 156 
previous two centers. A new center is then assigned to the storm whose predicted location is closest, with 157 
preference given to the nearest center. 158 

Storm lifetime 159 
For each determined track, the following final conditions must be met: 160 

- The lifetime of the storm must exceed 36 hours. 161 
- The storm must have at least 12 strong centers. 162 
- The minimum travel distance must be at least 10° of combined latitude and longitude. 163 
- The number of strong centers must account for at least 77% of the core trajectory, which is defined 164 

as the path between the first and the last strong center. 165 

2.3 Detection of extratropical transitions (ET) 166 
The removal of the warm-core loose criterion enables the algorithm to detect both warm-core and cold-core 167 
centers. Simultaneously, the use of the warm-core strict criterion ensures that only storms that have 168 
experienced a tropical cyclone phase are detected. 169 

ET events are identified using the Cyclone Phase Space (CPS) methodology developed by Hart (2003) and 170 
widely employed in previous studies focusing on ET (Baker et al., 2022; Hart et al., 2006; Jung & Lackmann, 171 
2019, 2021, 2023; Liu et al., 2017). This methodology involves three parameters: the lower-tropospheric 172 
thermal axisymmetry of the cyclone (B), the lower-tropospheric (−𝑉௅) and the upper-tropospheric (−𝑉௎) 173 
thermal winds. These three parameters describe and differentiate the structure of tropical cyclones, 174 
characterized by a warm-core and vertically stacked structure, from that of extratropical cyclones, 175 
characterized by a cold-core and tilted structure. 176 

The use of high-resolution data ensures reliable CPS diagnostics (Hart, 2003).  177 
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Cyclone thermal symmetry (B) 178 
This parameter allows for identifying the frontal nature of the cyclone, or the absence thereof. It is defined 179 
as the storm-motion-relative 900-600 hPa thickness asymmetry within a 500-km radius (Hart, 2003). For the 180 
Northern Hemisphere, B is defined as: 181 

𝐵 = ൫𝑍଺଴଴ ௛௉௔ − 𝑍ଽ଴଴ ௛௉௔|തതതതതതതതതതതതതതതതതതതതതതതതത
ோ − 𝑍଺଴଴ ௛௉௔ − 𝑍ଽ଴଴ ௛௉௔|തതതതതതതതതതതതതതതതതതതതതതതതത

௅൯ 
 

(1) 

 
where Z represents the geopotential height, R and L indicate the right and left sides of storm motions, and the 182 
overbar denotes the mean area over a semicircle with a radius of 500 km. 183 

Very low values of B are associated with non-frontal storms such as TCs, while high values of B are 184 
associated with frontal storms such as extratropical cyclones. Hart (2003) suggests that a threshold of 10m is 185 
appropriate for distinguishing non-frontal storms from frontal storms. This threshold has been widely utilized 186 
in other studies focusing on ET (Baker et al., 2022; Hart et al., 2006; Jung & Lackmann, 2019, 2021, 2023; 187 
Liu et al., 2017). However, Zarzycki et al. (2017) indicate that a threshold of 15 m is more appropriate 188 
threshold when using high-resolution. 189 

To calculate the average speed of the 900-600 hPa layer, we considered four sub-layers: 900-850 hPa, 850-190 
800 hPa, 800-700 hPa, and 700-600 hPa. The mean zonal and meridional speeds for each layer were 191 
computed as follows: 192 

𝑢పഥ = ෍ 𝑢௜,௝

௝∈஽

 

 

(2) 

 

where D represents the 500km-radius circle around the center. 193 

Then, the total mean zonal and meridional speeds are defined as the weighted average of the mean speeds 194 
calculated for each sub-layer: 195 

 196 

𝑢ത = ෍ 𝑢పഥ 𝜔௜

௜ୀଵ,ସ

 

 

(3) 

 

where 𝜔௜  represents the weight of the layer i. The weight of each layer is calculated as the ratio of the 197 
difference between the upper-bound pressure and the lower-bound pressure of the layer to the difference 198 
between the upper-bound pressure and the lower-bound pressure of the entire column. 199 

The left layer comprises the points that satisfy the following criteria: 200 
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(4) 

 
and the thickness of the layer is thus defined as: 201 

𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 =
1
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(5) 

 

where 𝑁௅ is the number of points within the layer. 202 

The same methodology is also applied to the right layer, which is defined as:  203 
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(6) 
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Lower and upper thermal winds 204 
Tropical cyclones are characterized by a decrease in height perturbation with increasing altitude. In contrast, 205 
for extratropical cyclones, the height perturbation decreases with height. 206 

In this study, the height perturbation ∆𝑍 is calculated as the difference between the maximum geopotential 207 
height and the minimum geopotential height within a 500 km-radius circle (∆𝑍 = 𝑍௠௔௫ − 𝑍௠௜௡) and is 208 
proportional to the magnitude of the geostrophic wind (𝑉௚)(Hart, 2003) 209 

∆𝑍 =
𝑑𝑔ห𝑉௚ห

𝑓
 

 

(7) 

 

where d represents the distance between the two geopotential extrema, f is the Coriolis parameter, and g is 210 
the gravity constant. 211 

Scaled thermal winds can be defined as (Hart, 2003): 212 

−𝑉௅ =
𝜕∆𝑍

𝜕𝑙𝑛(𝑝)
ฬ

ଽ଴଴ ௛௉௔

଺଴଴ ௛௉௔

 

 

(8) 

 

and 213 

−𝑉௎ =
𝜕∆𝑍

𝜕𝑙𝑛(𝑝)
ฬ

଺଴଴ ௛௉௔

ଷ଴଴ ௛௉௔

. 

 

(9) 

 

The lower troposphere corresponds to the 900-600 hPa layer while the upper troposphere corresponds to the 214 
600-300 hPa layer. 215 

A positive value of −𝑉௅ (i.e. −𝑉௎ > 0) indicates a warm-core structure in the lower (i.e. upper) troposphere, 216 
while a negative value of −𝑉௅   (i.e. −𝑉௎ < 0) indicates a cold-core structure in the lower (i.e. upper) 217 
troposphere. During ET, the signs of −𝑉௅  and −𝑉௎may differ. 218 

As recommended by Hart (2003), we conducted a linear regression on the vertical profile of ∆𝑍 to estimate 219 
the thermal wind parameters. The levels used for these regressions are: 900 hPa, 850 hPa, 800 hPa, 700 hPa, 220 
600 hPa, 500 hPa, 400 hPa, and 300 hPa. 221 

Detection of ET events 222 
To mitigate the variability in parameters caused by numerical noise, a 12-hour smoothing window is applied, 223 
following the recommendations of Michaelis & Lackmann (2019), who employed a 24-hour smoothing 224 
window. Additionally, a filtering algorithm was employed to exclude highly chaotic trajectories characterized 225 
by multiple transitions. The core principles of this algorithm are: 226 

- Exclusion of ET events occurring below 20° as ET events rarely occur below this threshold (Hart & 227 
Evans, 2001) 228 

- When multiple transitions occur, only the final transition is considered, provided that no reverse 229 
transition follows it. 230 

For this study, the onset of ET is detected when (Liu et al., 2017; Michaelis & Lackmann, 2019): 231 

- 𝐵෨ > 15 𝑚 or  −𝑉௅෪ < 0 232 

Therefore, all TCs that have started an ET are included in our study, including instant-warm seclusions (Sarro 233 
& Evans, 2022), as well as transitioning storms that have not completed their transition within the regional 234 
domain. And the completion of ET is detected when both criteria are simultaneously met. 235 
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In other studies (Hart, 2003; Hart et al., 2006; Jung & Lackmann, 2021), the onset of ET was detected when 236 
B exceeded the threshold. However Liu et al. (2017) argued that this methodology might be inadequate for  237 
capturing TCs that transition to cold-core systems before developing an asymmetric structure. Furthermore, 238 
this methodology may also lead to negative ET durations as highlighted in Kitabatake (2011) 239 

2.4 The Eady Growth Rate: An Indicator of the baroclinicity 240 
The Eady Growth Rate (EGR) is a widely used indicator of the baroclinicity of the environment (Eady, 1949). 241 
ET are more likely to occur in zones associated with high values of EGR. It is defined as follows (Lindzen 242 
& Farrell, 1980): 243 

𝜎 = 0.31
|𝑓|

𝑁
ฬ
𝑑𝑉

𝑑𝑧
ฬ 

 

(10) 

 

where f is the Coriolis parameter, 
ௗ௏

ௗ௭
 is the vertical wind shear, and N is the Brunt-Väisälä frequency: 244 

𝑁 = ඨ
𝑔

𝜃

𝜕𝜃

𝜕𝑧
 

 

(11) 

 

where θ is the virtual potential temperature, and g is the gravity constant. 245 

In this study, we mainly focused on mid-troposphere baroclinicity and, therefore, computed the EGR at 500 246 
hPa with a forward difference scheme, using the geopotential heights, humidity, meridional and zonal wind 247 
speeds, and temperatures at 400 hPa and 500 hPa. 248 

To assess the baroclinicity in the upper troposphere, we computed the EGR at 200 hPa with a backward 249 
difference scheme using the 300 hPa and 200 hPa values. A forward scheme in this case would have required 250 
using the 100 hPa values, introducing stratospheric influences, which we aimed to avoid. 251 

2.5 Integrated Kinetic Energy: An indicator of the storm intensity 252 
The concept of Integrated Kinetic Energy (IKE) was first introduced by Powell & Reinhold (2007), who 253 
demonstrated that this indicator might better assess a hurricane’s destructive potential than the maximum 254 
sustained surface wind speed, as it accounts for storm size. 255 

IKE is the integration of the 10-m kinetic energy per unit volume over a domain volume (V) centered around 256 
the storm’s center. IKE is given by: 257 

𝐼𝐾𝐸 = න
1

2
𝜌𝑈ଶ𝑑𝑉

௏

 

 

(12) 

 

where 𝜌 is the air density and U is the 10-m wind velocity. 258 

Assuming an air density value of 1 kg/m3 and a volume height of 1m, the expression can be simplified as 259 
follows (Cheung & Chu, 2023): 260 

𝐼𝐾𝐸 = න
1

2
𝑈ଶ𝑑𝐴

஺

 

 

(13) 

 

In this study, the area considered is a circle with a 500km radius, centered around the TC center. 261 
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2.6 Minimal theoretical pressure of a TC 262 
The minimal theoretical pressure allows to estimate the minimum pressure a TC center can reach, based on 263 
the SST and the atmospheric profile (Bister & Emanuel, 2002). This critical pressure 𝑝௖   is given by the 264 
following equation: 265 

𝑅ௗ𝑇௦𝑙𝑛 ൬
𝑝௔

𝑝௖

൰ =
1

2
൬

𝑇௦

𝑇଴

𝐶௞

𝐶஽

(𝐶𝐴𝑃𝐸∗ − 𝐶𝐴𝑃𝐸௘௡௩)|ோெௐ൰ + 𝐶𝐴𝑃𝐸௘௡௩|ோெௐ  

 

(14) 

 

where 𝑝௔  is the environmental pressure, 𝑇௦ is the SST, 𝑇଴ is the outflow layer temperature, 𝐶௞ and 𝐶஽  are 266 
the enthalpy and momentum surface exchange coefficient, and 𝑅ௗ is the ideal gas constant for dry air. 267 
𝐶𝐴𝑃𝐸∗|ோெௐ  is the Convective Available Potential energy of a saturated air parcel and 𝐶𝐴𝑃𝐸௘௡௩|ோெௐ  is the 268 
environmental Convective Available Potential Energy. 269 

The minimum theoretical pressure was calculated with the pyPI package from Python (Gilford, 2021). 270 

2.7 Statistical analysis 271 
For the statistical assessment of the differences, the Mann-Whitney-Wilcoxon test was used to compare the 272 
distributions. This test is recommended when the normality assumption cannot be made. 273 

A significance level of 10% was considered. 274 

2.8 Validation 275 
The annual ET ratio, defined as the ratio of the yearly number of ET events to the yearly number of tropical 276 
cyclones, was computed for the 1990-2019 period of the present-day experiment. This frequency was then 277 
compared with observational data from the International Best Track Archive for Climate Stewardship 278 
(IBTRACS, Knapp et al., 2010) and with reanalysis data ECMWF reanalysis (ERA5, Hersbach et al., 2020), 279 
to which the tracking algorithm was applied within the same spatial domain as the present-day experiment.  280 

The results demonstrate the current experiment’s strong ability to reproduce the mean annual ET ratio despite 281 
exhibiting a lower distribution variability than ERA5 and IBTRACS (Fig. 1). 282 

Several studies have explored the topic of ET ratio simulation in different basins over the past years using 283 
the CPS methodology with different models, resolutions or reanalyses. 284 

Bieli et al. (2019) used JRA-55 and ERA-Interim whereas Zarzycki et al. (2017) used two reanalysis products, 285 
ERA-Interim and CFSR, combined with two climate models, CAM-55 et CAM-28. This latter study 286 
highlights the importance of the resolution with a 9% increase in the mean annual ET ratio with a higher 287 
resolution.  Liu et al. (2017) used two reanalysis products, CFRS and JRA-55, combined with two climate 288 
models, FLOR et FLOR-FA, for which the SST are artificially corrected through flux adjustment. This 289 
correction leads to a better representation of the ET ratio. Studholme et al. (2015) found a very high mean 290 
annual ET ratio (68%), this finding being explained by the simulation of longer tracks, enabling the ET to 291 
occur. 292 

Table 1 lists the mean annual ET ratios from previous studies. In our study, the ET ratio found in the present-293 
day simulation is 42.7%, placing it at the lower end of the range. However, this value accounts for the 294 
adjustments made to the CPS method, as detailed in Section 2.3. Indeed, we noticed that for certain tracks, 295 
some storms could begin to acquire extratropical characteristics (asymmetry or a cold core) before reverting 296 
to tropical cyclones. These "false" transitions were therefore excluded from the transitions. It is important to 297 
point out that if another transition occurs, the storm will be considered among the transitioning storms. Before 298 
correcting this, the transition rate was at 68.5% (close to the findings of Studholme et al. (2015)). 299 

 300 

 301 
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Author(s) Mean ET fraction Method/data for tracking ETs 

Hart & Evans (2001) 46% NHC best track labels 

Studholme et al. (2015) 68% 
CPS and k-means clustering, storms tracked in ECMWF 

operational analysis 

Zarzycki et al. (2016) -1 55% CPS, storms tracked in ERA-Interim 

Zarzycki et al. (2016) - 2 50% CPS, storms tracked in CFSR 

Zarzycki et al. (2016) - 3 49% CPS, storms tracked in CAM-28 

Zarzycki et al. (2016) - 4 40% CPS, storms tracked in CAM-55 

Liu et al. (2017) - 1  56% CPS, storms tracked in CFRS 

Liu et al. (2017) - 2 50% CPS, storms tracked in JRA-55 

Liu et al. (2017) - 3 57% CPS, storms tracked in FLOR-FA 

Liu et al. (2017) - 4 31% CPS, storms tracked in FLOR 

Bieli et al. (2019) - 1 47% CPS, storms tracked in JRA-55 

Bieli et al. (2019) - 2 54% CPS, storms tracked in ERA-Interim 
 302 

Table 1: Summary of mean annual ET ratio from previous studies.  303 

ET in IBTrACS is determined subjectively by various forecasters based on real-time observational data. In 304 
addition, IBTrACS phase transition occurs at an instantaneous point in space and time and provides no 305 
information about the path of ET (Zarzycki et al., 2017). To assess the ability of the model to spatially 306 
reproduce ET, we have compared the latitude and the longitude of ET onset with the results of Bieli et al. 307 
(2019) in Table 2. The comparison shows a northward shift in our simulated ET onset latitude compared to 308 
Bieli et al. (2019). This difference may be explained by our methodology, which in the case of multiple 309 
transitions, considers only the final transition. 310 

Simulation Mean Latitude ET Onset Mean Longitude ET Onset 

GEM 4.8/CRMC5 35.5 -52.4 

JRA55 (Bieli et al., 2019) 33.2 -58.4 

ERA5 -  Interim (Bieli et al., 2019) 28.9 -56.2 
 311 

Table 2: ET onset mean latitude and longitude 312 

 313 
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 314 

 315 

Figure 1: Box plot of the ET ratio for the present-day simulation (blue), ERA5 (red), and IBTRACS (green). 316 
The box represents the interquartile range (IQR) containing 50% of the data; the upper edge of the box 317 
represents the 75th percentile (upper quartile -UQ) while the lower edge is the 25th percentile (lower quartile 318 
– LQ). The horizontal line within the box indicates the median, while the green triangle indicates the mean. 319 
The whiskers extend to the smallest and largest data points within 1.5 times the IQR from the quartiles. Points 320 
beyond the whiskers are considered outliers. 321 

  322 
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3. RESULTS 323 

3.1 Tropical cyclones in present-day simulations and future climate simulations 324 
The annual average number of TCs, including tropical storms, is significantly lower (-3.7) in the future 325 
climate simulation (14.3) than in the present-day simulation (18). The season’s peak remains in September 326 
for the future climate simulation (Fig. 2). These results are consistent with other studies indicating an overall 327 
decrease in TC frequency (Bender et al., 2010; Knutson et al., 2020; Mallard et al., 2013) 328 

 329 

Figure 2: Average number of monthly TCs for the present-day (blue) and the future climate simulation (red) 330 
from June to December 331 

For each tracked TC, the maximum intensity – defined here as the minimum pressure reached by the cyclone 332 
along its trajectory – was determined. Therefore, the latitude of the minimum pressure is not inherently 333 
dependent on ET: it can occur either before or after transition. 334 

Consistent with previous studies (Hill & Lackmann, 2011; Knutson et al., 2020; Kossin et al., 2020), we 335 
found that there are more extreme events in the future climate simulation than in the present-day simulation 336 
(Fig. 3) and that the mean storm minimum pressure is deeper in the future climate simulation (-3 hPa).  337 

Consistent with other studies (Lee et al., 2020; Studholme et al., 2022), the median TC maximum intensity 338 
is slightly shifted northwards of about 1.2° latitude (Fig. 4 a) in a warmer climate because of higher SST that 339 
help TCs sustain their intensity at higher latitudes.  340 
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 341 

Figure 3: Distribution of the maximum intensity for the present-day (blue) and the future climate simulations 342 
(red). The maximum intensity is defined as the minimum pressure reached at the TC center during its lifetime. 343 
The hatched bars correspond to the intensity ranges with a significant difference. 344 

 345 

 346 

Figure 4: Box plot of the latitude of the minimum pressure for the present-day (blue) and the future climate 347 
(red) simulations a) for all TCs and b) for transitioning TCs. The box represents the interquartile range (IQR) 348 
containing 50% of the data; the upper edge of the box represents the 75th percentile (upper quartile- UQ) 349 
while the lower edge is the 25th percentile (lower quartile - LQ). The horizontal line within the box indicates 350 
the median, while the green triangle indicates the mean. The whiskers extend to the smallest and largest data 351 
points within 1.5 times the IQR from the quartiles. Points beyond the whiskers are considered outliers. 352 
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3.2 Change in the atmospheric baroclinicity 353 
As expected, the Eady Growth Rate in the future climate simulation is weaker than in the present-day 354 
simulation (Fig. 5a). This can be attributed to Arctic polar amplification which reduces the thermal gradient 355 
between the high and tropical latitudes, resulting in a weaker baroclinic zone (Barnes & Polvani, 2015; 356 
Francis & Vavrus, 2012; Serreze et al., 2009). The difference is particularly pronounced at the mid-latitudes 357 
and on the western side of the North Atlantic Ocean, where most transitions usually occur.  358 

Conversely, the upper-tropospheric Eady Growth Rate is slightly higher in the future climate simulation than 359 
the present-day simulation (Fig. 5b). That is consistent with the tropical upper-troposphere warming effect, 360 
which increases the upper-tropospheric thermal gradient (Barnes & Polvani, 2015; Harvey et al., 2014; 361 
Lorenz & DeWeaver, 2007). 362 

 363 

Figure 5:  a) Relative difference in 500-hPa Eady Growth Rate between the future climate and the present-364 
day simulations and b) Relative difference in 200-hPa Eady Growth Rate between the future climate and the 365 
present-day simulations  366 

3.3 ET events and ET ratios 367 
The mean annual number of ET events simulated in the future climate simulation (6.1) is significantly lower 368 
than in the present-day simulation (7.6). The ET ratio, defined as the ratio of the number of ET events to the 369 
number of TCs, is almost identical in the future climate simulation (42.7%) than in the present-day 370 
simulations (42.6%). Our results are consistent with Bieli et al. (2020) which did not reveal any statistically 371 
significant change in the ET rate in the North Atlantic. However, our findings contrast with the studies by 372 
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Liu et al. (2017)) and Baker et al. (2022), which reported a slight increase in ET frequency in the North 373 
Atlantic basin. 374 

Hart & Evans (2001) highlighted that ET events are more likely to occur if TCs maintain a minimum level 375 
of intensity when they encounter a relatively strong baroclinic zone, enabling them to release the available 376 
potential energy of the atmosphere. This minimum intensity level generally corresponds to a theoretical 377 
minimum pressure of 960 hPa (Bister & Emanuel, 1998; Hart & Evans, 2001). Our findings indicate that the 378 
northward shift of the baroclinic zone (Fig. 6a) is balanced by a corresponding northward shift in the 960-379 
hPa theoretical minimum pressure (Fig. 6b), thereby maintaining the relative position of this minimum 380 
intensity level with respect to the favorable baroclinic regions. As a result, these factors may help to partially 381 
explain why the probabilities of ET do not show significant differences. 382 

 383 

Simulation Mean annual number of ET events Mean ET ratio 

Present-Day 7.6 42.6% 

Future Climate 6.1 42.7% 

 384 

Table 2: Mean annual ET numbers and mean annual ET ratio for present-day and future climate simulations. 385 
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 386 

Figure 6: (a) Contours of mean Eady Growth rate for the present-day (blue) and the future climate (red) 387 
simulations. The solid lines represent the 0.25 day-1 level, the dashed lines represent the 0.5 day-1 level, and 388 
the dotted lines represent the 0.75 day-1 level. (b) Contours of the 960-hPa theoretical pressure for the present-389 
day (blue dashed line) and the future climate (red solid line) simulations 390 

3.4 ET seasonal cycle in future climate 391 
To assess changes in the seasonality of ET events, the mean annual contribution of each month to the mean 392 
annual ET ratio was calculated. This indicator is calculated as follows: for each year, the ET ratio is the 393 
number of ET events divided by the total number of TCs and then averaged over 30 years. This approach 394 
highlights the months when ET is most likely to occur, accounting for both the probability of TC occurrence 395 
and the conditional probability of ET.  396 

In the present-day simulation, September and October are the most significant contributors to the annual ET 397 
ratio, as highlighted in Hart & Evans (2001). During these two months, the number of TCs and the baroclinic 398 
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energy remain relatively high, providing favorable conditions for ET events. In the future climate simulation, 399 
September and October remain the months when the baroclinic energy levels are highest. However, the ET 400 
season’s peak appears to have shifted from September to October (Fig. 7). Indeed, in the future climate 401 
experiment, the simulated decrease in October ET events mean number is less pronounced than the simulated 402 
decrease in October mean number of TCs, suggesting a greater ET probability. 403 

404 
Figure 7: Monthly contribution to mean annual ET ratio for the present-day (blue) and the future climate 405 
(red) simulations from June to December 406 

3.5 Location of ET onsets 407 
In this section, we focus on the impacts of ET locations, particularly to assess the threats they may pose to 408 
the U.S. and Canada coastal populations. 409 

In both experiments, TCs that undergo ET reach their maximum intensity at higher latitudes compared to 410 
those that do not undergo ET (Fig. 4 a and b). Indeed, TCs that are most likely to undergo ET need to sustain 411 
a minimum energy level at middle latitudes (Hart & Evans, 2001). However, no significant northward shift 412 
in maximum intensity location for TC undergoing ET is simulated (Fig. 4b). This finding partly explains 413 
why, despite the previously highlighted northward shift in the baroclinic zone in future climate simulations 414 
(Fig. 6a), transitions do not occur further north (Fig. 8a) in the future climate simulation. These observations 415 
indicate that the mean meridional displacement between the maximum intensity and the ET onset locations 416 
does not significantly change under climate change. Additionally, the results show no significant change in 417 
the mean longitude of ET onsets (Fig. 8b). Our results slightly contrast with Bieli et al. (2020) that show a 418 
equatorward migration of the ET onset latitude, this shift being small in the North Atlantic basin. The 419 
differences in the ET tracking methodologies might explain this difference. 420 
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 421 

 422 

Figure 8:  Box plot of the a) latitude of ET onset for the present-day (blue) and the future climate (red) 423 
simulations and b) longitude of ET onset for the present-day (blue) and the future climate simulations (red). 424 
The box represents the interquartile range (IQR) containing 50% of the data; the upper edge of the box 425 
represents the 75th percentile (upper quartile - UQ) while the lower edge is the 25th percentile (lower quartile 426 
- LQ). The horizontal line within the box indicates the median, while the green triangle indicates the mean. 427 
The whiskers extend to the smallest and largest data points within 1.5 times the IQR from the quartiles. Points 428 
beyond the whiskers are considered outliers. 429 

The density map of ET onset, estimated with a Gaussian kernel, shows some differences (Fig. 9), with more 430 
ET onsets occurring near the U.S. Northeastern coast around 35°N and 40 °N. This region corresponds to the 431 
zone where a pronounced northward shift in the theoretical minimum pressure is simulated in the future 432 
climate simulation compared to the present-day experiment (Fig. 6b). This result does not agree with previous 433 
studies (Baker et al., 2022; Bieli et al., 2020; Liu et al., 2017) which reported more storms undergoing ET in 434 
the central and eastern North Atlantic, which leads to more storms, with a tropical origin, hitting Western 435 
Europe (Baatsen et al., 2015; Haarsma et al., 2013). 436 

 437 

 438 
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Figure 9: Difference in onset ET density between the future climate and the present-day simulations.  439 

The overall lack of change in the mean ET onset latitude in the future climate simulation might be explained 440 
by stronger tropical cyclones, which have slightly deeper low pressure (982 hPa compared to 986 hPa today) 441 
at the time of ET onset, compensating for the weaker mid-tropospheric baroclinic zone that drives energy 442 
release. Additionally, the upper-tropospheric baroclinic zone becomes stronger, further offsetting the mid-443 
tropospheric weakening. As a result, these factors balance out, preventing significant shifts in the average 444 
latitude of extratropical transition onset. 445 

3.6 Duration of ET in Future Climate 446 
Here we investigate a potential change in the duration of ET events as high SSTs have been associated with 447 
slow-transitioning storms, which are generally stronger than fast-transitioning storms (Hart et al. ,2006).  The 448 
ET duration is defined as the time difference between the ET onset and ET completion. For ET events that 449 
are not completed within the regional domain, the ET completion time is defined as the time when the storm 450 
reaches the upper boundary of the spatial area. The performance of the CPS methodology for calculating  the 451 
ET duration was discussed by Kofron et al. (2010). 452 

The analysis shows no significant change in the ET duration for the future climate simulation compared to 453 
the present-day experiment (Fig. 10 a). This conclusion also holds for storms where the transition is 454 
completed within the regional domain (Fig. 10 b).This result contrasts with the findings of Jung & Lackmann 455 
(2019) which revealed an extended ET period. However, this conclusion applies only to a specific storm, and 456 
the characteristics of its track may influence the results. Our findings are, nevertheless, consistent with the 457 
results of Michaelis & Lackmann(2021) who found no statistically significant difference in the ET duration 458 
time between present-day and future climate simulations. 459 

 460 

 461 

Figure 10: Box plot of the transition duration (in hours) for the present-day experiment (blue) and the future 462 
climate simulations (red) for: a) all storms, and b) storms for which the transition is completed within the 463 
regional zone. The box represents the interquartile range (IQR) containing 50% of the data; the upper edge 464 
of the box is the 75th percentile (upper quartile - UQ) while the lower edge is the 25th percentile (lower quartile 465 
- LQ). The horizontal line within the box indicates the median, while the green triangle indicates the mean. 466 
The whiskers extend to the smallest and largest data points within 1.5 times the IQR from the quartiles. Points 467 
beyond the whiskers are considered outliers. 468 
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3.7 Energetics of Transitioning Storms in Future Climate  469 
This section explores the energetic changes in transitioning storms under future climate scenarios, focusing 470 
on how their destructive potential evolves and the factors contributing to these changes. The destructive 471 
potential of transitioning storms is notably higher (+20.5%) in the future climate simulation relative to present 472 
day. This increase is reflected in the cumulative IKE over the transition period, which is significantly higher 473 
in future climate simulations (Fig. 11). This increased destructive potential is partly attributed to a 474 
significantly higher latent heat flux (+17%, Fig. 12 a) in the future climate simulation during the transition, 475 
driven by higher SSTs. As expected, the Eady Growth Rate is significantly weaker in the future climate 476 
simulation (Fig. 12 b), suggesting a reduction in baroclinic conversion.  477 

Our findings align with previous studies (Cheung & Chu, 2023; Jung & Lackmann, 2021, 2023) which 478 
highlighted the increase in storm intensity during ET. 479 

 480 

 481 

Figure 11: Box plot of Cumulative Integrated Kinetic Energy (in Joules) during the transition for the present-482 
day experiment (left) and the future climate simulation (right). The box represents the interquartile range 483 
(IQR) containing 50% of the data; the upper edge of the box represents the 75th percentile (upper quartile - 484 
UQ) while the lower edge is the 25th percentile (lower quartile - LQ). The horizontal line within the box 485 
indicates the median, while the green triangle indicates the mean. The whiskers extend to the smallest and 486 
largest data points within 1.5 times the IQR from the quartiles. Points beyond the whiskers are considered 487 
outliers. 488 
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 489 

 490 

Figure 12: Box plot for the present-day experiment (blue) and the future climate simulation (red) for: a) the 491 
Surface Latent Heat Flux during, and b) the average 500-hPa Eady Growth Rate during the transition. The 492 
box represents the interquartile range (IQR) and contains 50% of the data; the upper edge of the box 493 
represents the 75th percentile (upper quartile - UQ) while the lower edge is the 25th percentile (lower quartile 494 
- LQ). The horizontal line within the box indicates the median, while the green triangle indicates the mean. 495 
The whiskers extend to the smallest and largest data points within 1.5 times the IQR from the quartiles. Points 496 
beyond the whiskers are considered outliers. 497 

3.8 Reintensification during transition 498 
Reintensification of storms during the ET phase is a critical aspect to evaluate as it influences the overall 499 
impact and longevity of transitioning storms. Reintensification during the transition phase is assessed using 500 
pressure differences and changes in IKE. The analysis reveals that storms, on average, do not intensify during 501 
the transition, with no significant difference in the pressure change (Fig. 13 a). On average, there is a slight 502 
increase in pressure for both experiments: +3.5 hPa for the present-day simulation and +4.5 hPa for the future 503 
climate simulation. Additionally, the relative difference in IKE also shows no significant variation between 504 
the present-day and the future climate simulations (Fig. 13 b). Despite the increase in storm central pressure, 505 
there is a modest rise in IKE during the transition for both climate states (+6.6% for the present-day 506 
experiment and +7.5% for the future climate simulation), potentially driven by the increase in storm size 507 
during the transition (Kozar & Misra, 2014). 508 

The enhanced latent heat release has also been showed by Jung & Lackmann (2019) in a case study of the 509 
projection of Hurricane Irene (2011) in a warming environment. This has been interpreted as the primary 510 
cause of the intensification of the future transitioning storm Irene. Jung & Lackmann (2023) also highlighted 511 
a lesser risk of reintensification linked to a reduced baroclinic conversion. However, they focused on the 512 
post-ET intensification while our study investigates the intensification during ET. 513 
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 514 

 515 

Figure 13: a) Box plot in difference in pressure at the storm center during the transition for the present-day 516 
(blue) and the future climate (red) simulations and b) Box plot in relative difference in Integrated Kinetic 517 
Energy (for present-day simulations (blue) and future climate simulations (red) during the transition. The box 518 
represents the interquartile range (IQR) containing 50% of the data; the upper edge of the box represents the 519 
75th percentile (upper quartile - UQ) while the lower edge is the 25th percentile (lower quartile - LQ). The 520 
horizontal line within the box indicates the median, while the green triangle indicates the mean. The whiskers 521 
extend to the smallest and largest data points within 1.5 times the IQR from the quartiles. Points beyond the 522 
whiskers are considered outliers. 523 

4. DISCUSSION AND CONCLUSIONS 524 

This study investigates how extratropical transitions (ETs) in the North Atlantic basin might change by the 525 
end of the century under the RCP 8.5 climate scenario, using high-resolution climate simulations. While we 526 
found no significant difference in ET frequency, with the ET ratio (42.7%) in the future climate simulation 527 
being nearly identical to that in the present-day simulation (42.6%), our results indicate that transitioning 528 
storms in the future have greater potential destructiveness. Specifically, the Integrated Kinetic Energy 529 
associated with transitioning storms is significantly higher in the future climate simulation, driven largely by 530 
increased surface latent flux rather than enhanced baroclinic energy. This result aligns with the findings by 531 
Cheung and Chu (2023), which also reported an increase in the potential destructiveness of ETs. 532 

While our findings about the ET frequency results contrast with studies by Liu et al. (2017) and Baker et al. 533 
(2022), which reported a slight increase in ET frequency in the North Atlantic basin, our results are consistent 534 
with Bieli et al. (2020) which did not report any significant change in the ET frequency and with previous 535 
research indicating that TCs will become less frequent but more intense in the future (Bender et al., 2010; 536 
Knutson et al., 2020; Mallard et al., 2013). Our simulations also confirm a poleward migration of the 537 
maximum intensity of TCs (Lee et al., 2020), aligning with the expansion of TC cyclogenesis regions. 538 

The findings indicate that the future climate simulation shows a weakening and northward shift in the mid-539 
tropospheric baroclinic zone, driven by polar amplification, along with a slight increase in the upper-540 
tropospheric baroclinic zone due to warming in the tropical upper troposphere. This weakening of the 541 
baroclinic zone along with the decrease in the number of TCs explain the decrease in the number of ET 542 
events, which ultimately leads to the stability of the ET frequency. 543 
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Additionally, our results do not show a significant change in ET seasonality, with September and October 544 
remaining the primary months for ET events. However, the peak’s season seems to have shifted from 545 
September to October, suggesting that large-scale environmental conditions may become more favorable for 546 
ET in October in the future climate simulation. 547 

No significant shift in the latitude of ET onsets is simulated in the future climate simulation, although there 548 
is a slight increase in ET occurrences near the U.S. Northeastern coast. This could be due to more intense 549 
TCs reaching favorable baroclinic zones, which contrasts with Baker et al. (2022) who reported a decrease 550 
in ET occurrences in this region, mainly explained by the poleward and eastward expansion of the 551 
cyclogenesis region. Our findings also contrast with Bieli et al. (2020) who reported a slight equatorward 552 
shift. 553 

Previous studies (Jung & Lackmann, 2019) suggested that the duration of ETs might be longer in the future 554 
due to higher SSTs, an empirical indicator of slow-transitioning storms (Hart et al., 2006), and due to reduced 555 
meridional SST gradient, which inhibits baroclinic conversion. However, despite an environment that is less 556 
baroclinic during ET, no significant difference in duration is simulated as shown in Michaelis & Lackmann, 557 
(2021). There could be some biases in our findings as some storms have not completed their transition within 558 
the spatial domain, even though no significant difference in ET has been found for storms that have completed 559 
their transition. Indeed, Kitabatake (2011) and Kofron et al. (2010) highlighted the limitations of the Cyclone 560 
Phase Space in the detection of the ET duration. In addition to that, the inability of the Cyclone Phase Space 561 
to resolve the cyclone’s inner-core structure (Evans et al., 2017) may contribute to this finding.  562 

Within the spatial zone considered, our study suggests that transitioning storms do not necessarily reintensify 563 
more in a warming environment, consistent with the findings of Jung and Lackmann (2023), due to a 564 
reduction in baroclinic conversion. However, our study mainly focused on the reintensification during 565 
transition. Further work would be needed to investigate the potential reintensification post ET. 566 

In conclusion, our study suggests that extratropical transitions will pose a greater risk for populations in the 567 
U.S. Northeastern coast and the Maritimes.  However, uncertainties remain regarding the impact of global 568 
warming on ET frequencies and the spatial and temporal distribution of ET events. Further research is needed 569 
to address these uncertainties. 570 

Future studies should investigate the large-scale environmental conditions affecting the Northern 571 
Hemisphere, including East Pacific and North America. Hart and Evans (2006) emphasized that storms are 572 
more likely to intensify after interacting with a negatively-tilted rather than a positively-tilted trough. 573 
Therefore, a better understanding of how climate change will impact the occurrence of negative-tilted versus 574 
positive-tilted troughs will be crucial for grasping future ET dynamics. 575 

Additionally, the structure of post-transition storms warrants further exploration. Hart and Evans (2006) 576 
noted that warm-seclusion cyclones, which are more likely to cause damage, should be examined in the 577 
context of global warming. Assessing how global warming affects the post-transition structures of storms 578 
will enhance our understanding of future risks associated with ETs. 579 

Hart and Evans (2001) also mentioned that 50% of tropical cyclones making landfall between 1950 and 1996 580 
were transitioning storms. Investigating the impact of global warming on the spatial pattern of transitioning 581 
storms that make landfall will be important for anticipating future damages. 582 

Finally, the simulations used in our study were atmospheric-only experiments with prescribed SST.  Baker 583 
et al. (2022) demonstrated that high-resolution fully-coupled simulations may yield different outcomes 584 
compared to atmospheric-only simulations. For instance, while atmospheric-only simulations showed an 585 
equatorward shift in the completion latitude, fully coupled simulations detected a poleward shift.  Previous 586 
studies have highlighted the necessity of considering the ocean's negative feedback mechanism on tropical 587 
cyclones (Schade and Emanuel 1999; K. Emanuel et al. 2004). The winds associated with tropical cyclones 588 
induce upwelling of cold waters, which cools the sea surface temperature and inhibits the intensification of 589 
tropical cyclones (Schade and Emanuel 1999; K. Emanuel et al. 2004). The overestimation of the maximum 590 
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wind can reach up to 25 m·s⁻¹ (K. Emanuel et al. 2004). Scoccimarro et al. (2017) demonstrated that a high 591 
coupling frequency could significantly reduce this bias. In the context of climate change, Huang et al. (2015) 592 
showed that this ocean feedback is expected to strengthen due to the increased ocean stratification, which 593 
could enhance the ocean's negative effect and reduce the expected intensification of tropical cyclones in 594 
certain regions of the North Atlantic. Therefore, further investigations using fully coupled models are needed 595 
to reconcile these discrepancies and build a comprehensive understanding of the impacts of climate change 596 
on extratropical transitions. 597 

5. APPENDIX A: COMPARISON WITH IBTRACS 598 

In this appendix, we further compare the model simulations with IBTrACS. Our results indicate an 599 
overestimation (+2.2) of the average yearly number of TCs compared to observations (Fig. A1). However, 600 
the distribution of storms per month is only slightly affected, with nonetheless an underestimation in 601 
September and an overestimation in November and December (Fig. A2). 602 

 603 
Figure A1: Average monthly number of TCs for IBTrACS (green) and present-day simulation (blue) 604 
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 605 

Figure A2:  Monthly distribution of TCs for IBTrACS (green) and present-day simulation (blue) 606 

Our results highlight challenges in accurately reproducing the most intense cyclones (CAT4 and CAT5). 607 
Tropical storms are also underestimated while CAT1, CAT2 & CAT3 categories tend to be overestimated 608 
(Fig. A3). The storm categories are based on the minimum pressure as detailed in Table A1. 609 

 610 

Figure A3: Distribution of tropical storms per category for IBTrACS (green) and present-day simulation 611 
(blue). 612 

 613 

 614 

 615 

 616 
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Category Minimum pressure (hPa) 

TS >1000 

CAT1 [980 - 1000[ 

CAT2 [965 - 980[ 

CAT3 [945 - 965[ 

CAT4 [920 - 945[ 

CAT5 <920 
 617 

Table A1: Storm category definition per minimum pressure range 618 

A northward shift in the minimum pressure latitude is also present. Indeed, the average latitude is 31.4° for 619 
the present-day experiment and 27.4° for the observations (Fig. A4). This northward shift is mainly explained 620 
by the overestimation of the CAT1/CAT2/CAT3 categories whose minimum pressure latitude are the highest 621 
(Table A2). 622 

 623 

Figure A4:  Latitude of the minimum pressure for IBTrACS (green) and present-day experiment (blue). 624 

 625 

  Latitude of minimum pressure (°) 

TS 23.7 

CAT1 29 

CAT2 32.7 

CAT3 31.7 

CAT4 23.5 

CAT5 22.09 
 626 

Table A2: Latitude of the minimum pressure for IBTrACS (1990-2019) 627 
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Overall, the model satisfactorily reproduces the TC density in the North Atlantic. However, some differences 628 
should be noted (Fig. A5): the TC density is overestimated in the western North Atlantic (around the 55° W) 629 
while it is underestimated near the U.S. East coast and the Gulf of Mexico coast. Additionally, TC density is 630 
underestimated in the central North Atlantic between 10°N and 15°N. 631 

 632 

Figure A5:  TC density for IBTrACS and present-day experiment. The TC density maps are estimated using 633 
a Gaussian Kernel. 634 
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