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AbsAbstracttraect—

This study presents the-a state-of-the-art quality control (QC) process for the sea level height (SLH) time series
observed at the leodo Ocean Research Station (I-RSSORS) in the central East China Sea, a unique in-situ
measurement in the open sea for over two decades with a 10-minute interval. The newly developed QC procedure,
called-named the Temporally And Locally Optimized Detection (TALOD),-method has two notable differences
in characteristics from the typical ones: 1) spatiotemporally optimized local range check based on the high-
resolution tidal prediction model TPXQ9, 2) consideration ofing the occurrence rate of a stuck value over a
specific period. Besides, the TALOD adopts an extreme event flag (EEF) system to provide SLH characteristics
during extreme weather. A comparison with the typical QC process, satellite altimetry, and reanalysis products
demonstrateds that the TALOD method couldan provide reliable SLH time series with few misclassifications.
AThreugh budget analysis suggested;-H-was-determined that the sea level rise at the I-ORS wais primarily caused

by the barystatic effect, and the trend differences between observations, satellite, and physical processes wereare

related to vertical land motion. It was confirmed through-Glebal-Navigation-SateHite System{GNSS)} GNSS-that

ground subsidence of —0.89+0.47 mm/yr is occurring at I-ORS. As a representative of the East China Sea, this
qualified SLH time series makes dynamics research possible spanning from a few hours of nonlinear waves to a
decadal trend, along with simultaneously observed environmental variables from the air-sea monitoring system
atin the research station. This TALOD QC method iwasis designed to processfer SLH observations in the open

ocean, but it can be generally applied to SLH data from tidal gauge stations in the coastal regions.
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1 Introduction

Sea lkevel hHeight (SLH) comprises both oceanic components such as tides and currents, and atmospheric
components (Pirooznia et al., 2016). Global warming, driven by due-te-the increased greenhouse gases, has eatsed
led to a persistent increase inoef heat fluxes into the ocean, accelerating the rise in the upper ocean heat content
and the loss of land-based glaciers and ice sheets, resulting in rapid sea level rise (SLR; Pugh, 2019; Fox-

KemperPirant, ZOZIPGQ[YSKZ]). This rise is not spatially homogeneous but localized in association with a

change in the current system (e.g., Roemmich et al., 2007; Hamlington et al., 2020; Lee et al., 2022; Li et al.,
2024). Rising sea levels have induced coastal erosion and broad flooding, suggesting a presumable vulnerability
of populated low-lying coastal regions to global warming (Kulp and Strauss, 2019). Recent research has

demonstrated aits robust relationship with-between SLR and extreme weather events (Cayan et al., 2008; Yin et

al., 2020; Calafat et al., 2022), underscoring the need for a long-term SLH monitoring network.
A global network of tidal gauges inat the-coastal regions, along with satellite altimetry for the open ocean, has

made it possible to observe worldwide sea level changes (e.g., Dieng et al., 2017; Chen et al., 2017; Cazenave et

al., 2018; Chen-et-al—2017:-Royston et al., 2020; Cha et al., 2023). The upward trend of global mean SLR
increased from 3.05 mm/yr for the period 1993-2018 to 3.59 mm/yr from 2006 to 2018, about twice faster than

1.7 mm/yr during the 20" century (Nerem et al., 2018; Fox-Kemper et al., 2021 Nerem-et-al;2018). TheA future

projected future sea level trend is expected to be 4.63 + 1.1 mm/yr for the period 2010-2060, based on-frem

observed and reconstructed measurements around Korea (Kim and Kim, 2017), implying more frequent
occurrences of extreme weather and climate hazards associated with steep the-mean-sea level riseing within the
near future.

Due to theits broad socioeconomic implications_of SLR, the Korea Hydrographic and Oceanographic Agency
(KHOA) has constructed a sea level monitoring network comprising with-thirty-eight38 tide gauge stations for
the coastal region around Korea (red pentagram in Fig 1). Besides, the ocean research stations, steel--framed
tower-type research facilities, started to conduct unceasing and autonomous observations to cover the north-south
a—north-south-section of the Yellow and East China Seas, allowing us to understand air-sea interaction and

atmospheric and oceanic processes onin various time scales everinat the open ocean (Kim et al., 2017; Ha et al.,

2019; Kim-etal—2017-Kim et al., 2019; Kim et al., 2022; Kim et al., 2023a,; Kim-et-al-2023b; Saranya et al.,

2024). The leodo eceanresearch-stationOcean Research Station (I-ORS), the first one constructed at 32.125°N,

125.18°E (see Fig. 1 for its location), was established -in 2003. It; has been producinged sea level measurements

using a radar-type sensor with a 10-minute interval-fer-more-than-two-decades since October 2003. This station is
4
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strategically positioned along the pathway of typhoons that impact the Korean Peninsula; hence, the I-ORS can

serve as a crucial platform for comprehending extreme weather phenomena (Moon et al., 2010; Kim et al., 2017;

Park et al., 2019; Yang et al., 2022) and long-term climate variability (Kim et al., 2023a).

The collected sea level data, however, contains intricate outliers such as missing_data, spikes, electric noise, stucks,
drift, systematic conversion (or offset), and so on (Pytharouli et al., 2018). These outliers must be identified or
corrected before being used for research. This process, known as Quality Control (QC), involves outlier

classification into range, variability (or gradient), and sensor test categories (OOI, 2013; Min et al., 2020). Each

institution utilizes a different algorithm.

ithm—For instance, outliers might be

identified by applying a threshold that-is-3-fold-theof three times the standard deviation above and below the

average of measurements within a specified sliding window (Min et al., 2020,; 2021). This approach assumes athe

Gaussian distribution of the observed time series; hence, it may not be suitable for uniferm-appheationuniformly
applying this method because nonlinear waves or abrupt extreme events tend to be misclassified as outliers. Alseln
addition, the variables that are greatly affected by strong tides may have difficulty detecting outliers when a range
check is performed without considering tidal components. Therefore, Pugh (1987) suggested a QC procedure
based on tidal components estimated by a harmonic analysis. Recenthy-Pirooznia et al. (2019) computed tides by
adopting the classical least squares (CLS) and total least squares (TLS) from raw data that contained outliers and
missing values. They used the estimated tidal components to get residual components of SLH data and then

performed outlier detection. N

Recently, Lin-Ye et al. (2023) expanded the existing SEa LEvel NEar-real-time (SELENE) QC software by

incorporating additional modules to enable delayed-mode QC. In particular, the harmonic analysis-based de-tiding

module was upgraded to remove tidal components. The resulting time series has been effectively utilized to

identify subtle anomalies such as spikes, attenuation, and datum shifts by eliminating the periodic tidal variability

! The 1-ORS methodology for sea level measurements was changed in December 2007. Previously, the 1-ORS
observed the length between the instrument and the sea level; since then, it has been changed to observe the
sea level to the bottom. Due to the methodological switch, the recorded sea level time series has a sharp and
systematic offset, as described in section 2.1—



107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

—FtThis_harmonic analysis-based

processapproach mightbise appropriate for the data stably obtained from tide gauge stations but seems impertinent

to measurements in the open ocean, which may have various types of intricate outliers. Fhe-open-ocean-datanot

-addition—pPrevious studies attempted to verify the factors contributing to sea level rise (SLR) using various

data. Cha et al. (2023) quantified and assessed the underlying processes contributing to sea level rise in the
Nrorthwestern Pacific (NWP) using reanalysis data and satellite measurements from 1993 to 2017. This-studyhey
found that the major contributions to sea-levelriseSLR includeare land ice melt and sterodynamic_(STEROD)
components, while the spatial pattern and interannual variability are dominated by the steredynamic-STEROD
effect. However, satellite-based sea level observations cannot detect vertical land motion such as subsidence or
uplift, which may lead to trend differences between satellite and station observation. This indicates the need to
analysze the variability of vertical land motion at these stations as well.

This paper aims to introduce a unique, invaluable SLH time series obtained in the open ocean over two decades,
processed with a newly developed QC process named the Temporally And Locally Optimized Detection (TALOD)
method. For this purpose, we take-took advantage of simulated tidal components based on the TOPEX/Poseidon
global tidal model v9 (TPXO09; Erofeeva and Egbert, 2018). This high-resolution global tidal model accurately
reproduces tidal-wel components around the Korean Ppeninsula (Lee et al., 2022) and, hence, can be used for a
local and temporal range check. The performance of the newly suggested QC process wasis assessed by comparing

it to the a

method, which is based on the Intergovernmental Oceanographic Commission (I0C) Manual, and the qualified,

daily and monthly averaged sea level time series are assessed using satellite altimetry and reanalyszed products
from GLORYS12, ORASS5, and HYCOM regarding their long-term trends. Additionally, the physical processes
contributing to sea-levelriseSLR at the I-ORS were analyszed using reanalyszed products, and the vertical land

motion at the 1-ORS platform was estimated using the Global Navigation Satellite System (GNSS).
6
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tracks of typhoons passed by I-ORS (data from Joint Typhoon Warning Center; cases depicted in Fig. 6). The star
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Ocean Research Stations. The black dots depict the locations of tide stations. The grey solid lines show the storm

tracks passing by I-ORS from 2003 to 2022 (Table 2). The darker lines indicate the typhoon case in Fig. 6.
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2 Data and mMethods

2.1 SLH observed time series from the 1-ORS

We constructed the TALOD QC process based on-the TPXO9 and applied it to the 10-minute interval real-time
SLH measurements obtained from the I-ORS, a total of 1,011,584 data points from 8 October 2003 to 31
December 2022. The data wereas measured by-theusing a MIROS SM-140 non-directional wave radar (MIROS

AS, Asker, Norway), installed onat the main deck 29 m above the sea surface (Fig. 1). The range-finder principally

estimates the distance to the sea surface threugh—using the reflected signals by detecting back-scattered
microwaves from the surface. Table 1 describes the detailed specifications of the SM-140. The-sSensor's

measurements are known to be relatively free from atmospheric conditions, such as rain, fog, and water spray.

As mentioned in the introduction, the sea level measuring standard was changed on 12 December 2007. A sharp
offset of abeut-approximately 6.7 m, therefore, was recorded between the data before and after the transition point
(TP); (see-Fig. 2). Before the TP, the range-finder recorded the distance from the sensor to the sea surface as sea
level. AfterthattThe KHOA then altered the standard to record the actual sea level by subtracting the measured

distance from the known height offrom the sea bettem-floor to the sensor (KHOA, 2013). Therefore, in this study,

the forepart was corrected the-forepart-by flipping-inverting it upside-dewn-and then shifting-adjusting it by 1.57

m to the position extrapolated to the first time of the data afterwards. Alseln addition, we performed athe harmonic
analysis withen the corrected SLH time series to validate the correction method. The corrected SLH time series
for December 2007 estimated a sufficiently high signal-to-noise ratio (SNR) over 10.0 (Pawlowicz et al., 2002),
compared to the much broader ranges like years or decades of SLH at the I-ORS. Its consistencies-r-amplitude

and phase consistency with the rear subset also guaranteesd the method for correcting the systematic offset.
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Table 1. Instrument specifications for the MIROS SM-140.

Data Range Resolution Accuracy
Range 1-23m 1 mm <5mm
3-95m
Frequency 50 — 200 Hz (according to range)
L T
12F [©Raw data 2 Reverse O Reverse & Shift (+1.57m)
Em:— _ _ —
= gl | Transient Point E
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o sk =
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Figure 2. The circle markers indicate each process of methodological adjustment for the data before TP. The gre

line with circles means the raw data and the lines with blue triangle and red square indicate the reverse and shift

(+ 1.57 m after reversed) process.

Data Range Resolution Accuracy

Range 123m 1mm <5 mm
3 95m

Frequeney———— 50— 200 Hz (accordingto-range)
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2.1.1 Satellite altimetry and reanalysis products

We collected satellite altimetry and reanalysis datasets to validate the performance of the qualified SLH. The
satellite data wereasis the-gridded L4 sea surface height dataset provided by the Copernicus Marine Environment
Monitoring Service (CMEMS, https://doi.org/10.48670/moi-00145) for 1993—2022. This altimetry, sea surface
height from the geoid, was calculated through optimal interpolation (Ol) by merging along-track altimetry from
all satellites. Inverted barometric and tidal heights corrections wereas applied to adjust the along-track data. The
daily gridded satellite altimetry has a quarter-degree resolution for the global ocean. We used the daily sea surface

height (SSH) time series at the nearest-grid point nearest to the I-ORS.

The three SSH products used in this study are the HYbrid Coordinate Ocean Model (HYCOM,
https://www.hycom.org/) data-assimilative reanalysis (HYCOM-R) for the period of 2003-2017 and HYCOM
non-assimilative simulation (HYCOM-S) from 2018 to -2022, Global Ocean Physics Reanalysis 12 version 1
(hereafter GLORYS; Lelleuche-Jean-Michel et al., 2021), and the Ocean Reanalysis System 5 (hereafter ORASS;
Zuo et al., 2019). The HYCOM product provided by the US Navy’s operational Altimeter Processing System
(ALPS) has a spatial resolution of 1/12° by 1/12° for the global ocean and a temporal resolution of 3 hoursly.
GLORYS12 wasis produced by Mercator Ocean International (https://www.mercator-ocean.fr/en/) and has a
spatial resolution of 1/12° by 1/12° for the global ocean with a daily resolution. The ORAS5, provided by the
European Centere for Medium-Range Weather Forecasts (ECMWF), has a spatial resolution of 1/4° by 1/4° for

the global ocean and a monthly temporal resolution ef-menthly-(https://doi.org/10.24381/cds.67e8eeb7)(BOk:

10.24381/cds.67e8eeb?). To efficiently compare sea level variability, the SLH of all datasets wereas converted to

sea level anomalies by subtracting their mean values. Except for ORAS5, which containedis monthly data, the

10
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other sea level data were averaged daily. Similarly, we estimated the daily mean observed time series when more

than half of the data were available or flagged as good data.

2.2 TALOD QC
2.2.1 MetacheckManual Check
After correcting for the systematic offset in the observed sea level time series, we classified the outliers into four

categories: metadatamanual, range, spike, and stuck (see Fig. 3 for a flowchart). Based on their understanding of

the subsequent QC process, human operators in-the—manualcheck-ssubjectivelyelectively flag enhy-those-data

sections in the manual check-seections—particularly those lasting more than 24 hours—that may-are-likely-to

disrupt automatic detection procedures.

contamination-of-the-observed-data's-long-term-characteristics—This examination should beis rermally-based on

historical metadata information (or field notes) on the sensor’s maintenance, cleansing, a-power shortage events

atinthe-oceanresearchof the station, etc. Unfortunately, metadata information concerning the observed SLH time

series from the I-ORS the-observed-SLH time series—from-the I-ORS-wasare not made publicly available as

distributed-documentationwith-metadata-information. Instead, considering the following processes, we flagged

subjectively a-sections where the periodicity of the SLH data was irregular or nonsensical data existed for several
days. For example, from June 2016 to July 2017, the sea level observations at the 1-ORS involved two relocations
and one replacement of the observational instrument, and the sea levels observed during this period were relatively
low (not shown). As a result, 56,024 data points were flagged based on the metadata-manual check accounting for

6.32% of the total observations. This study peints-eutemphasises the need-significance offer recorded metadata

11
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Figure 3. Flow chart of TALOD QC process.
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2.2.2 Stuck check

After the metadata-manual check, we recommend examining stuck values in the time series. Generally, a stuck
check detects outliers when a fixed value is recorded continuously recerded-over a certain period. At the I-ORS,
the SLH measurements exhibited two distinct characteristics of stuck values. Firsthy, these values persist for a
certain duration without variation; a-typical QC processes can identify this type kind-of stuck. Second, aAn
abnormal case wais observed at the I-ORS: alternation between normal observations (good data) and fixed values.

To handle boththis usual and unusual stuck cases efficiently, we adopted athe density of identical values over a

certain period_through testing —\Ae—experimented—with—various combinations of ranges and frequenciesy
combinations;- consequentlyAs-a-result, we flagged the cases in whichwhen a single value was detected more than

6 times within a range of 15 or more than 13 times within a range of 31.
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2.2.3 Range check

NermaHyTypically, the range check can be divided into two parts. A local or gross range check designates a single
value that is difficult to occur naturally for a target variable at a specific location during the-a monitoring span.
And-_seasonally varying range check effectively detects errors for variables dominated by seasonal variability,
such as air or sea surface temperatures or humidity. However, these methods are not suitable for SLH
measurements in shallow water with large tidal amplitudes, such as the maximum tidal amplitude of 2.5 m that
can occur at the I-ORS, and significant seasonal cycles (Lee et al., 2006).

This study's range check consists of two procedures. The first is: a gross range check with a fixed range, by

assigning upper (+2.0 m) and lower (—2.0 m) limits for the sea level anomaly (SLA).; The seconid isanéd a localized

check with temporally varying ranges by taking advantage of the tidal prediction model. The gross range check
effectively identifies-flags extremely-abnormally high values such as 29.0 m and 7.98 m, which are frequently
recorded in the SLH measurements from the I-ORS, even during-under normal weather situatiensconditions. For
the local range check, we used the TPXO9 tidal model, which has a 4/36=-horizontal resolution_of 1/30°. This

global tide model seems to effers-provide accuraterealistic tidal predictions in both space and time spatial-and

temperal-tides-around the Korean Peninsula, exhibiting with-the smallest root mean square difference (RMSD)
when compared_to-withte tide gauge observations (Lee et al., 2022).

The monthly tidalFide data, econsistingempesed of 15 constituents (M2, S2, N2, K2, 2N2, K1, O1, P1, Q1, Mf,

Mm, M4, MN4, MS4, and S1), were extracted extracted-from the TPX09 and;-shiding-every-meonth-was-wereas

adjusted using the observed SLH duringforfor the same period (Fig. 4). Harmonic analysis of the observed SLH

at the 1-ORS shows that the M2 tide has the largest amplitude of 0.62 m-Fhe-M2tideatthe I-ORS harmonic

. Fhis-tidelt is followed by S2

(0.32 m), K1 (0.20 m), N2 (0.16 m), and O1 (0.15 m). The mean amplitude of these primary constituents wasis

0.28 m, which ispe notably higher than that of the remaining 31 constituents with amplitudes underunder 0.1 m.

A mMA-monthly windows iswereis selected to consider the seasonal evolution. The extracted tidal time series

wasereas shifted to positions where-that minimised the rRoot mMean sSquare eErrors (RMSESs), as indicated by

wereare—minimized—(the red line in Fig. 4). Overshooting tends to be-generatedoccur when only using-the

arithmetic mean enhyforis used for the shifting, especially inferthe convex-up and convex-down patternsdata,

which correspond to high and low tides, respectively. This may lead to the -thus-petentialyresultingin-detecting

the-detection of overestimated outliers. To address-mitigate thise overshooting issue, the residual time series, i.e.,

the observations minus mean--shifted tides, wasasis smoothed twice and-then added back to the estimated tidal
16




290  time series, as shown in —{the green line in Fig. 4). When the difference between the observed SLH and the bias-

291  corrected tide exceeds +0.3 meters or falls below —0.2 meters, the local range check identifies the data pointsit as
292  an-outliers (see Fig. 5b). These thresholds are sufficientadequate for elevation changes associated with nonlinear

293 internal waves in this region (Lee et al., 2006).
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297 Figure 4. Lines indicate the processes for fitting TPXO9 to the observation (black line with circle) in the range

298 check. (1) The blue line with a triangle means raw TPXQO9 data. (2) The orange line with the square shows mean-

299 shifted TPX0O9 based on the mean square error method. (3) The green line with a circle indicates the final output

300 with a twice-smoothed bias added.
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304 Figure 5. Time series for the examples of 4 flags. a) manual, b) stuck, ¢) range, and d) spike. Each marker indicates

305  Goood Bdata (grey circle), manual (blue circle), range (green triangle), spike (yellow square with red outline),

306 and stuck (red cross), respectively. Time series of the non-tidal residual component corresponding to Fig. 5 is
307 provided in the Supplement (Fig. S1).
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2.2.4 Spike check

The spike check wasis developed based on the gGradient sSpike mMethod (GSM), following the approach of

Hwang et al. (2022). The GSM-generatly typically deteets-identifies outliers using-by evaluating the gradient of

the SLH data. However, in this study, we empleyed-utilised the-temporal discrepanciesy in the non-tidal residual

SLH time series. Specifically, a data point is classified as a spike ;-e-thatis-if the square of itsthat value-gradient

exceeds 0.02-it-is-classified-as-a-spike. The equation used is as follows:

flag = find((Aresidual)? > 0.02), (1)

2.2.5 Extreme event flag
Atmospheric factors such as sea level pressure and wind modulate SLH; the inverted barometer effect (IBE) and

strong winds can generate abrupt SkH-fluctuations_in SHL. Under extreme weather_conditions,—the SLH

measurements mayean be classified as an-outliers through range and spike checks.

However, tFhe flagged-SEH

data flagged during severe weather events mightmay be regarded-as-good-datareliable, depending on the situation.

As a finallast QC procedure, this study introduced the extreme event flag (EEF)_to —provideallow users with an
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option to with-an-option-to-utilizsze the data based on their scientific objectives.to-note-that the- SLH data-was

measured-over-severe-weatherperiods: The typhoon cases analyszed in this study are summarisedshews in Table
2.

The observed range of SSH sea-surface-height-anomalies was atmestegualnearly identical under —fer-both normal

and typhoon situations, i.e., 0.30/-0.20 m and 0.29/-0.20 m, respectively. However, the variance differed
markedly, there-was-a-significant-difference-in-variance-which-implindicatingies large-substantial fluctuations in

the SLH measurements. The variance during normal ease-exhibited-a-variance-efconditions was 9.0 cm?, whereas

during-the-typhoon-influencedperiod; it increased to 40 cm? during the typhoon-affected period, approximately a
five5-foldfive-times risehigher. ConseguentlyAs a result, although the maximum_and /minimum ranges of the

residual components remained almost unchanged during typhoon-perieds, the outliers classified by the spikes
increased significantly (Fig. 6). We manually flagged the typhoon periods with the EEF based on the daily
variance and typhoon reports issued by the reported-information-en-typheonsfrom-the-Korea Meteorological
Administration (KMA).

Table 2. List of Typhoon during observation.

Typhoon Start date End date
Chanthu (2021) 14 Sep, 2021 16 Sep, 2021
Bavi (2020) 25 Aug, 2020 26 Aug, 2020
Lingling (2019) 6 Sep, 2019 7 Sep, 2019
Kong-rey (2018) 6 Sep, 2018 7 Sep, 2018
Soulik (2018) 22 Aug, 2018 23 Aug, 2018
Chan-hom (2015) 12 Jul, 2015 12 Jul, 2015
Neoguri (2014) 9 Aug, 2014 9 Aug, 2014
Bolaven (2012) 27 Aug, 2012 28 Aug, 2012
Muifa (2011) 8 Aug, 2011 9 Aug, 2011
Megi (2004) 10 Aug, 2004 10 Aug, 2004

20



4 T T 4 T T T
£ |[ @ Bolaven, 2012 = | b) Soulik, 2018 | Good + stuck & range O spike © EEF]
£ of 1 5o}
| = | =
< o <
® o @
= =
B gf { % of
o ©
D @D
i} @
2 | ] ] 2 ] ] ]
26/Aug/12 27/Aug/12 28/Aug/12 29/Aug/12 30/Augi2  21/Augns 22/Augi18 23/Aug/18 24/Augi1B 25/Aug/18
—— : 3 —
= c) Lingling, 2019 s . d) Bavi, 2020
= £ oF
g - £
o [=}
c c 1
| e
[ @
& [ & OF
24t ] g
5 o @ 1F
@ @
2 L L L 2 1 1 '
05/3ep/19 06/5ep/19 07/Sep/19 08/Sep/19 09/Sep/19  24/Aug/20 25/AUg/20 26/Aug/20 27/Aug/20 28/AUg/20

348

349 Figure 6. Time series of sea level anomalies for typhoon cases. a) Bolaven in 2012, b) Soulik in 2018, ¢) Lingling

350 in 2019, and d) Bavi in 2020. Good data (grey circle), EEF (purple circle), range (green triangle), and spike (yellow

351 square with red outline), respectively. Time series of the non-tidal residual component corresponding to Fig. 6 is
352 provided in the Supplement (Fig. S2).

353
354

355  TFable2-Listof Typhoon-cases-during-observation-

Fyphoon Start date End-date
Chanthu(2021)  14Sep, 2021 16 Sep2021
Bavi{2020)  256-Aug;2020 26-Aug—2020
Linghing(2018) ~ 65ep;2019 7-Sep;2019
Keng-rey(2018) ~ 6Sep;2018 7-Sep;2018
Seulik(2018)  22.Aug;2018 23 Aug-2018
Chan-hom{2015)  12Juk2015 12 Juk-2015
Neeguri(2044)  9-Aug 2014 9-Aug2034
Bolaven{2012)  27-Aug-2012 28 Aug-2012
Muifa(2011)  8Aug 2011 9-Aug,2011
Megi(2004)  10-Aug 2004 10-Aug-2004
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3 Rresults

3.1 Comparative-analisonysis to existing QC process

Representative results obtained_from-during the TALOD QC process are shown in Fig.ure 7, and the number and
proportion

of outliers-and-prepeortions flagged by each QC proceduress are presented in Table 3. The results were compared

with those obtained by applying the 10C s—standard KHOA QC procedure, which followsss based-en-the 10C

manuals (I0C, 1990; I0C, 1993) and the NOAA handbook (NOAA, 2009), to assess-evaluate the performance of

the TALOD QC-process.

scientists{(Min-et-ak;—2020)-The differences between theese two QC processes are illustrated in Fig.ure 8 and

summariszed in Table 4.

We-collected—aA total of 1,011,584 SLH data points were collected from ebserved-at-the I1-ORS during the

observation period from 2003 to 2022. After excluding 165,702 instances ef-with missing values (NaNs), 886,128
data points were-keptremained for quality control and analysis. Of these, 793,034 (89.49%) were classified as
good data, wwhereashile 93,184 data points (10.51%) were flagged as bad through the TALOD QC procedure

(Table 3). Among the flagged data, excluding those flagged throughas the manual checkmeta, stuck values
22
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constituted the majority, representing 89.84% of the bad data. This was followed by the spike and range flags,
which accounteding for 5.52% and 4.64% of the bad data, respectively.

Seasonal patterns in the frequency of each flag were further analyzszed. The number of eccurrences-ef-bad data
occurrences was feund-te-be-the-highest in spring, exceeding the annual average by a factor of 1.28. This seasonal
increase was primarily driven by thea higher eceurrence-incidence rate of stuck errors. Specifically, a total of
33,383 stuck errors were recorded, of which with-16,536 instanees-occurreding in spring—;-the highest count
aecrossamong all seasons (winter: 5,795; summer: 7,985; autumn: 3,067). The spring-frequency of stuck errors in

spring was nearhyapproximately double-twice the annual average-{2-98-times}, presumably reflecting the influence

of surface-drifting plankton on the rangefinder's reflection rate- during the spring bloom period.

Other types of bad data-types, such as those flagged for range and spike errors, exhibited relatively low frequencies
throughout the-whele-seasons, with total counts of 1,725 and 2,052, respectively. In contrast, Cenversely-the
manualmetaly -flagged data, which aceeunted-represented for the largest proportion of bad data;-exeluding-NaN

values, were evenly displayed-a-uniferm-distributedien acress-throughout the yearal-seasens, with a-mean-of

56,024 occurrences (winter: 14,934; spring: 12,298; summer: 14,843; autumn: 13,949). As-a+resultConsequently,

from a long-term perspective, the manualmeta flag did not contribute significantly to the observed seasonal

variation.s in-thefrom-a-long-term-perspective.

Fhe-oOvershooting-like errors flagged under the range and spikes categories related-to-extreme-weatherconditions;

sueh-as—range-and-spike—flags—shewedshowed peak occurrence rates duringir summer.- This seasonal pattern

coincidesd with the-peak typhoon season overever the Northwestern PacificVWPR, indicating a link_age-between

extreme weather events and the occurrence of eversheoting-likesuch errors-types. Nevertheless we recognize-that

Fhe-SLH is dominated by neap-spring tidal cycles;, which-and-it can induece-lead to misclassifications in error

detection when usingthroughby -a range check that-adepts-awith a constant value-as—a-threshold. Heweverin

contrast, the TALOD method utitizes-employs residual components that eensider-account forthe rapid increase
and /decrease inef SLH caused by mest-diurnal tidal components and short-duration weather systems, thereby
reducing detection errors. For example, the range check in the TALOD QC process successfully flagged 1,936

data points asby outliers. -detaHSpecifically, the gross range check detected-identified 1,121 bad data, while

whereas the temporal and local outlier detection flagged an additional 815, efficiently capturing error-like values.
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#mhed—sueeess#ulLy—eapmeh&e#eﬁwi%hMesfl[YSKm]The TALOD QC process preemptively flags

anomalousbad valuesdata that exeessively-severely disrupt continuity through the range checks. This approach,

as depicted-illustrated in Figure-Fig. 8f, preventseds detection failures caused by recurrent spike-like -errors

values. In contrast, tFhe J6&2s- KHOA s spike check has trouble with flagging spike-type errors within-that occur

within a short time spanperied. These unqualified outliersying values-maycan proveoke-the-downgradingeause-a

downdegrade-in the performance of the spike algorithms that rely on eheck-using-min/max-based-forcaleulatingte

caleulate -threshold calculations. Attention should be given-paid when applying the FOC-KHOA QC processes to

such sea level measurements, as its —because-the-automatic QC-on-observation-data mayeould be vulnerable to

recurrenthyr-repeatedly recorded spike-like errors. For instance, among the 261 observations logged from 1 June
2016 00 KST to 14 June 2016 00 KST, the TALOD method flagged 43 instances as bad data, whereashie the

10C-KHOA method identified only 37, leaving values—onby—with—apparent error-like values—data stith

rematningunflagged (see Fig. 8e, —and-8f).

Moreover, as summariszed in Table 4, the two QC processes showed sighificant-remarkable differences in
handling the stuck checks. While-AlthoughWhile the TALOD QC process successfully detecteds stuck values, as

illustrated in Fig.ure 8a, —8c, —8e,-and-8g; the HOC-KHOA method failed seems-to-fai-to identify these error-like

values. Instead of flagging the abnormal stuck values, the KHOAIOC QC removeeds the entire data section
segments (Fig. 8b, -8d, —-8f-and-8h). Furthermore, the 10€2s-KHOA’s stuck check, which is designed to identify
values as stuck when the sensor records the same values, tends to misclassify excessively-normal observationseata

inte—as stuck errors due to instrumental issues-limitations including low frequency (10--minute_intervals).;

FtheseSuch misclassifications -situations-are frequently observed during high and nleap tides (Fig. 8d). Fig. S3

in the Supplement presents additional comparative results using the SELENE method proposed by Lin-Ye et al.

(2023). SELENE failed to detect stuck errors in which NaN values alternated repeatedly with specific fixed values

(Fig. S3c). Moreover, in the range and spike checks, it tended to misclassify or fail to detect errors when two or

more overshooting values occurred consecutively (Fig. S3i).

During the application of the OS-PKHOA process to SLH data, misclassifications or detection failures were
confirmed due to the inability to identify irregularly recurringrepeated stuck errors. Heweverln contrast, the

TALOD method appliese optimiszed detection techniques; and successfully flagged 45,850—_stuck errors-were

successtully-flagged. Fig.ure 9 shows the distribution of the observed and qualified SLAs. Compared to-with the
idealiszed normal distribution (indicated by the grey line in Fig.ure 9), unusually high values-frequencies were

concentrated in the ranges of —1.4 to -1.3 m, -0.2 to —0.1 m, and 0.4 to 0.5 m. After applying the TALOD QC,
24



440  this distribution wasalignedis more closely alighed-with the normal distribution, indirectly suggesting the

441 performance-effectiveness of the TALOD QC to identify outliers. The KHOA QC, meanwhile, appears to flag an

442 excessive amount of data as outliers, resulting in a distribution that deviates significantly from normality (see dark

443 grey distribution in Fig. 9).

444

445 Table 3. Detection counts and proportions for each flag from Oct 2003 to Dec 2022 (excluding NaN values).

Elag number 1 2 4 2 z 8
(Name) (Good data)  (Range) (Spike) (Stuck) (Manual) (NaN)
# 793,034 1,725 2,052 33,383 56,024 165,702
% (without NaN) ~ 89.49% 0.19% 0.23% 3.771% 6.32%

446

447 Table 4: Differences in flag detection methods between TALOD and KHOA.

Flag TALOD KHOA
Range Data point where observation Data point exceeds sensor or
exceeds the threshold from the operator-selected min/max for
tidal component, which is whole period

adjusted according to temporal

observations

SPIKE Data point where the square of Data point n-1 exceeds a selected
the difference in residuals threshold relative to adjacent data
exceeds the threshold points

STUCK Data point where the Invariant value

reoccurrence rates for constant

value within the windows are

over thresholds

448
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453 Figure 8. Same as Fig. 5, but for invariant stuck case (a-b, from 05 May 2005 to 07 May 2005), stuck case during
454 short-period (c-d, from 12 Jul 2013 to 18 Jul 2013), and range-spike misclassification case (e-f, from 12 Jun 2016
455 to 14 Jun 2016). The figures on the left and right sides show results for TALOD and KHOA, respectively. For

456 illustrative purposes, only the flags generated by the automatic QC process were considered in panel f.

457 Comparison results with SELENE are provided in the Supplement (Fig. S3).
458
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460 Figure 9. Histogram of observed sea level anomalies without QC (light red), with QC (light grey), QCed by KHOA
461 method (dark grey) from 2003 to 2022 at the |-ORS. The area enclosed by a darker grey line indicates the normal
462 distribution.
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3.2 Data validation by using_-observation data

Fig.ure 10 displayspresent-s the daily time series of the SLA for each dataset except ORAS5. SLH generally
represents the vertically integrated heat contents of the ocean;: Fhereferethus, there-are-higher (lower) SLAS were

observed during the boreal summer (winter) period, June-September_ (December-March);-and-lowerSEAS-during

the-berealwinter,-December-Marech. The daily mean sea level range wais approximately + 0.6 m for the observed
dataene, —0.4 to +0.6 m for the HYCOM product, and £ 0.3 m for GLORYS and satellite altimetry. We calculated

the standard deviation (STD) and variance of each dataset.-te-infer-theirvariabHity-and-distribution: The STD and

variance for the I-ORS measurements were 0.16 m and 0.02 m, respectively;- fFor satellite altimetry and GLORY'S,

the values were the-sameidentical at 0.10 m and 0.01 m;- for The-HYCOM-R, had-valuesof0.11 m and 0.01 m,

respectively. While —Beth-sSatellite altimetry and the-twe-reanalysis datasets simulated-exhibited lower SLH

variability ef SLH-compared-tothan that of the-in-situ observations,- However—beth-datasets-they captured the

overall pattern well, showing high accuracy with a-low RMSEs (ef-less than 0.1_m). —Cempared-to-HYCOM;

frequency-neise-during-a-gridding-process—NotablyBesides, distinctsignificant statistical-differences were feund
observed between-in the HY COM and-dataset ether-datasets (OBS-and-reanalysis-data)-for the-period-after 2018.

TFhereforeAccordingly, we divided furtheranahyzed-the HY COM dataset by-dividing-t-into two periods for further

analysis: before 2018 (HYCOM-R) and after 2018 (HYCOM-S).
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First, we compared athe SLR rates-trend of each dataset (Fig. 11a0). The observation exhibited an SLR of 5.27
mm/yr fer-thisover the period frem-2003-t6—2022, while the satellite altimetry data showed a rendered-shghtly

lower rates of 2.76 mm/yr. Owing-Due to a rebuststrong and unrealistic faHling-declining trend in the-HY COMs

SLA during the recent period-sinee-2018 (—24.42 mm/yr since 2018 for -HYCOM-S), the overall rate-6fSLR rate

for the HYCOM was negative (—4.22 mm/yr) overduring the full study period. ;-butln contrast, the-HYCOM-R

has—aexhibited a more reasonable trend of 2.70 mm/yr—trend from 2003 to 2017. Theise results might

indicateshighlight the need for caution that-we-must-be-careful-when using the HYCOM-R and HYCOM-S

products to investigatestuey long-term climate dynamics.

SecondAdse, we compared-assessed the correlation and variability between the observation data and the other four

datasets using a Taylor dBiagram (Fig. 11b). Among the datasets, sSatellite altimetry exhibited-showed the highest

accuracy-ameng-the-datasets, with a high-strong correlation coefficient of {0.71} and a low RMSE (0.04 m)

compared-relative withtote the observation. The Fer—HYCOM—it reanalysis showed the lowest correlation
coefficient (—0.08) and the highest RMSE (0.10 m) over the entire period, indicating poor agreement. While

HYCOM-R demonstrated performance elese-tecomparable to that-of sSatellite_altimetry, whereas-HYCOM-S

exhibited-showed a significantly-low correlation coefficient (—0.39) and a_high RMSE (0.12 m). ORAS5 and
GLORYS had Fhe-correlation coefficients ef ORAS5-ard-GLORY-S-wereof 0.71 and 0.76, respectively, and

thewith both RMSEs of beth-data-was-0.1 m, shewing-demonstrating higher-better eorrelation-agreement and

accuracy than these-efHYCOM. Overall, HYCOM performed poorly, primarily because of was-feund-te-have-an

overalHowerperformance-due-te-its inability to simulate-reproduce SLH the-variability inef-SkH-sinceafter 2018

in the HYCOM-S product.
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525 Figure 10. Time series of daily QC-ed-mean sea level data after QCebservations (black dot), sSatellite altimetry
526 reen empty circle), HYCOM (light red diamond), and GIORYS12 (light cyan hexagram) data during the

527 observation period at the I-ORS.
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530 Figure 11. Bar plot with error bar (A; Left) and modified Taylor diagram (B; Right). The azimuthal angle

531 represents the correlation coefficient, the radial distance indicates the standard deviation, and the semicircles

532 centered at the “OBS” marker mean the Root Mean Square Errors. The colors and markers indicate each dataset

533 (black circle: observation, green square: satellite altimetry, purple pentagram: ORASS5, light cyan hexagram:

534 GLORYS, red diamond: HYCOM, light red upward-pointing triangle: HYCOM-R, dark red downward-pointing
535 triangle: HYCOM-S).
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3.3 Sea-level budget assessment at I-ORS

As mentioned above, the SLH observations fromatef the 1-ORS, produced-refined through the developed QC

process, estimated an SLR rate of 5.27+0.46 mm/yr. Sea level changes arecan beis divided-categorized into

relative and geocentric sea level change, referring to the height of the sea surface relative to representing-the

distance-from-the sea floor and the Earth’s center-of the-earth-to-the-sea-surface, respectively. Fhe-Gground-based
observations, such as those from the I-ORS, represent theare relative sea level change. and-isThis ehange-variation
is influencedean-be-affected by various physical processes, including sea_—level changes due to ocean density and

circulation, i.e., the —(steredynamic-SBsterodynamic (SBTERO) effect}, mass exchange between the ocean and

land, i.e., the —f{barystatic (BSARY) effect)}, and glacial isostatic adjustment (GIA) (Gregory et al., 2019;
Frederikse et al., 2020; Cha et al., 2024). In this regard, we perfermed-conducted a budget analysis of each physical
process that affectsing the SLR at the I-ORS.

The steredynamic{(STEROD) effect is calculated as the sum of the dynamic sea level change (DSL) and the global

mean steric seatevelriseSLR (GMSSL) (Gregory et al., 2019). DSL was ebtained-estimated from-using ORASS,

which was also used for validation data in this study. —~GMSSL used-in-situ-observation-datawas derived from in

situ observational datasets provided by the Institute of Atmospheric Physics (IAP;; Cheng et al., 2017), the Met

Office Hadley Centre (EN4;; Good et al., 2013), and the Japan Meteorological Agency (JMA;; Ishii et al., 2017).
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The GMSSL was produced using the temperature-salinity profile data from each institution and was used to

compute the SBTERO effect by adding the DSL. The barystatic{BARY S} effect refers to sea level rise resulting

from mass contributions of ice is-the-sum-of-ice-melting fromfrom the Antarctica; and Greenland ice sheets,

glaciers, and changes in land water storage. HereFor this, we used the reconstructed ocean mass reconstructed

barystatic-data from Ludwigsen et al. (2024). The GIA eomprisesaccounts for —sea level ehanges-changes due

toresulting from the disappearance-redistribution of mass due to ef-the melting and retreat of glaciers glaciers

since the last glacial period;-and. To estimate GIA, we used we-teok-the-model outputsresults from Caron et al.

(2018), who—Caren-et-al2618) improved model accuracy by incorporating stiized-a-global positioning system

(GPS) time series from 459 sites and 11,451 relative sea level records, as well as by data-te-improve-the-model
acedracy-and-based-on-this,-computinged the ensemble mean of 128,000 model simulations-results.

Fig.ure 12 presentsshews the sea level time series and trend budget at the I-ORS, along with a comparison withte

satellite altimetry data. The rate of sea-level-change+rateSLR due-tecontributed to physical processes (Sum_=

=SBTERO + +BSARY + +GIA) was 2.57 + 0.35 mm/yr, which is abeut-approximately 2.70 £ 0.58 smaHerlower

than the-that of observation (5.27_+_0.46 mm/yr). A similarFhis discrepancy was alse-found whenin comparing

satellite altimetry toand observation (difference:: 2.51-+0-.62 mm/yr). Among the components offer physical

processes, the SDTERO effect contributed 0.73_+_0.34 mm/yr, accounting for approximately 28% of the total

estimated SLRrise. The BARY'S effect contributed the most-hae-the-targestcontribution, withat 1.85 + 0.02 mm/yr

(about-appreximatelybout 72%). Meanwhile, GIA led-teresulted in a slight fal-n-sea level falls, contributing —

0.11 + 0.00 mm/yr, abeutapproximately 0.04%.
Satellites eannetare unable to detect vertical land motion (VLM) because they measure-the changes in the distance

from the center of the Eearth to the sea surface. In contrast,; whereas-station-based observations such-as+-ORS

are affected by VLM, as because-they measure the change in height from the sea-floor to sea level (Han et al.,
2014; Gregory et al., 2019; Cha et al., 2024). FhusHence, the difference between the sea level trend from satellite
altimetry and that record at the I1-ORS can be regarded as the VLM component.; Wwe checked-examined whether
the observeda difference of approximately 2.51 + 0.62 mm/yr was-could be asseciated-withattributed to VLM.

Cha et al. (2024) defined the-total VLM as the sum of the VLM components in-from GIA, BARY S effects,; and

local processes, where GIA and BARY S are-categerized-asrepresent natural processescontributions. The VLEM-of

GlA-related VLM was obtained from Caron et al. (2018), while the VEM-ef BARY S-related VLM was derived

from used-the-data-of-Frederikse et al. (2020);-and. Tthe VLM component of the local process was calculated

wsing-as the difference between the sea level ehange-trend due to physical processes (2.57_+_0.35 mm/yr) and the
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observed sea level change-trend of frem-ebservation{(5.27_+ 0.46 mm/yr). At the I-ORS location, the VLM
contributions fromef GIA and BARY'S effects wereas calculated to be 0.22 + 0.14 mm/yr and 0.28 + 0.64 mm/yr,
respectively. In contrast,; the-\VEMone foref BS-local processes was-0-28+0-64-mmfyr—and-the-V/LM-of the-local
processwas—2.67+0-60-mmiyr—Therefore-the total \VEM-was estimated at approximately—2.167 £ 0.8960 mm/yr.

Therefore, the total VLM was approximately —2.17 + 0.89 mm/yr,; indicating that significant ground subsidence

is occurring at the site, principally driven by local factors rather than natural processes. atthe l-ORSlocation—and

Additionally, we analyzed the trend of the observed vertical displacements using-the Global-Navigation-SateHite
System(GNSS data collected) at ebserving-30-second intervals at the I1-ORS from 2013 to 2019. The trend of

GNSS-derived —vertical displacements, based on daily means, was —0.89 +_0.47 mm/yr_(p<0.05)-using-dathy

mean.- Although this trend is estimated over a relatively short period and #t's-smalerlower than the estimated

VLM fromef the local process—_({-2.6267+0.60 mm/yr)},-but it appears to ceertifieonfirme the presence of that

the-actual-ground subsidence existsat the I-ORS.
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Figure 12. Monthly time series of sea level anomalies (left) and sea level rise rates (right; units: mm/yr). Each
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4 Summary and Discussion

This study developed a novel guatity—controlQC procedure_named TALOD, based on a high-resolution tidal

prediction model.;

method; and applied it to
10-minute interval real-time-SLH data observed by-theusing a MIROS rRange-frinder (SM-140) from 2003 to
2022 at the 1-ORS. The TALOD method comprises is-dividedcan-be-classified-inteboth manual and automatic

processes. The manual check is performed prior to the automated procedures and flags specific sections based

primarily on historical metadata to enhance the performance of subsequent automated QC steps.

BeforetThe automatic process consists of-—Fhe-manual-process-includesa-METADATA-manual-check-thatrelies

STUCKrange, spike, and stuck checks. The range check utilized residual components with-residual-components

derived from the tidal-prediction-model-TPXQO9 tidal prediction model, allowing it tomay-enable-it-te address

knewn—issues such as detection failure duecaused by-te non-periodic outliers or adulteratiencontamination

duringwhen—estimating—the tidal components estimation wusiagthrough —the least squares method.

Spatiotemporally optimized thresholds are applied in the spike check to reduce misclassifications and detection

failures, particularly those caused by-reduce-miseclassification-and-detectionfaHures-caused-by frequent recurring
erroneous rvalues.-during-the-spike-check: ByThespike-check-detectsed-bad-data-by setting these a-spatiaHy-and
temporatly-optimized-thresholds using non-the-nen-tidal residuals-components—, the spike check outperforms

traditional Fhis-approach-canreducefalse-detectionscompared-to-the-gradient-based GSM:, which-Alseln-addition;

the-GSM-method tends to incorrectly flag detect-rapidly fluctuating SLH, such as extreme weather events, as an
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outliers. InFor the stuck check, we incorporated alse-utilized-the reoccurrence frequency of specific values to
handle the alternationng between-of the good and bad data, which are the unique characteristics ofin SLH at the

I-ORS. This study confirmeds that athe novel stuck check, which leverages theusing-the reoccurrence rate of the

identical valuessame-value over a defined time period, fer-a-speeific-period-can reduce truncation and increase the

retention rate of goedvalid data compared to withte-existing QC processes.

The TALOD QC process includes the extreme-event-flag-(EEF}, which indicates the periods during-whichwhen

SLH is affected by extreme weather events. For instance, sinceduring-the-variance-inof SLH-was-more than-four

times-larger(including-flagged-data)-than-usual-during-the typhoon-influencedaffected periods, the variance in

SLH was frequently more than four times larger (including flagged data) than under normal conditions, increasing

the likelihood that some good data may be mistakenly flagged seme-good-data-can-could-be-flagged-as range
orand spike errors. EnsuringBecause sufficient observational numbersdata are essential for-is-eruetal-for research

on typhoons-related processes,- the EEF allows

researchers can-use-theseto selectively include these utilizethe-data in their analysis to investigate the dynamics

of forstudiesabout-extreme weather dynamicsevents.

In the SLR budget analysis, the BARY'S effect relatassociated withte mass exchange between the ocean and land

contributed significantly; was the primary contributor, accounting for approximately 70% of the total sea-level

changetrend. The discrepancy in thefferenee-in sea level trend between observationsthe— from the 1-ORS and
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satellite altimetry (aboeut-approximately 2.67 mm/yr) can bewas— attributed to VLM. The total VLM estimated

from reanalysis data (-2.17 mm/yr) indicates that considerable ground subsidence atof the I-ORS site, driven-—ta

detatl-this-subsidence-was-more-influenced by local processes rather than by natural processes. sueh-as-BS-or
GHA—Although the estimated tetal-VLM variesd depending on the reanalysis data, the GNSS-measurebasedd

observations of vertical displacement trend—from 2013 to 2019 also showedwas— a caleulatedirend of at—-

0.89+0.47 mm/yr, further confirmingdemenstrating the ongoing ground subsidence at the I-ORS.

Despite the advancements in-theof TALOD QC-process, several challenges remain. The current implementation

of the TALOD QC process is limited to delayed-mode enby-targets-the-sbserved-SLH data and is stiH-not vet fully

automated. AdditionalyMoreover, additional there-is-a-reed-forfurther-procedures are required to account for

sses-that-make-it-pessible-to-take-count-of-misclassification during in-extreme weather, such as rogue waves. In

normal cases, good data with extreme values induced by the inverted barometer and steric effects may be

erroneously identified as errors. Thus, an additienalsupplementary -step_involving the adjustment of detection

thresholds using simultaneously observed buddy variables—such as air/water temperatures, wind, and sea level

pressure is required_to

improve accuracy.-

Nevertheless, the TALOD QC process hais versatile enough to be applied to the-utitity-of being-applied-to-both

tide gauges and range-finders. It also enhances utitizes-the-predicted-tidal-components-for-each-peintenhancing

its-adaptability by utilizing predicted tidal components for each location.- Well-controHequalified in-situ data are
essential not only for data assimilation and validation but also for data management. The I-ORS platform stands
out as a unique resource, offering more thanever 20twenty years of continuous sea level obsatmespheric-and

oceanographic-observationast along with various air-sea monitoring data in data-in-the central East China Seaepen

sea. Along with the I-ORS Additionallyln-addition; two northern stations—the-Gageocho Ocean-Research-Station

{G-0ORS)-and Socheongcho Ocean-Research-Station{S-ORSs—)-can support studies on the propagation of oceanic

and atmospheric signals betweena

envirenmentaldevelopment_marginal seas and the open ocean, ranging from extreme weather to climate

variability.-
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Table 1. Instrument specifications for the MIROS SM-140.

Table 2. List of Typhoon cases during observation.

Table 3. Detection counts and proportions for each flag from Oct 2003 to Dec 2022 (excluding NaN values).

Table 4: Differences in flag detection methods between TALOD and KHOA.
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List of Figures
Figure 1. The structure of I-ORS and Instruments (Right) and the horizontal distribution for bathymetry and the
tracks of typhoons passed by I-ORS (data from Joint Typhoon Warning Center; cases depicted in Fig. 6).

The star marks indicate the location of the I-ORS (red) and the Socheongcho (black, north) and Gageocho

(black, south) Ocean Research Stations. Fhe-starmarksthdicate-the-location-of the -ROS{red)-and-the
+—The

black dots depict the locations of tide stations. The grey solid lines show the storm tracks passing by I-
RORS from 2003 to 2022 (Table 2). The darker lines indicate the typhoon case in Fig. 6.

Figure 2. The circle markers indicate each process of methodological adjustment for the data before TP. The grey
line with circles means the raw data and the lines with blue triangle and red square indicate the reverse
and shift (+ 1.57m after reversed) process.

Figure 3. Flow chart of TALOD QC process.

Figure 4. Lines indicate the processes for fitting TPXO9 to the observation (black line with circle) in the range
check. (1) The blue line with a triangle means raw TPXO9 data. (2) The orange line with the square
shows mean-shifted TPXO9 based on the Mean Square Error method. (3) The green line with a circle
indicates the final output with a twice-smesthenedtwice-smoothed bias added.

Figure 5. Time series for the examples of 4 flags. a) manual, b) stuck, c) range, and d) spike. Each marker indicates
g&ood dPata (grey circle), manual (blue circle), range (green triangle), spike (yellow square with red

outline), and stuck (red cross), respectively. Time series of the non-tidal residual component

corresponding to Fig. 5 is provided in the Supplement (Fig. S1).

Figure 6. Time series of sea level anomalies for typhoon cases. a) Bolaven in 2012, b) Soulik in 2018, c¢) Lingling

in 2019, and d) Bavi in 2020. Good dBata (grey circle), EEF (purple circle), range (green triangle), and

spike (yellow square with red outline), respectively. Time series of the non-tidal residual component

corresponding to Fig. 6 is provided in the Supplement (Fig. S2).

Figure 7. Representative results from 01 Apr 2012 to 15 Apr 2012.

Figure 8. Same as Fig. 5, but for invariant stuck case (a-b, from 05 May 2005 to 07 May 2005), stuck case during
short-period (c-d, from 12 Jul 2013 to 18 Jul 2013), and range-spike misclassification case (e-f, from 12
Jun 2016 to 14 Jun 2016). The figures on the left and right sides show results for TALOD and KHOA,
respectively. For illustrative purposes, only the flags generated by the automatic QC process were

considered in panel f. Comparison results with SELENE are provided in the Supplement (Fig. S3).
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Figure 9. Histogram of observed sea level anomalies without QC (light red), with QC (light grey), QCed by KHOA
method (dark grey) from 2003 to 2022 at the I-ORS. The area enclosed by a darker grey line indicates
the normal distribution.

Figure 10. Time series of daily mean sea level data after QC daily-QC-ed-observations—(black dot), sSatellite

altimetry (green empty circle), HYCOM (light red diamond), and GIORYS12 (light cyan hexagram) data
during the observation period at the I-ORS.

Figure 11. Bar plot with error bar (A; Left) and modified Taylor diagram (B; Right). The azimuthal angle
represents the correlation coefficient, the radial distance indicates the standard deviation, and the
semicircles centered at the “OBS” marker mean the Root Mean Square Errors. The colors and markers
indicate each dataset (black circle: observation, green square: satellite altimetry, purple pentagram:
ORASS, light cyan hexagram: GLORYS, red diamond: HYCOM, light red upward-pointing triangle:
HYCOM-R, dark red downward-pointing triangle: HY COM-S).

Figure 12. Monthly time series of sea level anomalies (left) and sea level rise rates (right; units: mm/yr). Each
color and type of line indicates the dataset (OBS: black solid line, Satellite: green dotted line, Sum: bright
red circle, STERO: orange diamond, BARY : purple dotted line, GIA: sea green dashed line, and GNSS:

dark brown).

47



944

945
946
947
948
949
950
Elag FALOD KHOA
Range Data pointwhere observation- Datapointexceeds sensor-or-
exceeds-the-threshold from-the- operator-selected-minfmaxfor-
. .
.

48



951
952

Datapointwhere the square of - | Datapointn-1 exceeds a-selected-
exceedsthe-threshold points
- -

49



953

D Anemometer #1 #2
Thermo-hydrometer
Wave Rader
Met. Tower : Range _ _ Main_Deck
Rain Gauge I Finder (29m)
Pyranometer S N
Sunshine Duration 37‘5:“ L
Sensor i~ Flux
Radiometer =
i UV Radiometer . b
§ i Thermo-hydrometer 34'5:“
3 — cTEm)
| Aanderaa
= CT(21m) ity
126°E 132°E
Longitude CT(38m)
954
955
956
957
958
959
960
961
[ T -
12F [©Raw data /A Reverse O Reverse & Shift (+1.57m)
10 o e
=~ [ pos Transient Point ]
= g -
S [ oej 12 December 2007 0050 KST
o gk 3
I ]
5 E
T L N
m =
Q [y o e, OO Ty o e RO S o T ;
9 o oy p
-2 :.— -
1 | ]
10/Dec/07 11/Dec/07 12/Dec/07 13/Dec/07
962
963
964
965
966

50



Sga Level Height (m)

25

[=-0BS -4 TPX0g -8 TPXQ9 SHIFT -+ TPX09 SMOOTH|

o A _ ﬂ _ A b_‘:: E

EES S X [2Y E

] AN A - E E

053 ol B A 3

43 LN &"A-g & E

15 T :
09/Jul/06 10/Jul/06 11/Jul/06

51




973

974
975
976
977

978

w

- a) manual

 ABARG
:-Q‘f?w

Sea Level (m)
Q = N

'
-

L 1 L 1 L
1 %pl/% 12/Apr/05  13/Ape/05  14/Apr/05  15/Apr/05  16/Apr/05  17/Apr/05

c) range
Tk 2 - 1
= * a % A 5 o aal, :
g A AftaRA AAMAS f <
@ Of AYRA'RTATRTR RTAAVET .
- ¥, Vi VU VV YV L) v y LATR ¢
3 1 B - y v v ] :
- v -
D lPo pd o 8 L0 s aa R,y 4
i a8 PR o P )
wguynz 13/May/12 168/May/12 19/May/12 22/May/12

b) stuck | Good O manual & range © spike + stuck
E 1 ]
g = -
[ -
® Of i 7
3
S . ses
S.af . 3
m‘/?/«ayms 05/May/05 06/May/05 07/May/05
d) spike °
£ < OQ:?O.
=] o 5 “ &% 1
2 o
3
g of 2 o .
7] iy
s
0306 09/Jul/06 09/Ju/06 10/Jul06 10/Jul/06
06 KST 12 KST 18 KST 00 KST 06 KST

4 T T T
€ £ [ b) Soulik, 2018 | ' Good © EEF 4 range © spike + stuck’
§2 1 §2f 1
< o] < i
3 § 3 ~
5op 1 3Sof ]
© «©
@ @
2] 2]
26z 27/Aug/12 28/Aug/12 29/Aug/12 Az 2iAugiTe 22/Aug/18 23/Aug/18 24/Aug/18
2 — - T
£ c) Lingling, 2019 - £
o . 3 s
T ANA o ~] §.b
% £ 4 o i y . é 1
=0E 4 o NG 3 o
g \J o )
- 1 -
8F oo 1 8-
) @
05Rop19 06/Sep/19 07/Sep/19 08/Sep/19 Corsep/1s 2fugi20 25/Aug/20 26/Aug/20 27/Aug/20

25/Aug/18

52




N

— F | Good Data £rrange O spike + stuck]
£ 15F =
> C A @ 3
s 'F . T E
= K! &4 -

C % 3
< OfF T =1 A
Dok SATSEATE |1
D os5- Lo b s tat -+ 31 1 ki
o F R TRY bi 3
3 AR R —.
C @ s L] ) ¥ ¢ &2 ]
8.k a “Faa C3 3
_22 1 1 1 1 1 1 AA 1 1 1 1 1 1 1 E
AW W W e a a a a a?

984 QP @ @ T P @ I P QP P R P T g

985 Eigure 7Representative results from 01 Apr 2012 {015 Apr 2012

986
TALOD KHOA

2l a) b 2rb) 1
A &Good
[ T, A, | L 4 3 Range
L] S 4 0 X [ Spike
A g . e + Stuck
2F ¢ : 4 2k H 4
O5May/05 0&/May/05 07/May/05 05/May/05 D&/May/05 OFMay/05
2F d} E
* .
i A NRA R\
’ YATATA A A A4 A
_2 - -

L L L L L I L I L 1
127Jul13 134ul13 14/Juk13 16/ Jul13 16/Jul3 1TAul13 18/Jul13  12/0ul13 134ul"3 14Aduli3 15/ul13 16/Jul/13 174dul12 18/Jul13

#r T =
L E 3 o o -
2 el A fp b Aa 2 ﬂ o
& & %
kS ]
of s . of Eae— -
2k - 2 4
L L
124uni16 13uni16 14/Junf1B 12/JunA6 130uni16 144Juni16
987 ‘

53



993
994
995
996

997
998
999

1000

6 I I I ] I ] I
RAW

““TALOD _
B KHOA
Random |

Number [#]
w £ [4)]

N

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
Sea Level Anomaly (m)

' [® OBS I Satellite © HYCOM - GLORYS}

Sea Level Height (m)
o
N

1 1 ] 1 1 1 1 1 1 1 1 1 | 1 1 1 | | 1
-0.6
2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022

0BS
A: Satellite
8 0.15 B: ORAS5
527 C: GLORYS
J D: HYCOM
i E: HYCOM-R
if/“a ] F: HYCOM-S
c
—_ - o
= -24.42 8 oa
E +5.61 =
g 3
o B
2 3
o
Foal &
L -4.22 i 0.05 ~-=7 72\ 095
6 072
-8B+ 4
__________ 099
10 L L | L L L -
g & ) 2 o
T W S N
P e oy ‘;lodh e 0 1

Datasets

54



1001
1002
1003
1004
1005
1006

1007

=]
—

527

-0.89
+0.47

Trend [mmyyr]
e 4 s o m ow B om om w

OBS  Satellite  Sum STERD  BARY aGlA GHSS

20 | | | |
1008 5 g B P I g a‘“d_n\! o g B 0 Datasets

1009
1010
1011
1012
1013

55



