
1 
 

 

Building a comprehensive library of observed Lagrangian 

trajectories for testing modeled cloud evolution, aerosol-cloud 

interactions, and marine cloud brightening  
 5 

Ehsan Erfani1, Robert Wood2, Peter Blossey2, Sarah J. Doherty2, Ryan Eastman2 

1Division of Atmospheric Sciences, Desert Research Institute, Reno, NV, USA 
2Department of Atmospheric Sciences, University of Washington, Seattle, WA, USA 

 Correspondence to: Ehsan Erfani, (Ehsan.Erfani@dri.edu) 

 10 

Abstract   

As marine low clouds’ evolution is sensitive to the current state of the atmosphere 

and varying meteorological forcing, it is crucial to ascertain how cloud responses differ 

across a spectrum of those conditions. In this study, we introduce an innovative approach to 

encompass a wide array of conditions prevalent in low marine cloud regions by creating a 15 

comprehensive library of observed environmental conditions. Using reanalysis and satellite 

data, over 2200 Lagrangian trajectories are generated within the stratocumulus deck region 

of the Northeast Pacific during summer 2018-2021. By using 8 important cloud-controlling 

factors (CCFs), we employ Principal Component Analysis (PCA) to reduce the dimensionality 

of data. This technique demonstrates that two principal components capture 43% of the 20 

variability among CCFs. Notably, PCA facilitates the selection of a reduced number of 

trajectories (e.g., 54) that represent a diverse array of the observed CCF, aerosol, and cloud 

variability and co-variability. These trajectories can then be used for process model studies, 

e.g., with Large-Eddy Simulations (LES), to evaluate the efficacy of Marine Cloud Brightening. 

Two distinct cases are selected to initiate two-day-long, high-resolution, large-domain LES 25 

experiments. The results highlight the ability of our LES to simulate observed conditions. 

Although perturbed aerosols delay cloud breakup and enhance cloud radiative effect, the 

strength of such effects is sensitive to “precipitation-aerosol feedback”. The first case is 
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precipitating and shows the potential for “precipitation-driven” cloud breakup due to 

positive precipitation-aerosol feedback. The second case is non-precipitating with classic 30 

cloud breakup of “deepening-warming” type, highlighting the impact of entrainment. 

  

1 Introduction 

Marine stratocumulus (Sc) clouds are an important controller of climate because they cover 

more than 20% of the ocean’s surface, their albedo is much higher than that of the sea 35 

surface, and their effect on outgoing longwave radiation is small (Wood, 2012). Changes in 

the coverage or albedo of these clouds can therefore have significant impacts on Earth’s 

radiation budget, and biases in their representation in models can produce biases in 

simulated climate. In addition, a large portion of the global climate forcing through aerosol-

cloud interactions (ACI) occurs in regions of extensive marine low clouds ( e.g. Carslaw et al., 40 

2013; Kooperman et al., 2012); accordingly, uncertainty in present-day anthropogenic 

aerosol radiative forcing is largely attributed to uncertainty in aerosol indirect effects related 

to low clouds (Forster et al., 2021; Sherwood et al., 2020).  

Sc clouds have also been proposed as the potential target for the climate intervention 

approach known as Marine Cloud Brightening (MCB), one of several methods of Solar 45 

Radiation Modification (SRM) that have been suggested as a possible option for deliberately 

reducing climate warming in the future. MCB would involve injecting sea salt particles from 

sea water into the atmosphere in regions of marine low clouds. The idea is that these aerosols 

would mix into the boundary layer air and up to the cloud base, where they would act as 

cloud condensation nuclei (CCN), resulting in marine low clouds with a larger number of 50 

small cloud droplets; this change would enhance cloud albedo (Twomey, 1977), increasing 

sunlight reflection and cooling climate (Latham et al., 2012). Currently, it is thought that MCB 

would be most effective when applied to regions of marine Sc clouds (Hill and Ming, 2012). 

Early research on MCB shows it has the potential to cool the planet, yet significant 

uncertainties still exist in predicting the efficacy of MCB within global climate models 55 

(GCMs), because they do not resolve many of the complex physical processes associated with 
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both unperturbed marine low clouds and their interactions with aerosols (Wood et al., 

2017).  

Both the present-day effect of aerosols on climate through ACI and the MCB approach 

operate by changing the CCN population that is ingested into clouds. The initial response to 60 

increasing CCN, either with pollution aerosols or sea salt under MCB, is the Twomey effect 

(Twomey, 1977), which involves an enhancement of cloud droplet number concentration 

(N𝑑𝑑) and a resulting increase in cloud albedo if both cloud liquid water path (LWP) and cloud 

fraction (CF) are unchanged. The cloud "albedo susceptibility" to the Twomey effect is 

particularly sensitive to aerosol concentration, such that cloud albedo increases more 65 

significantly with lower aerosol concentration (i.e., in a clean environment than in an 

environment with already-elevated aerosol concentrations (Platnick and Twomey, 1994).  

Importantly, in natural environments, neither LWP nor CF remains constant in clouds with 

altered. N𝑑𝑑 . Early research indicated that smaller cloud droplets formed by enhanced 

aerosols diminish the efficiency of the collision-coalescence process, thereby suppressing 70 

precipitation and consequently increasing both cloud cover and cloud lifetime (Albrecht, 

1989). More recent studies have demonstrated that ACI can include additional complex 

responses, such as increasing the entrainment of air at the cloud top and altering circulation 

in and adjacent to the cloud. Depending on the background environmental conditions (e.g., 

the strength of precipitation and entrainment), the cloud responses or “adjustments” in LWP 75 

and CF can act to either counteract or amplify the albedo increase produced by the Twomey 

effect (Glassmeier et al., 2021; Stevens and Feingold, 2009; Wood, 2021). However, the 

relative importance of different cloud adjustments on a global scale is still not fully 

understood (Christensen et al., 2022). 

Despite the critical role marine low clouds play in climate, both through ACI in the present 80 

climate and for potential MCB, their accurate representation in global climate models 

continues to be a challenge  (Lee et al., 2022; Stjern et al., 2018). The coarse resolution of 

these models is insufficient for directly simulating the cloud and aerosol processes that drive 

these clouds’ evolution and their responses to aerosol perturbations, which necessitates 

parameterizations of these processes (Doherty et al., 2022; Erfani and Burls, 2019; Hannay 85 
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et al., 2009; Zelinka et al., 2017). Large-eddy simulation (LES), on the other hand, proves 

more effective since it is able to resolve numerous processes related to turbulence, aerosols, 

and clouds within the marine boundary layer or MBL (Wyant et al., 1997; Sandu and Stevens, 

2011; Berner et al., 2013; Blossey et al., 2021; Yamaguchi et al., 2017). An objective of this 

study is to establish an approach whereby the LES model’s ability to represent the evolution 90 

of marine Sc clouds across a realistic range of background aerosol and meteorological 

conditions can be systematically tested. The goals of doing so are to advance our 

understanding of the factors controlling marine low clouds’ contribution to Earth’s radiative 

balance, their role in climate forcing by ACI, the potential for MCB to cool climate and affect 

climate risks, and, ultimately, to be able to use LES simulations to test and improve 95 

representation of these clouds and both inadvertent (pollution) and intentional (MCB) 

impacts of aerosols on clouds in global-scale models.  

The focus of this study is on regions dominated by Sc clouds and, importantly, includes broad 

variability in the factors that drive the evolution of these clouds with time. A distinctive 

characteristic of marine low clouds over eastern oceans is the stratocumulus-to-cumulus 100 

transition (SCT), a change in cloud regime that occurs as lower tropospheric air masses in 

Sc-dominated regions move equatorward, carried by the trade winds. The first theory of 

what drives the SCT, termed "deepening-warming" (Bretherton and Wyant, 1997; Wyant et 

al., 1997), describes that the increased sea-surface temperatures (SST) experienced during 

the equatorward movement of a well-mixed Sc-topped MBL cause a deepening and 105 

decoupling of the MBL that results in the formation of cumulus (Cu) clouds beneath Sc 

clouds. Simultaneously, the entrainment of dry air from the free troposphere (FT) intensifies 

at the top of the Sc layer and therefore leads to the dissipation of these clouds (Bretherton 

and Wyant, 1997; Sandu and Stevens, 2011; Wyant et al., 1997; Zhou et al., 2015). A more 

recent theory, a "precipitation-driven" SCT (Yamaguchi et al., 2017), highlights the 110 

significant role of aerosols and a positive "precipitation-aerosol feedback", wherein 

enhanced precipitation results in a more efficient collision–coalescence process that 

effectively removes cloud droplets and aerosols from the Sc layer. This clean layer favors the 

formation of fewer, larger cloud droplets, which in turn intensifies precipitation (Yamaguchi 

et al., 2017; Wood et al., 2018; Diamond et al., 2022; Erfani et al., 2022). 115 
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Data from an observational field campaign were used to both initialize and then test the 

fidelity of one LES model (System for Atmospheric Modeling or SAM; see Sect. 2.4) in 

simulating the SCT in the northeast Pacific (NEP) region (Blossey et al., 2021; Mohrmann et 

al., 2019). The Cloud System Evolution in the Trades (CSET) field campaign, took place over 

the NEP in July and August 2015 (Albrecht et al., 2019). To study the movement of air masses, 120 

flights first sampled the MBL and lower FT offshore of California, and then the airmass was 

re-sampled two days later near Hawaii. Therefore, there are two aircraft intersects for each 

trajectory providing in-situ observations of cloud, aerosol, and meteorological properties. 

Erfani et al. (2022) selected two Lagrangian trajectories from the CSET campaign and 

conducted a combination of low- and medium-domain-size LES model runs initialized using 125 

baseline and perturbed aerosol concentrations in the MBL and FT in order to explore the 

sensitivity of cloud evolution, including the SCT, to variations in aerosol concentrations and 

model domain size. The LES used in that study prognoses aerosol and cloud mass and 

number concentration; this adds more degrees of freedom, making it more challenging to 

produce realistic simulations. Nonetheless, the LES did a better job of reproducing the 130 

evolution of the aerosol and cloud fields across the 3.5-day simulations in the first case (e.g., 

L06-Tr2.3) than the second case (e.g., L10-Tr6.0). The background environmental conditions 

differed between the two cases: the first case is clean and precipitating with an initially well-

mixed Sc-topped MBL, and the second case is polluted and non-precipitating with an initially 

decoupled MBL. As a result, the response of marine low clouds to aerosols and the strength 135 

and sign of cloud adjustments differ between the two cases.  

The case studies presented by Erfani et al. (2022) inform the analysis presented here, which 

aims to provide a framework for a more systematic exploration of how aerosols affect low 

marine cloud evolution. Quantifying these effects requires a comprehensive understanding 

of cloud responses under the full range of aerosol and meteorological conditions present in 140 

the eastern subtropical oceans. Here we present an approach for creating a comprehensive 

library of Lagrangian observations and meteorological forcings in order to represent a full 

spectrum of environmental conditions common in low marine cloud regions. We then apply 

Principal Component Analysis (PCA) to a range of cloud-controlling factors (CCFs) in order 

to minimize the data dimensionality and to create a representative phase space of cloud 145 
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properties. This allows us to identify a subset of cases that are representative of the range of 

conditions that drive cloud evolution in a given region. In addition, we develop a 

methodology for routinely initializing and forcing detailed LES simulations with satellite and 

reanalysis data, rather than relying on aircraft measurements, which are only intermittently 

available.  150 

Building on Erfani et al. (2022), we perform LES runs with both baseline and perturbed 

aerosol concentrations for two cases identified from the sub-set of cases selected using the 

PCA method described above. These serve as examples to test the performance of our LES 

and to simulate low marine cloud evolution and ACI. A later study will use this same 

approach to more comprehensively analyze LES model performance across an ensemble of 155 

simulations based on the subset of cases.  The rest of this paper is organized as follows: 

Section 2 describes the observational data and model utilized in the study, along with the 

innovative statistical approach and design of the LES experiments. In Sect. 3, we explain the 

outcomes of the statistical analysis. The results of the LES experiments are examined in Sect. 

4, a summary is provided in Sect. 5, and concluding remarks are given in Sect. 6. 160 

 

2 Data and Methods  

2.1 Data 

We utilize a variety of reanalysis and satellite data for the Lagrangian study of Sc clouds. 

Cloud and radiation properties such as CF, LWP, ice water path (IWP), cloud-top height 165 

(CTH), and the radiative fluxes were derived from the National Aeronautics and Space 

Administration (NASA) level 3 Clouds and the Earth's Radiant Energy System (CERES)—

Synoptic top of the atmosphere (TOA) and surface fluxes and clouds (SYN) (Doelling et al., 

2016). Additional sources of satellite-retrieved LWP include the Advanced Microwave 

Scanning Radiometer (AMSR; Kawanishi et al., 2003), and the Special Sensor Microwave 170 

Imagers (SSMI; Wentz et al., 2012). Furthermore, we use CTH estimated from the NASA 

Moderate Resolution Imaging Spectroradiometer (MODIS) cloud top temperatures, tuned 
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with cloud top heights from the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite 

Observations (CALIPSO, Vaughan et al., 2004) using the algorithm described in Eastman et 

al., (2017). Estimated warm rain rates are derived from AMSR 89 GHz brightness 175 

temperatures tuned using concurrent CloudSat Rain profile rain rates (Lebsock and 

L’Ecuyer, 2011) for marine low clouds, which is available twice daily (Eastman et al., 2019). 

The European Center for Medium-Range Weather Forecasts (ECMWF) reanalysis version 5 

(ERA5) data is used for obtaining meteorological conditions and cloud properties, such as 

temperature (T), water vapor mixing ratio (q), horizontal wind speed (WS), vertical velocity 180 

in pressure coordinates (ω), CF, and LWP (Hersbach et al., 2020). Estimated Inversion 

Strength (EIS) is then calculated following the Wood and Bretherton (2006) derivation, as 

an index to measure MBL static stability. The mass mixing ratio of aerosol species is 

  
Table 1. A summary of datasets used in this study. 185 

Dataset 

ERA5 
(surface & 
pressure 

levels) 

MERRA2 
M2I3NVAER 

(aerosol 
variables) 

CERES SYN L3 
(radiation/ 

cloud 
variables) 

SSMI V08 L3 
AMSR-2  
V08 L3 

AMSR-2 
V08 L3 

MODIS 

Important 
Variables 

WS, P, T, q, 
ω, EIS, SST, 
Zinv, we, CF, 

LWP  

Na 
CF, LWP, CTH, 
Nd, re, τc, OLR,  

SW CRE 
LWP LWP rain rate CTH  

Reference 
Hersbach et 

al. (2020) 
Gelaro et al. 

(2017) 
Doelling et al. 

(2016) 
Wentz et al. 

(2012) 
Kawanishi 

et al. (2003) 
Eastman et 
al. (2019) 

Eastman et 
al. (2017) 

Temporal 
Resolution 

Hourly 3-hourly Hourly 
Two times 

per day 
Two times 

per day 
Two times 

per day 
01:30 LT, 
13:30 LT 

Spatial 
Resolution 

0.25×0.25° 0.5×0.625° 1×1° 0.25×0.25° 0.25×0.25° 0.25×0.25° 1×1° 

Vertical 
Levels 

37 72 --- --- --- --- --- 

 

extracted from the NASA Modern-Era Retrospective analysis for Research and Applications, 

Version 2 (MERRA2; Gelaro et al., 2017) reanalysis. The MERRA2 reanalysis dataset is 

generated using the Goddard Chemistry Aerosol Radiation and Transport (GOCART) model, 

run with assimilated satellite retrievals and meteorological data. Accumulation-mode 190 
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aerosol number concentration (N𝑎𝑎) is calculated from the MERRA-2 mass mixing ratio of 

aerosol species, with assumed particle size distributions following a methodology described 

in Appendix A of Erfani et al. (2022). A summary of the datasets used in this study is provided 

in Table 1. 

2.2 Airmass trajectories 195 

The target region for this study encompasses the Sc cloud deck in the NEP. Six initial 

locations in this region (see Fig. 1a) are selected as the starting points of forward airmass 

trajectories that are then used to derive representative cloud properties in this region. All 

initial locations, except “North”, are based on their use in previous studies. The Sandu2010 

location is selected following Sandu et al. (2010) who analyzed numerous trajectories from 200 

this location. The GPCI S9-S12 locations are part of an enhanced observational field 

campaign, called Global Energy and Water Cycle EXperiment (GEWEX) Cloud Systems Study 

(GCSS) Pacific Cross-section Intercomparison (GPCI) (Lewis et al., 2012).  

We employ a trajectory code developed at the University of Washington (UW) (Bretherton 

et al., 2010; Eastman and Wood, 2016) to generate a total of 2208 Lagrangian isobaric (950 205 

hPa) forward trajectories using ERA5 wind data. These trajectories cover a timespan of 86 

hours (3.5 days) and are all from the summer months (June, July, and August, or JJA) in the 

years 2018-2021. To compile meteorological, cloud, radiation, and aerosol properties along 

the trajectories, we utilize the “uw-trajectory” Python package which was originally 

developed for the CSET field campaign (Mohrmann et al., 2019) but has since been modified 210 

for use with any initial time and location, provided the necessary datasets are available. The 

uw-trajectory package provides data averaged over a 2° × 2° box centered on each trajectory 

point at each time, using approximately the same sample sizes as Eastman and Wood (2016). 

Although the trajectory files are created for a period of 86 hours, only the first 48 hours of 

trajectories are used for data analysis and modeling in this study. The spread for each 215 
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a)  

 

Figure 1. (a) Lagrangian isobaric (950 hPa) 48-

hour forward trajectories initialized over six 

select locations in the stratocumulus deck 

region of the Northeast Pacific for every day 

during June-August 2018-2021. Excluded are 

the 4% of the trajectories that pass close to the 

coast or over land. See Sect. 2.2 for a 

description of initial locations. (b) and (c) Two 

Lagrangian trajectories (dark blue solid lines) 

used here as case studies for LES modeling. The 

shaded contours, black contours, and vectors 

show the ERA5 sea surface temperature, mean-

sea-level pressure, and 10 m wind vectors, 

respectively, averaged for a 48-hour period 

starting from the initial time of the trajectory. 

 

b) 

 

c) 
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variable is defined as the standard deviation within that box. As we are interested in studying 

influences on the SCT, we exclude trajectories that pass close to the coastlines or over land 

(4% of the total). Trajectories with significant ice content, i.e., those with an IWP exceeding 220 

50 mg g-1 lasting more than three hours during a 48-hour trajectory, are also excluded. This 

reduces the total number of trajectories to 1663. 

2.3 Principal Component Analysis (PCA) 

The goal of using PCA in this study is to be able to identify a set of airmass trajectories (cases) 

for which detailed LES simulations can be run, both to test the fidelity of the LES in simulating 225 

cloud evolution and then to study how cloud evolution is affected by aerosol perturbations. 

To make the most effective use of available computing resources, we would like to simulate 

a small subset of the >1000 trajectories described above.  However, that subset should 

encompass the phase space of observed CCFs and cloud properties so that, collectively, they 

represent the range of variability in cloud evolution in the selected region. This is done by 230 

identifying a reduced set of principal components (PCs) that can explain a large fraction of 

the variability in our selected CCFs.  

PCA is a statistical technique used to identify patterns in data and reduce its dimensionality 

by transforming a dataset with n physical variables to n variables in the variance space, called 

principal components (PCs). PCA is an optimal technique to explain variations because it 235 

starts by projecting data onto the direction of the largest variance and then repeats this for 

an axis with the second largest variance. This process is continued to the nth axis of variance. 

For this reason, PC1 represents the largest variance, PC2 the second largest variance, and so 

on. An important benefit of PCA is that many variables can be represented by the first few 

PCs because they often explain the majority of total variance, and therefore PCA reduces the 240 

dimensionality. Another benefit of PCA is that it removes co-variability by producing PCs that 

are orthogonal and uncorrelated (Hartmann, 2008).  

Mathematically, PCA is expressed for each PC by decomposing a symmetric matrix as: 𝚪𝚪𝜶𝜶 =

𝜆𝜆𝜶𝜶, where 𝜶𝜶 is eigenvector, 𝜆𝜆 is eigenvalue, and 𝚪𝚪 is the covariance matrix with each of its 

elements showing the covariance between two variables. For each PC, the eigenvalue 245 
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describes the percentage of variance explained by that PC and each eigenvector element 

shows the importance of an input variable for that PC (Wei, 2018). 

Before applying PCA, we standardize each variable (V) by calculating Vstandardized from V, mean 

value ( 𝑉𝑉� ) and the variable’s standard deviation ( 𝜎𝜎𝑉𝑉 ) as: 𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = (𝑉𝑉−𝑉𝑉�)
𝜎𝜎𝑉𝑉

. This 

standardization is necessary to ensure that a variable with a wide range does not dominate 250 

the PCA. PCA is sensitive to outliers and cannot be performed if there are missing values in 

the datasets; however, these issues do not exist in the datasets used in this study.  

A single PC analysis is conducted for all 1663 trajectories in the study region based on eight 

variables: the along-trajectory means and the differences between the beginning and end of 

each trajectory for the four CCFs: EIS, 700-hPa q, 700-hPa ω, and 10-m WS, where the 700-255 

hPa vertical level is used to represent the lower FT. These CCFs, along with SST, and mean-

sea-level pressure (PMSL), have been shown to be the most important CCFs for the 

development of marine low clouds (Klein et al., 2017; and references therein). Here we 

excluded SST and PMSL from PCA because they have high co-variability with other CCFs, but 

a lower correlation coefficient (R-value) with our cloud properties of interest. For example, 260 

the R between SST and EIS is -0.6, and ΔSST and ΔPMSL are highly correlated with WS10m (0.6, 

-0.5, respectively; See Fig. S1). To gain insight into what factors most strongly affect cloud 

evolution along the SCT, we focus on the percentage of variance explained by each PC, and 

which variables within the leading PCs (as given by the R between each PC and a given 

physical variable) contribute the most to the variability within these PCs.  265 

To indicate the robustness of correlations, the probability, or p-value, is determined using 

the t-test (or t-distribution, 𝑡𝑡𝑑𝑑) for the statistical significance of the correlation, following 

Lowry (2014): 𝑡𝑡𝑑𝑑 = 𝑅𝑅

�1−𝑅𝑅
2

𝑑𝑑𝑑𝑑

 , where df  = N* - 2 is the degrees of freedom. Here, N * is the 

independent number of datapoints, which is smaller than the total number of datapoints (N, 

which is equal to 1663 in this study), because synoptic variability exists on a multi-day scale. 270 

Following Hartmann (2008), N * is calculated as: 𝑁𝑁∗ = 𝑁𝑁∆𝑡𝑡
2𝑡𝑡𝑒𝑒

, where ∆𝑡𝑡  is the time interval 

between two datapoints (equal to 1 day in this study), and 𝑡𝑡𝑒𝑒  is the time interval during 
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which the autocorrelation becomes smaller than e-1. By calculating autocorrelation for each 

of the 6 locations and each of the 4 years (figure not shown), it is seen that 𝑡𝑡𝑒𝑒 generally does 

not exceed 4 days. This results in a value of 208 for 𝑁𝑁∗, which then gives a 𝑡𝑡𝑑𝑑  value of 2.03 275 

and a p-value of 0.05, when the R-value is equal to 0.14. This means that an R-value of 0.14 

or higher is statistically significant at a confidence level of 95% (or when the p-value is lower 

than 0.05 for non-directional conditions) for our specific dataset.  

2.4 Model 

We perform LES modeling using SAM (Khairoutdinov and Randall, 2003), version 6.10.9, 280 

with the goal of producing detailed, high-resolution, large-domain simulations of cloud 

evolution. In previous work at the University of Washington, SAM was coupled to a single-

mode, bulk, log-normal, two-moment aerosol scheme (Berner et al., 2013). This scheme 

prognoses the mass and number concentration of accumulation mode aerosols in the 

boundary layer by computing budget tendencies due to accretion or coalescence scavenging, 285 

interstitial scavenging, autoconversion, activation, sedimentation, surface processes, and 

entrainment from the FT for dry aerosol (unactivated), in-cloud droplets, and raindrops. A 

detailed calculation of each tendency term is described by Berner et al. (2013). Warm-cloud 

microphysics in SAM uses the Morrison parameterization (Morrison et al., 2005), which is a 

bulk double-moment scheme that predicts cloud droplet and raindrop number 290 

concentrations with gamma distributions and parameterizes activation of cloud droplets 

from two modes of aerosols based on Abdul‐Razzak and Ghan (2000). The ice phase is turned 

off in the microphysics parameterization of our LES. Additionally, we use the Rapid Radiative 

Transfer Model for Global Climate Models (RRTMG) (Mlawer et al., 1997), and cloud optical 

parameterizations from the Community Atmosphere Model version 5 (CAM5) as described 295 

in Neale et al. (2010). 

The simulations in this study are similar to those in Erfani et al. (2022), with three main 

differences. First, the LES is initialized and forced using satellite and reanalysis 

meteorological and aerosol data in order to test the fidelity of LES in the absence of aircraft 

measurements, which are not widely available over remote oceans. Second, the simulations 300 

are initialized using sharpened profiles of temperature and moisture. This is done to 
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overcome the fact that the ERA5 thermodynamic profiles do not well represent the structure 

of the inversion layer when compared to aircraft measurements (i.e. see Figs. 4 and 8 in 

Erfani et al., 2022).  

The profile sharpening procedure is explained in Appendix A in detail but is summarized 305 

here: The procedure uses the ERA5 T and total water mixing ratio (𝑞𝑞𝑡𝑡) profiles and the 

microwave LWP as inputs. The MBL inversion height (Zinv) is calculated from the ERA5 

profiles, and the FT profiles are extrapolated from 500m above Zinv down to Zinv. The MBL 

profiles are then adjusted based on minimizing an error function that optimizes LWP in the 

adjusted profile against the microwave LWP while preserving the vertical integrals of the 310 

ERA5 density temperature (𝑇𝑇𝜌𝜌) (defined in Appendix A) and 𝑞𝑞𝑡𝑡 . This sharpened profile is 

then used to initialize the LES runs. 

 
Table 2. A summary of large-eddy simulation runs conducted in this study. Note that two separate Lagrangian 

trajectories are selected, and for each of them, 3 runs are conducted.  315 

Trajectory 
Run 

name 
Initial 

MBL Na 
Description 

Initial 
time 
(Z) 

FT Na 
Run 
time 
(h) 

Horizontal 
resolution 

(m) 

Domain 
size 

(km) 

Vertical 
level 

# 

GPCI S10 
(2018-07-31) 

ctrl MERRA 
Baseline run: initialized 

with MERRA MBL Na 

09 MERRA 48 100×100 51.2×51.2 260 Na×3 MERRA×3 
Run initialized with MERRA 

MBL Na multiplied by 3 

Na×9 MERRA×9 
Run initialized with MERRA 

MBL Na multiplied by 9 

Sandu 2010 
(2018-07-04) 

ctrl MERRA 
Baseline run: initialized 

with MERRA MBL Na 

09 MERRA 48 100×100 51.2×51.2 260 Na×3 MERRA×3 
Run initialized with MERRA 

MBL Na multiplied by 3 

Na×9 MERRA×9 
Run initialized with MERRA 

MBL Na multiplied by 9 
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The third difference between this study and that of Erfani et al. (2022) is that here we 

conduct two stages for each simulation: startup and active. The 8-hour startup stage serves 

as the spinup period and is forced with meteorological conditions and aerosol properties 

that are constant in time, using instantaneous profiles from the initial time of each trajectory 320 

(e.g., 09Z). The startup stage is run for nighttime-only conditions and facilitates the 

development of mesoscale cells. The sharpened temperature and moisture profiles are used 

in this stage. Other forcing fields are ERA5 ω, geostrophic winds, SST (Figs. 1b and 1c), and 

large-scale horizontal advection of temperature and moisture. To enable the formation of an 

Sc-topped, well-mixed MBL in the LES, a nudging time scale of 1 hour is selected for profiles 325 

of 𝑇𝑇 and 𝑞𝑞𝑡𝑡  within the MBL during this startup stage. This stage is important for creating a 

steady geostrophic wind throughout the spinup period; without this stage, transients in the 

winds can occur and cause wind and surface flux errors during the early part of the 

simulation, as evident in previous LES studies of the CSET campaign (e.g., Blossey et al., 2021; 

Erfani et al., 2022).  A 48-hour active stage is then branched from the startup stage and 330 

serves as the main run with realistic forcings that change over time. In this stage, the nudging 

of aerosols, temperature, and moisture within the MBL are turned off to allow for the natural 

development of aerosols and clouds within the MBL. During both the startup and active 

stages the FT profiles of aerosols, temperature, and moisture are nudged to the ERA5 

reanalysis values with a time scale of 1 hour. For nudging winds, a longer time scale of 12 335 

hours is selected. 

Table 2 summaries the experiments in this study. The number of vertical levels in the model 

is 260, with the smallest vertical grid spacing being 7 m in the MBL top and Sc layer (from 

450 m to 1200 m). Above and below this vertical range, the vertical grid spacing gradually 

expands, such that it is 167 m just below the model top (which is at 4800 m) and is 20 m 340 

immediately above the ocean surface. The horizontal resolution is 100 m × 100 m and the 

horizontal domain size is 51.2 km × 51.2 km.  

Three runs are conducted for each trajectory: ctrl, N𝑎𝑎 ×3, and N𝑎𝑎 ×9. All three runs are 

initialized and forced in the FT with MERRA2 time-varying aerosol profiles. The ctrl run is 

initialized in the MBL with MERRA2 aerosol profiles. As in Erfani et al. (2022) to test for the 345 
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sensitivity of cloud evolution to aerosols the N𝑎𝑎 ×3 and N𝑎𝑎 ×9 runs are initialized with 

MERRA2 MBL aerosol concentration multiplied by 3 and 9, respectively. Although simulated 

FT N𝑎𝑎 is nudged to MERRA2 N𝑎𝑎throughout the simulation, the MBL N𝑎𝑎is prognosed freely 

for a natural simulation of aerosols, clouds, and precipitation. The time-varying vertical 

profiles of MERRA2 N𝑎𝑎 are shown in Fig. 2 for two example trajectories and are derived from 350 

the mass mixing ratios of aerosol species, following Appendix A in Erfani et al. (2022). 
 

 

 

 

Figure 2. The time-height plot of MERRA2 Na for the two trajectories used in this study for the LES case studies. 
 

a)  GPCI S10 (2018-07-31), MERRA2 Na (mg-1) 

b)  Sandu 2010 (2018-07-04), MERRA2 Na (mg-1) 
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3 Statistical analysis 355 

3.1 PCA results 

One objective of using PCA in our study is to determine how the main modes of variation in 

key cloud properties are related to a select set of CCFs. This approach helps simplify the 

complex interactions between clouds and their environment by focusing on the most 

significant modes of variability and identifying the combinations of factors driving this 360 

variability. We first explore the R-values between various cloud properties and CCFs, as 

shown in Fig. S1. For instance, the R between CF and EIS is 0.31, which indicates a moderate 

positive relationship. In addition, R between N𝑑𝑑  and EIS is 0.36, which suggests that an 

increase in EIS is associated with an increase in N𝑑𝑑 . Stronger stability near the inversion 

layer leads to weaker mixing, inhibiting the MBL from deepening, which ultimately enhances 365 

humidity and clouds near the top of the MBL (Klein et al., 2017; Wood and Bretherton, 2006). 

FT subsidence, represented by 700-hPa ω, is correlated with cloud properties (e.g., R 

between ω and CERES CTH is equal to 0.22, and R between ω and CF is equal to -0.13), 

because weaker FT subsidence leads to MBL deepening and increased cloudiness (Klein et 

al., 2017; Myers and Norris, 2013). Surface WS is correlated with CTH, LWP, and 370 

precipitation with the highest R-values corresponding to the changes in these properties 

along the trajectory: CERES ΔCTH (0.38), Δlog(SSMI LWP) (0.28), and Δlog(precip) (0.25). 

This is due to enhanced latent heat fluxes from the ocean surface that intensify latent heat 

release and facilitate cloud formation (Bretherton et al., 2013; Brueck et al., 2015). As 

explained in Sect. 2.3, absolute values of R greater than 0.14 are considered statistically 375 

significant, which provides confidence in the relationships seen between these variables.  

Figure 3a illustrates the contribution of each PC to the total variance by showing the 

percentage of variance explained by each PC, when PCA is conducted with 8 variables as 

inputs. This visualization helps us to both understand the distribution of variance across the 

PCs, and determine the number of PCs necessary to capture sufficient variability in our 380 

dataset. Since the PCs collectively encompass the entire variance in the dataset, the 

summation of the percentage of variance for all 8 PCs amounts to 100%. Notably, the first PC 

explains 24% of the total variance, while the second PC explains an additional 19%. 
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Together, these two PCs account for a significant portion of the variability in the data. Thus, 

43% of the information regarding the variation in CCF properties is captured within PC1 and  385 

 

a) 

 

b) 

     

 
 

Figure 3. (a) The result of Principal Component Analysis (PCA) showing the percentage of variance explained 

by each Principal Component (PC). (b) The relationship between the two PCs and key meteorological 

conditions and cloud properties are quantified through their correlation coefficient (R-value). The inputs to the 390 
PCA are presented as the first 8 variables on the left; these are the differences between the beginning and end 

of the trajectory and the along-trajectory means for the cloud controlling factors (CCFs): WS, q, ω, and EIS). 
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PC2, highlighting their importance in understanding cloud formation and evolution. Note 

that the contributions to the total variance differ among all the PCs, which shows different 

levels of importance among PCs. 395 

In order to provide insight into which variables are most strongly associated with the modes 

of variation captured by PC1 and PC2, the R-values between each of the first two PCs and 

important CCFs, meteorological conditions, and cloud properties are shown in Fig. 3b. A 

more comprehensive set of R-values is provided in Fig. S1. For each PC, the R-values for input 

variables (i.e., the first 8 variables in each row) are associated with the eigenvector for that 400 

PC and determine the contribution of the input variable to that PC. This helps identify which 

CCFs are the most influential in the modes of variation represented by PC1 and PC2. The 

highest R with PC1 is for ΔEIS (0.78) and FT q (-0.72); i.e., the change in EIS along the 

trajectory and FT q are the most significant properties driving variability in PC1. For PC2, 

EIS and ΔWS are the most important variables, with R-values of -0.74 and 0.6, respectively, 405 

highlighting their roles in the mode of variation represented by PC2. Although SST is not an 

input to the PCA, it is correlated with both PC1 (-0.47) and PC2 (0.38), as SST is an input 

when computing EIS (Fig. S1). Additionally, PC1 and PC2 explain variations in some key 

cloud properties, as indicated by the fact that PC2 has R-values of -0.34 and -0.37 with CF 

and N𝑑𝑑 , respectively, and PC1 has R-values of -0.28, -0.28, and -0.22 with CERES ΔCTH, 410 

Δlog(precip), and SSMI Δlog(LWP), respectively. This means that associations of the CCFs 

with cloud properties and their evolution along these Lagrangian trajectories are detected 

by PCA. 

3.2 Phase space 

To determine the full phase space of cloud variability in this region and identify a reduced 415 

number of trajectories that represent this range of variability, PC1 vs. PC2 is plotted for all 

qualifying trajectories (Fig. 4a). Additionally, and for each of the six select locations identified 

in Fig. 1a, 9 trajectories are selected that represent the values of (-1.5σ, 0, 1.5σ) in the 2-D 

PC1-PC2 plane (where σ is the standard deviation of each individual PC). This approach 

allows us to capture a representative sample of trajectories that encompass the range of 420 
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variability in the PCs phase space. As a result, the variability across 1663 trajectories can be 

sampled by just the 54 trajectories, shown with colored markers in Fig. 4a.  

The selection of 9 points for each initial location is intended to represent reasonable 

variations associated with each initial location, as 87% of data points in a normal distribution 

fall within 1.5 standard deviations. It is noteworthy that the 9 points for each initial location 425 

correspond to different parts of the PCs plane, which hints at the distinct characteristics of 

each initial location. For instance, data points for the "North" initial location (see Fig. 1a) tend 

to be more frequent at larger values of PC1 and PC2, whereas the frequency of data  

a) 

 430 

Figure 4. Phase space of variables. a) Frequency plot of the first two principal components (PCs) for all 

qualifying trajectories used in the PCA. Here, each trajectory is represented as one data point. The grey shades 

show the frequency, i.e., the number of trajectories in each pixel. PCs associated with the six select locations 

shown in Fig. 1a are indicated as colored markers. For each location, different marker shapes are used to show 

nine trajectories that correspond to the standard deviation (-1.5σ, 0, 1.5σ) in this 2D space. b) Each panel shows 435 
a frequency plot for pairs of cloud-controlling factors and cloud variables averaged along the trajectories, with 

their correlation coefficient shown in the box. The markers in each panel show the 54 points selected from the 

PC1-PC2 space mapped to the space for that pair of variables. In each panel, the two markers with black edge 

color show the two cases used for LES modeling in Sect. 4.  
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b) 440 

 

Figure 4. Continued. 
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points for "GPCI S12", the closest initial location to the coast, is greater for lower values of 

PC1 and PC2. This shows that the PCA is sensitive to the geographical location of the 445 

trajectory origin, likely because the variability and co-variability of CCFs recognized by PCA 

occur both in space and time. 

To assess the impact of reducing the number of trajectories from the full set on coverage of 

the range in the physical variables of interest, the data points in the PC1-PC2 plane are 

mapped to the corresponding CCFs and cloud properties and, as in Fig. 4b, both the values 450 

for all trajectories (grayscale symbols) and for just the 54 select trajectories (colored 

symbols) are shown. Also as in Fig. 4b, for each pair of variables, the frequency of the along-

trajectory averages in PC space is conveyed by the grayscale. Fig. S2 shows the same but for 

the differences (change) in the CCFs and cloud properties between the beginning and end of 

the trajectories. This analysis summarizes the changes in variables over the course of the 455 

trajectories and their potential implications for cloud development.  

While the distribution of data points varies significantly across the different phase planes in 

Fig. 4b, the 54 selected data points successfully represent much of the full spectrum of CCFs 

and cloud variables in each panel, indicating that this reduced set of trajectories effectively 

captures the key patterns and variations in the datasets. 460 

 

4 Numerical modeling 

Here we take two of the 54 selected trajectories identified as covering the range in cloud 

variability at our six representative sites in the NEP region and use them to demonstrate our 

approach to testing the LES-simulated cloud evolution against observed cloud evolution 465 

starting in the Sc region and moving toward the more Cu-dominated region. In a later study, 

this approach will be used to statistically analyze model performance across all 54 cases and, 

informed by this baseline of model performance, to systematically study the response of 

clouds to aerosol perturbations across all 54 cases.   
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4.1 First case: Trajectory GPCI S10 (2018-07-31) 470 

4.1.1 Observed characteristics 

During the two-day period of this trajectory, a permanent subtropical high-pressure system 

was located over the NEP, producing northeasterly surface winds in its southeastern flank 

and along the trajectory (Fig. 1b). Based on phase space analysis for satellite and reanalysis 

data (Fig. 4a), this case is characterized by an average PC2 value and a negative PC1 value. 475 

Among the 54 cases selected by PCA, and considering along-trajectory averages, it exhibits 

very strong 10-m WS, very weak ω, nearly overcast conditions (~ 90%), and strong LWP 

(Fig. 4b). 

 

a) 

 

d) 

 

b) e) 

c) f) 

 480 
Figure 5. Time series of various observed and simulated domain-averaged meteorological variables for the 

GPCI S10 (2018-07-31) trajectory. (a) low cloud cover (LCC), (b) accumulated surface precipitation, (c) 

inversion height (Zinv), (d) liquid water path (LWP), (e) entrainment rate (𝑤𝑤𝑒𝑒 ), and (f) outgoing longwave 

radiation (OLR). The nighttime periods are indicated with light gray background shading. 
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Figures 5 and 6 show time series of various meteorological and aerosol properties along the 485 

trajectory from different observationally-based datasets as well as from the LES runs. 

According to the CERES low cloud cover (LCC) retrievals (Fig. 5a), cloud breakup, defined as 

the reduction of domain-averaged LCC to 50%, does not occur throughout the 48-hour 

period, and overcast conditions prevail for the majority of the time. The ERA5 reanalysis LCC  

is lower than CERES LCC, as it gradually starts decreasing on the evening of the first day. A 490 

comprehensive comparison of MODIS and ERA5 cloud cover on a global scale and for the 

NEP region shows that ERA5 cloud cover is biased low (Wu et al., 2023). Considering that  

 

a) 

 

d) 

 

b) e) 

c) f) 

 

Figure 6. Time series of various observed and simulated domain-averaged variables for the GPCI S10 (2018-495 
07-31) trajectory. (a) total aerosol number concentration averaged within MBL (<Na>), (b) cloud droplet 

number concentration averaged within MBL (<Nd>), (c) shortwave cloud radiative effect (SW CRE) at the top 

of atmosphere (TOA), (d) aerosol entrainment from the FT, (e) aerosol scavenging averaged within MBL, and 

(f) aerosol surface fluxes. The nighttime periods are indicated with light gray background shading. 
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CERES data is based on MODIS retrievals, it is justified to consider CERES, and not ERA5, as 500 

ground truth in this study. This case features moderate precipitation (Fig. 5b), with a slight 

enhancement of precipitation in the second half of the trajectory, consistent with a gradual 

increase in cloud droplet effective radius (re), from approximately 13  to 16 μm (Fig. S3b). 

The observed LWP consistently remains above 50 g m-2, with the AMSR-retrieved LWP 

reaching 170 g m-2 towards the end of the second night (Fig. 5d). The observed microwave 505 

products (AMSR and SSMI) agree quite well, but CERES LWP is larger than the microwave-

retrieved LWP at almost all times. (Note that we discard CERES LWP, N𝑑𝑑 , re, and cloud optical 

depth, or τc, when the zenith angle is greater than 70° to avoid erroneous values). The ERA5 

reanalysis LWP underestimates the observed LWP in the second half of the trajectory, 

associated with a consistent reduction in ERA5 LCC during this period. 510 

The observed CERES and MODIS CTH and ERA5 Zinv all show a gradual increase of 

approximately 500 m over the 48-hour period (Fig. 5c); however, there are differences 

between datasets, with MODIS CTH being the lowest and CERES CTH being the highest. This 

discrepancy is present in some other trajectories and is worth further investigation in future 

studies. In this case, the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations 515 

(CALIPSO) Zinv aligns more closely with ERA5 Zinv (figure not shown).  

The MBL-averaged total aerosol number concentration, < N𝑎𝑎 >, of about 30 mg-1 from 

MERRA2 (Fig. 6a) indicates that the MBL is clean on the first day, but then <N𝑎𝑎> more than 

doubles during the night likely due to entrainment from an FT with high Na (Fig. 2a). On the 

other hand, CERES N𝑑𝑑  is around 100 mg-1 on the first day and decreases to around 30 mg-1 520 

by the afternoon of the second day (Fig. 6b). This implies that MERRA2 <N𝑎𝑎> is biased low 

(by approximately a factor of 1/3) on the first day and is slightly biased high on the second 

day. Indeed, Erfani et al. (2022) showed that MERRA2 N𝑎𝑎 is biased low for higher N𝑎𝑎 values 

when compared to in-situ measurements for 53 Lagrangian trajectories during CSET 

campaign, and this highlights a limitation of MERRA2 reanalysis data in computing aerosol 525 

concentrations. Based on this, for future studies, we plan to initialize N𝑎𝑎  within the MBL 

based on CERES N𝑑𝑑  under the assumption that this N𝑎𝑎 estimate will be less biased than the 

MERRA2 reanalysis in regions of overcast cloud. For this trajectory, the changes in cloud 
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radiative properties from the decrease in N𝑑𝑑  and the increase in LWP from the first day to 

the second day seem to cancel each other out, as the CERES retrieved τc and the TOA 530 

shortwave cloud radiative effect (SW CRE) do not show significant day-to-day variations 

(Figs. S3a and 6c). 

4.1.2 Reference run (N𝑎𝑎×3) 

Because the run initialized with MERRA2 N𝑎𝑎within the MBL simulates early cloud breakup 

in contradiction to the observations, the N𝑎𝑎×3 run is chosen as the reference simulation for 535 

this case study. Important cloud properties, in particular LCC, LWP, N𝑑𝑑 , precipitation, SW 

CRE, and OLR, compare best to observed properties in the N𝑎𝑎×3 run (Figs. 5 and 6). This 

highlights the ability of our LES to accurately simulate a range of cloud properties when it is 

initialized with N𝑎𝑎 values that result in more accurate N𝑑𝑑 , as the simulated <N𝑑𝑑> along the 

N𝑎𝑎×3 run trajectory is quite similar to the CERES retrieved N𝑑𝑑  (Fig. 6b). Previous studies 540 

showed that N𝑑𝑑  scales with N𝑎𝑎 (Pringle et al., 2009; Svensmark et al., 2024). Both modeled 

and CERES-retrieved LCC broadly agree, though the N𝑎𝑎×3 run is unable to simulate the 

timing and strength of two brief episodes of LCC reduction seen in the CERES retrievals on 

the first day and the following night (Fig. 5a). In the N𝑎𝑎×3 run, any LCC reductions from the 

overcast conditions are associated with a remarkable decrease in LWP.  545 

The N𝑎𝑎×3 accumulated precipitation is always less than mean AMSR precipitation, except on 

the last night, but it generally stays within 1 standard deviation of observations (Fig. 5b). 

Precipitation onset occurs in the middle of the second night (much later than observations), 

enhances 12 hours later, and continues until the end of the simulation. This likely causes the 

brief cloud reduction in the third night (Fig. 5a), along with the inhibition of Zinv growth (Fig. 550 

5c).  

Zinv in the N𝑎𝑎×3 run and in ERA5 are initially equal due to the nudging in the startup stage, 

but Zinv in the N𝑎𝑎×3 run grows faster in the first half of the simulation and slower in the 

second half than in the ERA5 dataset, ultimately remaining very close to ERA5 Zinv near the 

end of the run. This also explains the stronger entrainment rate (𝑤𝑤𝑒𝑒) in the N𝑎𝑎×3 run than in 555 

ERA5 in the first half of the simulation and vice versa in the second half (Fig. 5e) (note that 
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𝑤𝑤𝑒𝑒 is estimated as the tendency of Zinv relative to the W at the inversion level; Blossey et al., 

2021; Erfani et al., 2022).  

The gradual reduction in N𝑎𝑎  and N𝑑𝑑  is due to a general strengthening of the aerosol 

scavenging sink term (which is the sum of the accretion, autoconversion, and interstitial 560 

scavenging terms). The combined sink is stronger than the sum of the aerosol surface flux 

source term and entrainment from the FT (where the latter is a sink or source term 

depending on the total aerosol gradient between the FT and MBL) (Figs. 6d-f). In particular, 

the aerosol scavenging term is stronger in the second half of the simulation, leading to the 

onset of surface precipitation in the middle of the simulation. Although precipitation 565 

continues until the end of the run, the aerosol reduction and precipitation are not strong 

enough to cause SCT or cloud breakup, and Zinv grows consistently until 6 hours before the 

end of the simulation. 

4.1.3 Impact of perturbed aerosols 

The very low initial <N𝑎𝑎> (e.g., less than 30 mg-1) in the ctrl run leads to early precipitation 570 

onset, which drives a rapid drop in N𝑎𝑎 and N𝑑𝑑  (Figs. 6a-b) and the occurrence of SCT (Fig. 

5a) within the first 12 hours of simulation. [As defined by Erfani et al. (2022), an SCT occurs 

when LCC first falls below 50% and remains below this threshold for at least 24 hours or 

until the end of the simulation, whichever is shorter. This definition is designed to exclude 

LCC changes attributable solely to the diurnal cycle]. This "precipitation-driven” type of SCT 575 

occurs quickly (e.g., less than 12 hours) in LES experiments with a prognostic aerosol scheme 

due to the positive precipitation-aerosol feedback (Yamaguchi et al., 2017; Erfani et al., 

2022). Consistent with the persistent precipitation, re remains greater than 15 μm (Fig. S3b). 

The aerosol scavenging sink term initially strengthens, leading to an extremely low N𝑑𝑑  (less 

than 10 mg-1), characteristic of vertically-thin horizontally-extensive layers below the Zinv, 580 

called ultra-clean layers (UCLs) (Wood et al., 2018). Note that this feature is not seen in the 

CERES observations. The time-height plots of N𝑑𝑑  (figures not shown) indicate the simulation 

of UCLs near the inversion for the majority of ctrl run time, but only for the last 8 hours of 

N𝑎𝑎×3 run, because ctrl run is initialized with a value of MERRA2 N𝑎𝑎 that is 3 times smaller 

than CERES N𝑑𝑑 .  585 
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As the simulation progresses further, the scavenging term gradually weakens. Combined 

with surface fluxes of aerosols and an entrainment source term for Na (Figs. 6d-f), N𝑎𝑎 and N𝑑𝑑   

are enhanced after the second night. Following the SCT, both LCC and LWP remain lower 

than 50% and 50 g m-2, respectively, causing low τc and a weak SW CRE (Figs. S3a and 6c). 

In addition, OLR is stronger in this run due to the greater longwave emission from warmer 590 

and shallower cloud tops (as seen in Zinv) and from a warmer surface, since LCC is below 40% 

most of the time. MBL deepening is suppressed in this clean and precipitating environment. 

Two mechanisms have been proposed to explain this: 1) low aerosol concentrations 

correspond to weak turbulence, a decoupled MBL, and reduced entrainment (Sandu et al., 

2008); and 2) precipitation depletes LWP from the inversion layer, resulting in decreased 595 

entrainment (Blossey et al., 2013). 

Although the ctrl and N𝑎𝑎×3 runs are very distinct, the N𝑎𝑎×3 and N𝑎𝑎×9 runs have quite similar 

cloud properties in the first half of simulations. The N𝑎𝑎×9 entrainment rate is stronger than 

that of N𝑎𝑎 ×3 during the first and second nights likely due to enhanced entrainment 

associated with N𝑑𝑑  increases in non-precipitating clouds (e.g., Igel, 2024) (See Figs. 5e, 6b).  600 

While this leads to somewhat smaller LWP during the first day of the simulation than in 

N𝑎𝑎×3, the larger N𝑑𝑑  in the N𝑎𝑎×9 run leads to the delayed initialtion of aerosol scavenging and 

precipitation (Figs. 6b, 6e).  The Twomey effect (Platnick and Twomey, 1994) is visible in 

comparisons of SW CRE (Fig. 6c), where the increased N𝑑𝑑  in the N𝑎𝑎×9 run leads to a stronger 

SW CRE (Fig. 6c) than N𝑎𝑎×3 during the first daytime despite the N𝑎𝑎x9 run having similar LCC 605 

(Fig. 5a) and smaller LWP (Fig. 5d). Later, precipitation plays a more important role in 

modulating aerosol impacts: compared to the N𝑎𝑎×3 run, the delayed onset of precipitation 

onset in the N𝑎𝑎×9 run is followed by more MBL deepening (Fig. 5c), and larger LWP, τc, and 

SW CRE differences between the two runs in the second half of the simulation. LCC also never 

drops below 90% in this high-Na run.  610 

Unlike the two other runs, entrainment from the FT drives the decreases in Na on average in 

the N𝑎𝑎×9 run (Fig. 6d), because the MBL N𝑎𝑎 is so high that it reverses the MBL-FT aerosol 

gradient. Additionally, the scavenging term is a stronger sink toward the end of this run (Fig. 

6e), driving a decrease in Na that leads to a sudden enhancement of precipitation.  
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The cloud morphology, shown in 2D maps of LWP for the N𝑎𝑎 ×3 run (Figs. 7m-p), 615 

demonstrates the development of the mesoscale organization in the form of closed cells 

within the Sc clouds early on, with the mesoscale cell size and cloud LWP increasing with 

time. The Probability Distribution Functions (PDFs) of LWP and N𝑑𝑑  (Figs. 7a-h) show that 

precipitation is more frequent in regions of high LWP and low-to-moderate N𝑑𝑑 . 

 620 

  

 

Figure 7. Probability distribution functions of LWP (a–d) and <Nd> (e-h) at four instantaneous times for three 

LES simulations (ctrl, Na×3, Na×9) along the GPCI S10 (2018-07-31) trajectory. The markers present 

precipitation in bins of the variable on the x-axis, and the numbers within the box in each panel show the mean 

value of the variable given on the x-axis for that specific time (from top to bottom for ctrl, Na×3, and Na×9, 625 
respectively). (i–t) Cloud morphology showing LWP at four times for three LES runs.  
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The morphology and PDF plots in Fig. 7 also demonstrate the impact of the initial aerosol 

concentration on cloud field development. Due to the clean environment and early SCT in 

the ctrl run, scattered Cu clouds form 12 hours after the initial time and are maintained 

throughout the simulation (Figs. 7i-l) with not much change in the cloud LWP and N𝑑𝑑  630 

frequency distributions and the precipitation within the Cu cores (Figs. 7a-h). The cloud 

morphology for the N𝑎𝑎×9 run is similar to that for N𝑎𝑎×3 run 12 hours after the initial time, 

but the N𝑎𝑎×9 mesoscale cell size and LWP increase more rapidly. The PDFs illustrate a 

broader LWP spectrum with a higher probability of larger LWP in the N𝑎𝑎×9 run compared 

with the N𝑎𝑎×3 run 24 hours after the initial time until the end of the run (Figs. 7b-d). This 635 

spectrum broadening is associated with the precipitation onset in larger LWP bins and faster 

aerosol removal from the MBL (Figs. 7e-7h), which ultimately leads to more intense 

precipitation toward the end of the N𝑎𝑎×9 run compared to the N𝑎𝑎×3 run (Fig. 5b). Also, the 

re value during the precipitation onset for the N𝑎𝑎×9 run is approximately 9 μm, which is 

smaller than for the N𝑎𝑎×3 (~12 μm) and the ctrl run (~15 μm) (Fig. S3b). As explained by 640 

Wood et al., (2009), precipitation can initiate with a smaller re for larger N𝑑𝑑  and LWP. 

4.2 Second case: Trajectory Sandu2010 (2018-07-04) 

4.2.1 Observed characteristics 

For our second case, in addition to the permanent subtropical high over the  NEP, a tropical 

cyclone developed to the east, visible in the surface wind pattern (Fig. 1c) and confirmed by 645 

satellite imagery and a humid FT. This is seen in the time-height plot of 𝑞𝑞𝑡𝑡  along the 

trajectory (figures not shown), which is located between the southeast edge of the high and 

the northwest edge of the cyclone. The phase space analysis (Fig. 4a) shows that this case 

has the highest PC2 values and one of the lowest PC1 values among the 54 selected cases. 

Based on along-trajectory averages of physical variables (Fig. 4b), this case is characterized 650 

by very low PMSL, very weak stability (lowest EIS), and high 700-hPa q. 

CERES LCC (Fig. 8a) shows a brief cloud breakup at the end of the first day and a major 

breakup starting in the early morning of the second day that lasts until the third night, with 

cloud cover restoring a few hours before the end of the run. According to the previously-
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mentioned SCT definition, this does not qualify as SCT; however, others (e.g., Sandu and 655 

Stevens, 2011; Baró Pérez et al., 2024) simply define SCT as the first time LCC falls below 

50%. In addition, this cloud breakup initiates during the dark hours, suggesting it might not 

be due to the diurnal cycle. Nevertheless, we use the term "cloud breakup" for this case 

throughout this study. ERA5 LCC appears out of phase with that from CERES, showing cloud 

breakup at the end of the first day and cloud restoration on the morning of the second day.  660 

AMSR observations indicate that precipitation is extremely weak in this case, with 

accumulated precipitation of approximately 0.1 mm after two days. Precipitation onset 

occurs on the second night before the major cloud breakup; however, CERES re (Fig. S4b) 

does not show a significant day-to-day change and remains below 15 μm, fluctuating 

between 10 μm and 13 μm in the middle of the days. The microwave (SSMI and AMSR) LWP 665 

 

a) 

 

d) 

 

b) e) 

c) f) 

Figure 8. As in Fig. (5), but for the Sandu 2010 (2018-07-04) trajectory. 
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 increases during the first six hours of the simulation and then decreases until the second 

day (Fig. 8d). The LWP from all three observational products falls below 50 g m-2 during the 

cloud breakup. Similar to the first case, CERES LWP is generally greater than the microwave 670 

LWP, but the two microwave retrievals, from AMSR and SSMI, remain similar.CERES CTH 

and, to some extent, MODIS CTH show an unusual deepening from the middle of the first day 

until the end of the following night (Fig. 8c). This seems to be due to the presence of upper-

level ice clouds, also evident in the low values of OLR during this period. Otherwise, CERES 

and MODIS CTH and ERA5 Zinv generally agree, showing an enhancement of 200-500 m from 675 

the start to the end of the trajectory. Based on ERA5 Zinv, this increase begins on the second 

night before the cloud breakup but slows down on the second day. This is associated with 

the decoupling of the MBL, evident from the time-height plot of ERA5 𝑞𝑞𝑡𝑡 , where the 𝑞𝑞𝑡𝑡 

difference between the lower and upper MBL increases along the trajectory (figure not 

shown).  680 

The initial value of the MERRA2 <N𝑎𝑎> for this trajectory is 70 mg-1, then <N𝑎𝑎>  gradually 

decreases starting on the second night to around 30 mg-1 by the end of the trajectory (Fig. 

9a). Consistent with this, CERES N𝑑𝑑  decreases from the first day to the second day (Fig. 9b). 

However, as in our other trajectory, MERRA2 <N𝑎𝑎> around solar noon is significantly smaller 

(here, by a factor of two) than the CERES N𝑑𝑑 , which is clearly not physically consistent. Again 685 

this suggests that simulations initialized with MERRA2 <N𝑎𝑎> may struggle to match CERES 

N𝑑𝑑 , so other options for aerosol initialization in the MBL should be considered. Note that for 

this trajectory both <N𝑎𝑎> and <N𝑑𝑑> values are significantly higher than the 10 mg-1 threshold 

used by Wood et al. (2018) to identify a UCL.  

CERES τc decreases significantly over the trajectory, from an average of 15 on the first day to 690 

an average of 3 on the second day (Fig. S4a), consistent with the reduction in both N𝑑𝑑  and 

LWP. Additionally, the SW CRE from CERES demonstrates an approximately 5-fold decrease 

from the first to the second day (Fig. 9c) due to cloud breakup and τc reduction. 

4.2.2 Reference run (ctrl) 

For this case, the ctrl run serves as our reference simulation since it performs better at 695 

simulating most variables, such as LCC, N𝑎𝑎, N𝑑𝑑 , and SW CRE, compared to the perturbed runs 
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(Figs. 8 and 9). This improved performance relative to the first case study likely results from 

the thinner clouds with smaller LWP in this case study, which do not precipitate significantly, 

even when initialized with the MERRA N𝑎𝑎 that are biased low relative to CERES N𝑑𝑑  (Figs. 9a-

b), but not by as much as for our first case. The noisy patterns seen in most observed 700 

variables are absent in the ctrl run, likely due to slow FT nudging. While the ctrl run does not 

capture the first, brief observed cloud breakup, it accurately simulates the timing and rate of 

the second cloud breakup on day two, and the cloud restoration on the last night (Fig. 8a). 

The ctrl run successfully simulates the microwave LWP pattern, showing enhancement 

during the first 6 hours followed by a reduction. However, the timing of LWP reduction is 705 

earlier than microwave observations by a few hours (Fig. 8d). Despite this, the ctrl run LWP 

remains within the lowest bound of the microwave LWP or very close to it during this period 

 

a) 

 

d) 

 

b) e) 

c) f) 

Figure 9. As in Fig. (6), but for the Sandu 2010 (2018-07-04) trajectory. 
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and is mostly close to the mean microwave LWP at other times. Unlike the AMSR retrieved 710 

precipitation, the ctrl run simulates no precipitation, indicating that the cloud breakup in the 

model is not precipitation-driven. Instead, it appears to be affected by the MBL deepening 

(Fig. 8c) which enhances we  during the second night (Fig. 8e). This is indicative of the 

deepening-warming cloud breakup mechanism, driven by the deepening and decoupling of 

the MBL (Bretherton and Wyant, 1997; Wyant et al., 1997) and enhancement of entrainment 715 

near the inversion (Ackerman et al., 2004). This type of cloud breakup occurs at a much 

slower rate compared to precipitation-driven cloud breakup, as shown by the ctrl run for the 

first case (Fig. 5) and by precipitating runs in Erfani et al. (2022).  

A precipitation-driven SCT is very unlikely for this case, since an environment with N𝑑𝑑  

higher than 30 mg-1 and LWP lower than 30 g m-2 is associated with precipitation of less than 720 

0.03 mm day-1 (Fig. A3 in Wood et al., 2009). The increase in 𝑤𝑤𝑒𝑒 in the ctrl run before the 

cloud breakup during the second night is consistent with that seen in the ERA5 𝑤𝑤𝑒𝑒, though 

ERA5 shows a stronger increase in 𝑤𝑤𝑒𝑒 (Fig 8e). This period is followed by a reduction in we 

that lasts until the middle of the second day. The MBL deepening on the second night is not 

seen in the CERES retrievals due to the presence of ice clouds during the first day. When ice 725 

clouds are absent, the ctrl run Zinv and OLR agree well with that from the CERES retrievals 

(Figs. 8c and 8f).  

The ctrl run underestimates the magnitude of the observed SW CRE on the first day (Fig. 9c), 

despite having overcast conditions in both the ctrl run and the CERES retrievals. This 

appears to be due to an underestimation of τc during this time (Fig. S4a), which is the result 730 

of low LWP and N𝑑𝑑  in the ctrl run (Fig. 9a), which are lower than the CERES values during 

the first day. The ctrl run agrees well with CERES values of τc and SW CRE during the second 

day. 

Although the ctrl run simulates the general trend in MERRA2 N𝑎𝑎  and CERES N𝑑𝑑  (e.g., an 

overall reduction in <N𝑎𝑎> and <N𝑑𝑑> from the start to the end of the run, particularly in the 735 

second half of the simulation), the rate of <N𝑎𝑎> reduction is slower than that in MERRA2 (Fig. 

9a,b). Specifically, the ctrl run <N𝑎𝑎> decreases from 80 mg-1 to 60 mg-1 (Fig. 9a) and the ctrl 

run <N𝑑𝑑> decreases from 70 mg-1 to 50 mg-1 (Fig. 9b). Based on the time-height plots of N𝑎𝑎 
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and N𝑑𝑑  (not shown), their values tend to be lower near the inversion but do not drop below 

20 mg-1, and therefore, these reductions are insufficient to develop UCLs. It seems that the 740 

<N𝑎𝑎> is relaxing towards the FT values, which are below 50 mg-1 near the inversion. During 

the first half of the simulation, both the aerosol scavenging sink term and the aerosol surface 

flux source term are stronger, while the aerosol entrainment term remains a sink term 

throughout the run (Figs. 9d-f). The balance among these three terms results in negligible 

changes in <N𝑎𝑎> and <N𝑑𝑑> during the first half of the simulation, followed by a gradual 745 

reduction in the second half. Overall, the moderate initial aerosol concentrations and their 

slow reduction prevent the formation of large cloud droplets (as indicated by re, which 

remains within 8-12 μm throughout the run and is slightly smaller than CERES values; Fig. 

S4b) and the initiation of precipitation (Fig. 8b).  

4.2.3 Impact of perturbed aerosols 750 

Compared to the ctrl run, the N𝑎𝑎×3 run’s higher <N𝑎𝑎> and <N𝑑𝑑> during the initial hours (Figs. 

9a-b) lead to a stronger FT-MBL aerosol gradient. This results in a stronger aerosol 

entrainment sink term (Fig. 9d), causing a more pronounced decrease in both <N𝑎𝑎> and <N𝑑𝑑> 

over the trajectory duration. Despite this, <N𝑎𝑎> and <N𝑑𝑑> in the N𝑎𝑎×3 run remain at least 

twice those in the ctrl run. Cloud breakup in the N𝑎𝑎×3 run occurs a few hours later than in 755 

the ctrl run, with LCC in the N𝑎𝑎×3 run remaining 15-20% higher than in the ctrl run during 

the second day. This delayed cloud breakup corresponds to a slightly stronger deepening of 

the MBL (approximately 100 m; Fig. 8c) and consequently, a slightly stronger we (Fig. 8e) 

and lower OLR (Fig. 8f) compared to the ctrl. These results align with Sandu et al. (2008), 

which demonstrated that enhanced entrainment in cases with high Na leads to stronger 760 

turbulence and MBL deepening; however, this impact is modest for this second case study. 

During the first 12 hours of simulation, the higher τc in the N𝑎𝑎×3 run, compared to the ctrl 

run (Fig. S4a), can be attributed to the elevated initial <N𝑑𝑑>, since the initial LWP is very 

similar between the two runs. This corresponds with a reduction in re by 2-3 μm in the N𝑎𝑎×3 

run, compared to the ctrl run, primarily due to the Twomey effect during the first day, given 765 

that LCC and LWP remain relatively unchanged between the runs. Also, the change in τc 

explains the stronger SW CRE in the N𝑎𝑎×3 run during the first day. On the second day, 
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however, the stronger SW CRE in the N𝑎𝑎×3 run is more influenced by the higher LCC in this 

run (Fig. 8a) and less by τc. In other words, the role of CF adjustment in SW CRE differences 

between the runs becomes important on the second day, as evidenced by the differences in 770 

LCC. 

The run with very high Na, N𝑎𝑎×9, simulates strong aerosol entrainment and scavenging sink 

terms (Figs. 9d-e), leading to a faster reduction in N𝑎𝑎  and N𝑑𝑑 , compared to the N𝑎𝑎×3 run 

(Figs. 9a-b). The cloud breakup in the N𝑎𝑎×9 run is delayed by a few hours (Fig. 8a), associated 

with slightly greater MBL deepening, enhanced entrainment, and reduced OLR, compared to 775 

N𝑎𝑎×3 run (Figs. 8c,e,f). The higher aerosol concentration in the N𝑎𝑎×9 run leads to smaller re 

(Fig. S4b), higher τc (Fig. S4a), and an increased magnitude of SW CRE (Fig. 9c). The change 

in SW CRE from the ctrl to the N𝑎𝑎×3 run is stronger than from the N𝑎𝑎×3 to the N𝑎𝑎×9 run 

during the first day. Considering the similar overcast conditions and LWP values across all 

three runs, this highlights the dominance of the Twomey effect and albedo susceptibility. 780 

This impact diminishes on the second day as CF adjustment becomes more significant.  

Maps of LWP for the ctrl run (Figs. S5i-l) show the formation of overcast Sc clouds and 

mesoscale organization 12 hours after the initial time, which then develop into closed cells 

later on. The dissipation of Sc clouds and cloud breakup are demonstrated by scattered Cu 

clouds 36 hours after the initial time, but their frequency and size increase towards the end 785 

of the simulation due to cloud restoration. The PDFs of LWP (Figs. S5a-d) indicate that 

although the mean and median LWP values show a general decrease over time until near the 

end of the runs, the LWP spectrum broadens with a higher probability of larger LWP, 

suggesting enhanced LWP in the cores of mesoscale cells over time. The evolution of cloud 

morphology and LWP PDF for the N𝑎𝑎×3 and N𝑎𝑎×9 runs is similar to that of the ctrl run, but 790 

higher MBL aerosols lead to larger mesoscale cell sizes (Figs. S5o,p,s,t) with more water in 

their cores, as evident from the broadening of the LWP spectrum toward the larger values 

(Figs. S5c-d). 

For each run and at each time, the average length scale of mesoscale cells is quantified in Fig. 

S6 as the wavelength below which 2/3 of the LWP variance is contained following the 795 

methodology of de Roode et al. (2004) (See their Fig. 2). During the overcast Sc regime on 
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day 0.5, the LWP PDF (Fig. S5a) shifts towards smaller values with increased N𝑎𝑎, as expected 

from the sedimentation-entrainment feedback (Ackerman et al., 2004), and domain-

averaged LWP decreases with increasing N𝑎𝑎 , while the length scale of mesoscale cells is 

larger in N𝑎𝑎×3 and N𝑎𝑎×9 runs than in ctrl run (Fig. S6a). Later on (days 1.5 and 2.0) when 800 

cloud breakup occurs and Cu clouds emerge, both mean LWP and cell size values are larger 

in N𝑎𝑎 ×3 and N𝑎𝑎 ×9 runs than in ctrl run. Therefore, the reduced LWP due to aerosol 

perturbations in the non-precipitating boundary layer at the beginning of the runs appears 

to be a short-lived effect in our study, since the opposite occurs when Cu under Sc becomes 

dominant. The influence of N𝑎𝑎  on mesoscale cell size is not well understood. Zhou and 805 

Feingold (2023) highlighted the relationship between cell size and N𝑑𝑑 , but their study 

focused on how cell size regulates N𝑑𝑑  and LWP, rather than aerosol impact on the cell size. 

Further research is required to investigate the mechanisms behind the dependence of cell 

size on N𝑎𝑎. 

Turbulence is slightly stronger in N𝑎𝑎×9 run than that in the other two runs before the cloud 810 

breakup and at the very end of the run. (figure not shown). Stronger turbulence might help 

bring more moisture to the cloud layer, hence higher LWP in the Cu cores in N𝑎𝑎×9 run. Note 

that this case has extremely weak precipitation, with precipitation in all three runs (Figs. 

S5a-h) being two or more orders of magnitude smaller than for the first case. Therefore, 

precipitation impact on turbulence is negligible. 815 

 

5 Summary 

 
The objective of this study is to develop an approach for selecting and analyzing a 

representative set of cases for studying LES model performance and how ACI and MCB affect 820 

key cloud properties in the absence of in situ observations. Utilizing ECMWF ERA5 wind data, 

we generate 2208 Lagrangian isobaric (950 hPa) MBL forward trajectories initialized at six 

locations within the subtropical NEP during JJA 2018-2021. Eliminating trajectories that 

pass near or over land or that include ice clouds reduces this to 1663 trajectories. Note that 

we retain cases with limited amounts of ice cloud to avoid selection bias for the low cloud 825 
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cases. Meteorological, cloud, aerosol, and radiation variables from reanalysis and satellite 

data are compiled along these trajectories to create a library of Lagrangian observations. We 

then use a selected number of CCFs (e.g., along-trajectory means, and differences between 

the beginning and end of each trajectory for WS, q, ω, and EIS) and conduct PCA to reduce 

the data dimensionality. Based on the PCA results, we find that two PCs capture 43% of the 830 

variability in the CCFs. To span the meteorological diversity of the dataset, 9 trajectories are 

selected for each of the six initial locations in our study region, where the 9 trajectories 

correspond to the values of (-1.5σ, 0, 1.5σ) in the PC1-PC2 plane. This reduces the total of 

1663 trajectories to a subset of 54 trajectories that span most of the variation in the CCFs, 

aerosol concentrations, and cloud properties relevant to their evolving radiative effect. 835 

Some previous studies have employed aircraft measurements from intensive observational 

field campaigns to initialize and force Lagrangian LES runs (Blossey et al., 2021; Erfani et al., 

2022). Since in-situ measurements are rare over the remote oceans, here we develop a 

methodology for doing routine LES modeling that is initialized with and tested against 

satellite retrievals and reanalysis data. In addition to meteorological data, the LES is forced 840 

with an accumulation-mode aerosol Na calculated from the MERRA-2 masses of aerosol 

species and their assumed particle size distributions, applying the technique described in 

Erfani et al. (2022) to convert aerosol mass to number concentrations. In addition, a 

thermodynamic “profile sharpening” method is developed to modify the initial T and 𝑞𝑞𝑡𝑡 

vertical profiles from ERA5 in an approach that results in cloud LWP matching that from the 845 

microwave-instrument satellite retrievals. This method leads to the instantaneous formation 

of a well-mixed stratiform-topped MBL in the LES.  

The LES used in this study is SAM (Khairoutdinov and Randall, 2003) coupled with a 

prognostic aerosol scheme (Berner et al., 2013), that accounts for aerosol budget tendencies 

such as coalescence and interstitial scavenging, surface sources, and entrainment from the 850 

FT. From 54 Lagrangian cases, two cases are selected as examples to conduct 2-day high-

resolution, large-domain Lagrangian LES experiments in order to simulate cloud evolution 

under observed as well as perturbed aerosol conditions. The results of a few runs for the two 

cases reveal that our LES is capable of simulating observed conditions when initialized with 
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realistic aerosol and meteorological conditions. The first case is precipitating, which implies 855 

a potential for a precipitation-driven cloud breakup if the environment is clean. Enhancing 

the initial aerosol concentration among different runs increases N𝑑𝑑 , reduces re, enhances 

cloud albedo, suppresses precipitation, and increases TOA SW CRE, in agreement with 

previous studies (Sandu and Stevens, 2011; Yamaguchi et al., 2017; Christensen et al., 2020; 

Blossey et al., 2021). 𝑑𝑑(SW CRE) 𝑑𝑑(Nd)⁄  is nonlinear, with a larger magnitude increase 860 

(more cooling) from the ctrl run to the Na×3 run than from the Na×3 run to the Na×9 run. This 

seems to be due to the positive precipitation-aerosol feedback for the ctrl run, which quickly 

dissipates the clouds.  

The second case is non-precipitating, and the classic deepening-warming cloud breakup 

happens in both the control and increased-aerosol runs. More MBL aerosol leads to stronger 865 

entrainment, more delayed cloud breakup, and a stronger SW CRE. This type of SCT was 

simulated in previous studies (Baró Pérez et al., 2024; Diamond et al., 2022) and seems to be 

more common in a polluted environment. Compared to the first case, cloud breakup occurs 

at a slower rate, and perturbed aerosols among different runs have a smaller impact on SW 

CRE and cloud breakup due to the absence of a precipitation-aerosol feedback. 870 

 

6 Conclusions 

The PCA approach demonstrated in this study has been particularly effective in identifying 

a subset of Lagrangian trajectories that not only represent the variability within the PC space 

but also span the full range of key cloud properties. This highlights the potential of PCA for 875 

refining complex datasets while preserving critical physical characteristics relevant to ACI 

and MCB studies. 

An important challenge is defining a ground truth against which models could be validated, 

due to the considerable variability observed in cloud property datasets from reanalysis and 

satellite retrieval products. This variability underscores the complexities and uncertainties 880 

inherent in both products which might affect confidence in the results. In addition, the 
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relatively coarse spatial resolution of these products, compared to LES resolution, could 

undermine the representation of diverse aerosol and cloud properties.  

In general, satellite retrievals are more reliable than reanalysis products for Sc clouds. Based 

on climatological averages for the NEP region, ERA5 LCC is biased low when compared to 885 

MODIS (Wu et al., 2023), and since CERES LCC is based on MODIS retrievals, CERES is more 

robust than ERA5 when studying LCC. Microwave (AMSR and SSMI) retrievals of LWP are 

reliable for Sc clouds since they compare well with in-situ measurements (Painemal et al., 

2016). The Zinv calculated in our study based on vertical profiles of ERA5 T and qt appear to 

be more robust than other products. The CTH from MODIS retrievals is created based on data 890 

stratified within bins of T each having a range of 5 °C and as such, it might not be accurate 

for individual cases, but it performs well on average (Eastman et al., 2017). 

Over the NEP and for higher N𝑎𝑎 , MERRA2 N𝑎𝑎  is biased low when compared to in-situ 

measurements (Erfani et al., 2022). In the future, a critical step in forcing and initializing our 

LES with MBL aerosols based on the values of CERES N𝑑𝑑  rather than MERRA-2 N𝑎𝑎. Given that 895 

MERRA2 N𝑎𝑎 is simulated by assimilating MODIS aerosol optical depth (which represents the 

optical property of aerosols throughout the column of troposphere), it can be inaccurate at 

certain levels and locations. CERES, on other hand, provides satellite estimates of N𝑑𝑑  in the 

cloud layer , which seem more reliable for Sc clouds and is consistent with other CERES 

products, such as TOA radiative fluxes which are considered the most accurate 900 

measurements (Su et al., 2015). 

The simulations in this study demonstrate that reanalysis meteorological and aerosol data 

can be used for initializing and bounding LES runs, to produce realistic baseline simulations 

of low marine cloud fields in the absence of aircraft field campaigns. In the future, we will 

conduct LES experiments for a large number of Lagrangian cases from PCA results. This will 905 

enable us to synthesize valuable statistics to assess how well LES can simulate the cloud 

lifecycle under the "best estimate" environmental conditions, and how sensitive the 

simulated clouds are to variations in these driving fields. This procedure will contribute to 

advancing our understanding of intentional MCB efficacy under a range of representative 

conditions.  910 
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Appendix A: Sharpening procedure of thermodynamic profiles 

This procedure utilizes satellite microwave retrievals of LWP to sharpen reanalysis (in 

particular ERA5) temperature and moisture vertical profiles through an optimization 

technique at a specific time near the inversion level. 

A1. Preparing variables 915 

We use a number of reanalysis and satellite variables to sharpen the ERA5 temperature and 

moisture profiles near the inversion level. At each time (generally, the time corresponding 

to when we initialize an LES run), the vertical profiles of ERA5 normalized liquid-water static 

energy (𝑇𝑇𝑙𝑙) and total water mixing ratio (𝑞𝑞𝑡𝑡) are calculated as: 

𝑇𝑇𝑙𝑙 = 𝑇𝑇 + 𝑔𝑔 𝑧𝑧
𝐶𝐶𝑝𝑝
− 𝑞𝑞𝑙𝑙

𝐿𝐿𝑣𝑣
𝐶𝐶𝑝𝑝

           (A1) 920 

𝑞𝑞𝑡𝑡 = 𝑞𝑞𝑣𝑣 + 𝑞𝑞𝑙𝑙               (A2) 

where T is temperature, 𝑞𝑞𝑣𝑣 is water vapor mixing ratio, 𝑞𝑞𝑙𝑙 is cloud liquid water mixing ratio, 

z is height, 𝑔𝑔 is Earth’s gravitational acceleration, 𝐶𝐶𝑝𝑝 is the specific heat of dry air at constant 

pressure, and 𝐿𝐿𝑣𝑣 is the latent heat of vaporization. We conduct separate calculations for the 

MBL and lower FT, but first, we need to calculate the inversion height (Zinv), which is defined 925 

as the height where �𝑑𝑑𝜃𝜃𝑙𝑙
𝑑𝑑𝑑𝑑
� �𝑑𝑑𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑
� is minimized over the atmospheric column at each time and 

location (Blossey et al., 2021; Erfani et al., 2022). RH is relative humidity and 𝜃𝜃𝑙𝑙  is liquid-

water potential temperature.  

First, the lower FT profile sharpening method is explained. We assume that 𝐿𝐿𝐹𝐹𝐹𝐹 be a height 

above the inversion where the ERA base profiles feel no impact from the MBL. This is 930 

selected to be 500 m. Therefore, for z > Zinv + 𝐿𝐿𝐹𝐹𝐹𝐹: 

𝑇𝑇𝑙𝑙𝑠𝑠ℎ𝑟𝑟𝑟𝑟 = 𝑇𝑇𝑙𝑙𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏            (A3) 

𝑞𝑞𝑡𝑡𝑠𝑠ℎ𝑟𝑟𝑟𝑟 = 𝑞𝑞𝑡𝑡𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏          (A4) 
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where the subscript “shrp” refers to sharpened profiles and the subscript “base” to the 

baseline profiles. For  Zinv < z < Zinv + 𝐿𝐿𝐹𝐹𝐹𝐹 , a line is fitted to the 𝑇𝑇𝑙𝑙𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 and 𝑞𝑞𝑡𝑡𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 profiles away 935 

from the inversion (e.g., Zinv + 𝐿𝐿𝐹𝐹𝐹𝐹< z < Zinv + 3𝐿𝐿𝐹𝐹𝐹𝐹) and is extrapolated down to the inversion. 

Now, the MBL profile sharpening method is described. At the top of the MBL (z = Zinv), the 

values are calculated as: 

𝑇𝑇𝑙𝑙𝑠𝑠ℎ𝑟𝑟𝑟𝑟 = 𝑇𝑇𝑙𝑙𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 + ∆𝑇𝑇𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖         (A5) 

𝑞𝑞𝑡𝑡𝑠𝑠ℎ𝑟𝑟𝑟𝑟 = 𝑞𝑞𝑡𝑡𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 − ∆𝑞𝑞𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖         (A6) 940 

where ∆𝑞𝑞𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖  and ∆𝑇𝑇𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖 are the differences in 𝑞𝑞𝑡𝑡  and 𝑇𝑇𝑙𝑙  between the lower FT and upper 

MBL. The initial values are provided to the code, and the optimization function finds the 

adjusted values. The profiles within the MBL (z < Zinv) are calculated as: 

𝑇𝑇𝑙𝑙𝑠𝑠ℎ𝑟𝑟𝑟𝑟 = min�𝑇𝑇𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖,𝑇𝑇𝑙𝑙𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏�         (A7) 

𝑞𝑞𝑡𝑡𝑠𝑠ℎ𝑟𝑟𝑟𝑟 = max�𝑞𝑞𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖, 𝑞𝑞𝑡𝑡𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏�         (A8) 945 

Finally, we utilize the density temperature as: 

𝑇𝑇𝜌𝜌 = 𝑇𝑇(1 + 0.61𝑞𝑞𝑣𝑣 − 𝑞𝑞𝑙𝑙)             (A9) 

A2. Optimization 

An optimization algorithm is created that takes reanalysis 𝑇𝑇𝑙𝑙𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏, 𝑞𝑞𝑡𝑡𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 , ∆𝑇𝑇𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖, ∆𝑞𝑞𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖, Zinv, 

and microwave LWP as inputs and computes 𝑇𝑇𝑙𝑙𝑠𝑠ℎ𝑟𝑟𝑟𝑟 and 𝑞𝑞𝑡𝑡𝑠𝑠ℎ𝑟𝑟𝑟𝑟 as described in Appendix A1. 950 

It then calculates the LWP of the baseline and sharpened profiles by vertical integration of 𝑞𝑞𝑙𝑙. 

Note that "saturation adjustment" must be employed to calculate 𝑞𝑞𝑙𝑙  at each height. 

Saturation adjustment is a common practice in weather and climate modeling of clouds, and 

it means that any vapor in excess of saturation is converted to condensate (McDonald, 1963). 

Thereafter, a cost function, A, is calculated in order to quantify how well the resulting 955 
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sharpened profile matches the microwave LWP while preserving the vertical integrals of the 

ERA5 𝑇𝑇𝜌𝜌 and 𝑞𝑞𝑡𝑡 profiles: 

𝐴𝐴 = 𝑓𝑓1�𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝐿𝐿𝐿𝐿𝐿𝐿𝑠𝑠ℎ𝑟𝑟𝑟𝑟�
2

 + 

𝑓𝑓2 �∫ 𝑇𝑇𝜌𝜌𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝜌𝜌𝜌𝜌𝜌𝜌
ℎ
0 − ∫ 𝑇𝑇𝜌𝜌𝑠𝑠ℎ𝑟𝑟𝑟𝑟𝜌𝜌𝜌𝜌𝜌𝜌

ℎ
0 �

2
 + 𝑓𝑓3�T𝑊𝑊𝑊𝑊𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 − T𝑊𝑊𝑊𝑊𝑠𝑠ℎ𝑟𝑟𝑟𝑟�

2
     (A10) 

where TWP is the total water path, calculated by integrating 𝑞𝑞𝑡𝑡 from surface to an arbitrary 960 

height, h. Here, a value of 3000 m is sufficient for the profile sharpening of marine Sc clouds. 

Parameters 𝑓𝑓1, 𝑓𝑓2, and 𝑓𝑓3 are selected in a way to keep the values of three terms on the right-

hand side in the same order of magnitude: 𝑓𝑓1 = 1
(0.01 𝑘𝑘𝑘𝑘 𝑚𝑚−2)2 , 𝑓𝑓2 = 𝑓𝑓3 �

𝐶𝐶𝑝𝑝
𝐿𝐿𝑣𝑣
�
2

, 𝑓𝑓3 = 1
𝐹𝐹2

, where F 

is an input to the optimization function and its optimized values are in the range of F is 10-

30 kg m−2 for our cases. The optimization function is then prepared to minimize the variable 965 

A by varying initial values of ∆𝑇𝑇𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖 , ∆𝑞𝑞𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖 , and F, but keeping the microwave LWP, Zinv, 

𝑇𝑇𝑙𝑙𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 , and 𝑞𝑞𝑡𝑡𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 constant. The optimization function provides the optimum values of ∆𝑇𝑇𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖, 

∆𝑞𝑞𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖, and F, which then will be used to calculate the ultimate 𝑇𝑇𝑙𝑙𝑠𝑠ℎ𝑟𝑟𝑟𝑟 and 𝑞𝑞𝑡𝑡𝑠𝑠ℎ𝑟𝑟𝑟𝑟 profiles (Fig. 

A1). 

 970 

 

Figure A1. Vertical profiles of 𝑞𝑞𝑡𝑡  and 𝑇𝑇𝑙𝑙  from ERA5 and the sharpened versions of these profiles used to 

initialize the Sandu 2010 (2018-07-04) trajectory. 
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Code and data availability: The required observational/reanalysis data, input forcing files, 

LES model setup scripts, LES outputs, and Python codes to reproduce the results of this study 975 

are provided on Zenodo: https://doi.org/10.5281/zenodo.13917317 (Erfani et al., 2024). 

The “uw-trajectory” Python package for compiling reanalysis data and satellite retrievals 

along the Lagrangian trajectories is available on GitHub: https://github.com/e-erfani/uw-

trajectory/ and on Zenodo: https://doi.org/10.5281/zenodo.13917362 (Erfani, 2024). 

CERES SYN1deg data is available at https://ceres.larc.nasa.gov/ (NASA, 2016). AMSR and 980 

SSMI data are obtained from www.remss.com/missions/ (Wentz et al., 2012, 2014). ERA5 

data is accessible from https://doi.org/10.24381/cds.adbb2d47 (Hersbach et al., 2020). 

MERRA2 data is available from https://doi.org/10.5067/VJAFPLI1CSIV (GMAO, 2015). The 

SAM code is publicly accessible at 

https://you.stonybrook.edu/somas/people/faculty/marat-khairoutdinov/sam/ 985 

(Khairoutdinov, 2022).  

 

Author contributions: All co-authors contributed to the conceptualization, methodology, 

and discussions about interpreting the results. RW and SD guided the project and provided 

funding. EE developed the Python codes and conducted statistical analysis and LES modeling 990 

with inputs from other co-authors. RE contributed to developing trajectories. PB contributed 

to LES model development. EE drafted the manuscript and all co-authors provided edits and 

revisions. 

 

Competing interests: The authors declare that no competing interests are present. 995 

 

Acknowledgments: This study was primarily supported by NOAA’s Climate Program Office 

Earth’s Radiation Budget (ERB) Program, Grant NA22OAR4310474, as well as through the 

University of Washington’s Marine Cloud Brightening Program, which is funded by the 

generous support of a growing consortium of individual and foundation donors. This 1000 

https://doi.org/10.5194/egusphere-2024-3232
Preprint. Discussion started: 28 October 2024
c© Author(s) 2024. CC BY 4.0 License.



44 
 

publication is also partially funded by the Cooperative Institute for Climate, Ocean, and 

Ecosystem Studies (CICOES) under NOAA Cooperative Agreement NA20OAR4320271, 

Contribution No. 2024-1410. This work conducted LES experiments on Bridges-2 at 

Pittsburgh Supercomputing Center through allocation EES210037 (Brown et al., 2021) from 

the Advanced Cyberinfrastructure Coordination Ecosystem: Services & Support (ACCESS) 1005 

program, which is supported by National Science Foundation grants #2138259, #2138286, 

#2138307, #2137603, and #2138296 (Boerner et al., 2023). R. Eastman was supported by 

NASA grant 0NSSC19K1274. We appreciate discussions with Dennis Hartmann and Philip 

Rasch that contributed to the improvement of the final results. 

 1010 

References 

Abdul‐Razzak, H. and Ghan, S. J.: A parameterization of aerosol activation: 2. Multiple 
aerosol types, Journal of Geophysical Research: Atmospheres, 105, 6837–6844, 
https://doi.org/10.1029/1999JD901161, 2000. 

Ackerman, A. S., Kirkpatrick, M. P., Stevens, D. E., and Toon, O. B.: The impact of humidity 1015 
above stratiform clouds on indirect aerosol climate forcing, Nature, 432, 1014–1017, 
https://doi.org/10.1038/nature03174, 2004. 

Albrecht, B., Ghate, V., Mohrmann, J., Wood, R., Zuidema, P., Bretherton, C., Schwartz, C., 
Eloranta, E., Glienke, S., and Donaher, S.: Cloud System Evolution in the Trades (CSET): 
Following the evolution of boundary layer cloud systems with the NSF–NCAR GV, 1020 
Bulletin of the American Meteorological Society, 100, 93–121, 
https://doi.org/10.1175/BAMS-D-17-0180.1, 2019. 

Albrecht, B. A.: Aerosols, Cloud Microphysics, and Fractional Cloudiness, Science, 245, 
1227–1230, https://doi.org/10.1126/science.245.4923.1227, 1989. 

Baró Pérez, A., Diamond, M. S., Bender, F. A.-M., Devasthale, A., Schwarz, M., Savre, J., 1025 
Tonttila, J., Kokkola, H., Lee, H., Painemal, D., and Ekman, A. M. L.: Comparing the 
simulated influence of biomass burning plumes on low-level clouds over the 
southeastern Atlantic under varying smoke conditions, Atmospheric Chemistry and 
Physics, 24, 4591–4610, https://doi.org/10.5194/acp-24-4591-2024, 2024. 

Berner, A., Bretherton, C., Wood, R., and Muhlbauer, A.: Marine boundary layer cloud 1030 
regimes and POC formation in a CRM coupled to a bulk aerosol scheme, Atmospheric 
Chemistry and Physics, 13, 12549–12572, https://doi.org/10.5194/acp-13-12, 2013. 

Blossey, P. N., Bretherton, C. S., Zhang, M., Cheng, A., Endo, S., Heus, T., Liu, Y., Lock, A. P., de 
Roode, S. R., and Xu, K.-M.: Marine low cloud sensitivity to an idealized climate change: 

https://doi.org/10.5194/egusphere-2024-3232
Preprint. Discussion started: 28 October 2024
c© Author(s) 2024. CC BY 4.0 License.



45 
 

The CGILS LES intercomparison, Journal of Advances in Modeling Earth Systems, 5, 1035 
234–258, https://doi.org/10.1002/jame.20025, 2013. 

Blossey, P. N., Bretherton, C. S., and Mohrmann, J.: Simulating observed cloud transitions in 
the northeast Pacific during CSET, Monthly Weather Review, 149, 2633–2658, 
https://doi.org/10.1175/MWR-D-20-0328.1, 2021. 

Boerner, T. J., Deems, S., Furlani, T. R., Knuth, S. L., and Towns, J.: Access: Advancing 1040 
innovation: Nsf’s advanced cyberinfrastructure coordination ecosystem: Services & 
support, in: Practice and Experience in Advanced Research Computing, 173–176, 
https://doi.org/10.1145/3569951.3597559, 2023. 

Bretherton, C. S. and Wyant, M. C.: Moisture Transport, Lower-Tropospheric Stability, and 
Decoupling of Cloud-Topped Boundary Layers, Journal of the Atmospheric Sciences, 54, 1045 
148–167, https://doi.org/10.1175/1520-0469(1997)054<0148:MTLTSA>2.0.CO;2, 
1997. 

Bretherton, C. S., Wood, R., George, R. C., Leon, D., Allen, G., and Zheng, X.: Southeast Pacific 
stratocumulus clouds, precipitation and boundary layer structure sampled along 20° S 
during VOCALS-REx, Atmospheric Chemistry and Physics, 10, 10639–10654, 1050 
https://doi.org/10.5194/acp-10-10639-2010, 2010. 

Bretherton, C. S., Blossey, P. N., and Jones, C. R.: Mechanisms of marine low cloud sensitivity 
to idealized climate perturbations: A single-LES exploration extending the CGILS cases, 
Journal of Advances in Modeling Earth Systems, 5, 316–337, 
https://doi.org/10.1002/jame.20019, 2013. 1055 

Brown, S. T., Buitrago, P., Hanna, E., Sanielevici, S., Scibek, R., and Nystrom, N. A.: Bridges-2: 
A platform for rapidly-evolving and data intensive research, in: Practice and Experience 
in Advanced Research Computing, 1–4, 
https://doi.org/doi.org/10.1145/3437359.3465593, 2021. 

Brueck, M., Nuijens, L., and Stevens, B.: On the Seasonal and Synoptic Time-Scale Variability 1060 
of the North Atlantic Trade Wind Region and Its Low-Level Clouds, Journal of the 
Atmospheric Sciences, 72, 1428–1446, https://doi.org/10.1175/JAS-D-14-0054.1, 
2015. 

Carslaw, K. S., Lee, L. A., Reddington, C. L., Pringle, K. J., Rap, A., Forster, P. M., Mann, G. W., 
Spracklen, D. V., Woodhouse, M. T., Regayre, L. A., and Pierce, J. R.: Large contribution of 1065 
natural aerosols to uncertainty in indirect forcing, Nature, 503, 67–71, 
https://doi.org/10.1038/nature12674, 2013. 

Christensen, M. W., Jones, W. K., and Stier, P.: Aerosols enhance cloud lifetime and 
brightness along the stratus-to-cumulus transition, Proceedings of the National 
Academy of Sciences, 117, 17591–17598, https://doi.org/10.1073/pnas.1921231117, 1070 
2020. 

Christensen, M. W., Gettelman, A., Cermak, J., Dagan, G., Diamond, M., Douglas, A., Feingold, 
G., Glassmeier, F., Goren, T., Grosvenor, D. P., Gryspeerdt, E., Kahn, R., Li, Z., Ma, P.-L., 
Malavelle, F., McCoy, I. L., McCoy, D. T., McFarquhar, G., Mülmenstädt, J., Pal, S., Possner, 

https://doi.org/10.5194/egusphere-2024-3232
Preprint. Discussion started: 28 October 2024
c© Author(s) 2024. CC BY 4.0 License.



46 
 

A., Povey, A., Quaas, J., Rosenfeld, D., Schmidt, A., Schrödner, R., Sorooshian, A., Stier, P., 1075 
Toll, V., Watson-Parris, D., Wood, R., Yang, M., and Yuan, T.: Opportunistic experiments 
to constrain aerosol effective radiative forcing, Atmospheric Chemistry and Physics, 22, 
641–674, https://doi.org/10.5194/acp-22-641-2022, 2022. 

Diamond, M. S., Saide, P. E., Zuidema, P., Ackerman, A. S., Doherty, S. J., Fridlind, A. M., 
Gordon, H., Howes, C., Kazil, J., Yamaguchi, T., Zhang, J., Feingold, G., and Wood, R.: Cloud 1080 
adjustments from large-scale smoke–circulation interactions strongly modulate the 
southeastern Atlantic stratocumulus-to-cumulus transition, Atmospheric Chemistry and 
Physics, 22, 12113–12151, https://doi.org/10.5194/acp-22-12113-2022, 2022. 

Doelling, D. R., Sun, M., Nguyen, L. T., Nordeen, M. L., Haney, C. O., Keyes, D. F., and Mlynczak, 
P. E.: Advances in Geostationary-Derived Longwave Fluxes for the CERES Synoptic 1085 
(SYN1deg) Product, Journal of Atmospheric and Oceanic Technology, 33, 503–521, 
https://doi.org/10.1175/JTECH-D-15-0147.1, 2016. 

Doherty, S. J., Saide, P. E., Zuidema, P., Shinozuka, Y., Ferrada, G. A., Gordon, H., Mallet, M., 
Meyer, K., Painemal, D., Howell, S. G., Freitag, S., Dobracki, A., Podolske, J. R., Burton, S. P., 
Ferrare, R. A., Howes, C., Nabat, P., Carmichael, G. R., da Silva, A., Pistone, K., Chang, I., 1090 
Gao, L., Wood, R., and Redemann, J.: Modeled and observed properties related to the 
direct aerosol radiative effect of biomass burning aerosol over the southeastern 
Atlantic, Atmospheric Chemistry and Physics, 22, 1–46, https://doi.org/10.5194/acp-
22-1-2022, 2022. 

Eastman, R. and Wood, R.: Factors controlling low-cloud evolution over the eastern 1095 
subtropical oceans: A Lagrangian perspective using the A-Train satellites, Journal of the 
Atmospheric Sciences, 73, 331–351, https://doi.org/10.1175/JAS-D-15-0193.1, 2016. 

Eastman, R., Wood, R., and O, K. T.: The Subtropical Stratocumulus-Topped Planetary 
Boundary Layer: A Climatology and the Lagrangian Evolution, Journal of the 
Atmospheric Sciences, 74, 2633–2656, https://doi.org/10.1175/JAS-D-16-0336.1, 1100 
2017. 

Eastman, R., Lebsock, M., and Wood, R.: Warm Rain Rates from AMSR-E 89-GHz Brightness 
Temperatures Trained Using CloudSat Rain-Rate Observations, Journal of Atmospheric 
and Oceanic Technology, 36, 1033–1051, https://doi.org/10.1175/JTECH-D-18-0185.1, 
2019. 1105 

Erfani, E.: uw-trajectory [Software], Zenodo, https://doi.org/10.5281/zenodo.13917362, 
2024. 

Erfani, E. and Burls, N. J.: The Strength of Low-Cloud Feedbacks and Tropical Climate: A 
CESM Sensitivity Study, Journal of Climate, 32, 2497–2516, 
https://doi.org/10.1175/jcli-d-18-0551.1, 2019. 1110 

Erfani, E., Blossey, P., Wood, R., Mohrmann, J., Doherty, S. J., Wyant, M., and O, K.: Simulating 
Aerosol Lifecycle Impacts on the Subtropical Stratocumulus‐to‐Cumulus Transition 
Using Large‐Eddy Simulations, Journal of Geophysical Research: Atmospheres, 127, 
e2022JD037258, https://doi.org/10.1029/2022JD037258, 2022. 

https://doi.org/10.5194/egusphere-2024-3232
Preprint. Discussion started: 28 October 2024
c© Author(s) 2024. CC BY 4.0 License.



47 
 

Erfani, E., Wood, R., Blossey, P., Doherty, S., and Eastman, R.: Data and codes for paper on 1115 
the creation of library of observed Lagrangian trajectories and large eddy simulations of 
aerosol-cloud interactions [Dataset], Zenodo, 
https://doi.org/10.5281/zenodo.13917317, 2024. 

Forster, P., Storelvmo, T., Armour, K., Collins, W., Dufresne, J.-L., Frame, D., Lunt, D., 
Mauritsen, T., Palmer, M., and Watanabe, M.: The Earth’s energy budget, climate 1120 
feedbacks, and climate sensitivity, in: Climate Change 2021: The Physical Science Basis. 
Contribution of Working Group I to the Sixth Assessment Report of the 
Intergovernmental Panel on Climate Change [Masson-Delmotte, V., P. Zhai, A. Pirani, S. 
L. Connors, C. Péan, S. Berger, N. Caud, Y. Chen, L. Goldfarb, M. I. Gomis, M. Huang, K. 
Leitzell, E. Lonnoy, J.B.R. Matthews, T. K. Maycock, T. Waterfield, O. Yelekçi, R. Yu and B. 1125 
Zhou (eds.)], Cambridge University Press, Cambridge, United Kingdom, 2021. 

Gelaro, R., McCarty, W., Suárez, M. J., Todling, R., Molod, A., Takacs, L., Randles, C. A., 
Darmenov, A., Bosilovich, M. G., Reichle, R., Wargan, K., Coy, L., Cullather, R., Draper, C., 
Akella, S., Buchard, V., Conaty, A., da Silva, A. M., Gu, W., Kim, G.-K., Koster, R., Lucchesi, 
R., Merkova, D., Nielsen, J. E., Partyka, G., Pawson, S., Putman, W., Rienecker, M., 1130 
Schubert, S. D., Sienkiewicz, M., and Zhao, B.: The Modern-Era Retrospective Analysis for 
Research and Applications, Version 2 (MERRA-2), J. Climate, 30, 5419–5454, 
https://doi.org/10.1175/JCLI-D-16-0758.1, 2017. 

Glassmeier, F., Hoffmann, F., Johnson, J. S., Yamaguchi, T., Carslaw, K. S., and Feingold, G.: 
Aerosol-cloud-climate cooling overestimated by ship-track data, Science, 371, 485–489, 1135 
https://doi.org/10.1126/science.abd3980, 2021. 

Global Modeling and Assimilation Office (GMAO): MERRA-2 inst3_3d_aer_Nv: 3d, 3-Hourly, 
Instantaneous, Model-Level, Assimilation, Aerosol Mixing Ratio V5.12.4 (M2I3NVAER 
5.12.4), Greenbelt, MD, USA, Goddard Earth Sciences Data and Information Services 
Center (GES DISC)[Dataset], https://doi.org/10.5067/LTVB4GPCOTK2, 2015. 1140 

Hannay, C., Williamson, D. L., Hack, J. J., Kiehl, J. T., Olson, J. G., Klein, S. A., Bretherton, C. S., 
and Köhler, M.: Evaluation of Forecasted Southeast Pacific Stratocumulus in the NCAR, 
GFDL, and ECMWF Models, Journal of Climate, 22, 2871–2889, 
https://doi.org/10.1175/2008JCLI2479.1, 2009. 

Hartmann, D.: Matrix methods for analysis of structure in data sets, in: Matrix methods: 1145 
EOF, SVD, ETC, University of Washington department of atmospheric sciences objective 
analysis course notes, 68–110, 2016. 

Hartmann, D. L.: Objective analysis: course notes, University of Washington department of 
atmospheric sciences, 2008. 

Hersbach, H., Bell, B., Berrisford, P., Hirahara, S., Horányi, A., Muñoz-Sabater, J., Nicolas, J., 1150 
Peubey, C., Radu, R., Schepers, D., Simmons, A., Soci, C., Abdalla, S., Abellan, X., Balsamo, 
G., Bechtold, P., Biavati, G., Bidlot, J., Bonavita, M., De Chiara, G., Dahlgren, P., Dee, D., 
Diamantakis, M., Dragani, R., Flemming, J., Forbes, R., Fuentes, M., Geer, A., Haimberger, 
L., Healy, S., Hogan, R. J., Hólm, E., Janisková, M., Keeley, S., Laloyaux, P., Lopez, P., Lupu, 

https://doi.org/10.5194/egusphere-2024-3232
Preprint. Discussion started: 28 October 2024
c© Author(s) 2024. CC BY 4.0 License.



48 
 

C., Radnoti, G., de Rosnay, P., Rozum, I., Vamborg, F., Villaume, S., and Thépaut, J.-N.: The 1155 
ERA5 global reanalysis, Quarterly Journal of the Royal Meteorological Society, 146, 
1999–2049, https://doi.org/10.1002/qj.3803, 2020. 

Hill, S. and Ming, Y.: Nonlinear climate response to regional brightening of tropical marine 
stratocumulus, Geophysical Research Letters, 39, 
https://doi.org/10.1029/2012GL052064, 2012. 1160 

Igel, A. L.: Processes Controlling the Entrainment and Liquid Water Response to Aerosol 
Perturbations in Nonprecipitating Stratocumulus Clouds, https://doi.org/10.1175/JAS-
D-23-0238.1, 2024. 

Kawanishi, T., Sezai, T., Ito, Y., Imaoka, K., Takeshima, T., Ishido, Y., Shibata, A., Miura, M., 
Inahata, H., and Spencer, R. W.: The Advanced Microwave Scanning Radiometer for the 1165 
Earth Observing System (AMSR-E), NASDA’s contribution to the EOS for global energy 
and water cycle studies, IEEE Transactions on Geoscience and Remote Sensing, 41, 184–
194, https://doi.org/10.1109/TGRS.2002.808331, 2003. 

Khairoutdinov, M., F.: System For Atmospheric Modeling, 2022. 
Khairoutdinov, M. F. and Randall, D. A.: Cloud resolving modeling of the ARM summer 1997 1170 

IOP: Model formulation, results, uncertainties, and sensitivities, Journal of the 
Atmospheric Sciences, 60, 607–625, https://doi.org/10.1175/1520-
0469(2003)060%3C0607:CRMOTA%3E2.0.CO;2, 2003. 

Klein, S. A., Hall, A., Norris, J. R., and Pincus, R.: Low-cloud feedbacks from cloud-controlling 
factors: A review, Surveys in Geophysics, 38, 1307–1329, 1175 
https://doi.org/10.1007/s10712-017-9433-3, 2017. 

Kooperman, G. J., Pritchard, M. S., Ghan, S. J., Wang, M., Somerville, R. C. J., and Russell, L. M.: 
Constraining the influence of natural variability to improve estimates of global aerosol 
indirect effects in a nudged version of the Community Atmosphere Model 5, Journal of 
Geophysical Research: Atmospheres, 117, https://doi.org/10.1029/2012JD018588, 1180 
2012. 

Latham, J., Bower, K., Choularton, T., Coe, H., Connolly, P., Cooper, G., Craft, T., Foster, J., 
Gadian, A., Galbraith, L., Iacovides, H., Johnston, D., Launder, B., Leslie, B., Meyer, J., 
Neukermans, A., Ormond, B., Parkes, B., Rasch, P., Rush, J., Salter, S., Stevenson, T., Wang, 
H., Wang, Q., and Wood, R.: Marine cloud brightening, Philosophical Transactions of the 1185 
Royal Society A: Mathematical, Physical and Engineering Sciences, 370, 4217–4262, 
https://doi.org/10.1098/rsta.2012.0086, 2012. 

Lebsock, M. D. and L’Ecuyer, T. S.: The retrieval of warm rain from CloudSat, Journal of 
Geophysical Research: Atmospheres, 116, https://doi.org/10.1029/2011JD016076, 
2011. 1190 

Lee, H.-H., Bogenschutz, P., and Yamaguchi, T.: Resolving Away Stratocumulus Biases in 
Modern Global Climate Models, Geophysical Research Letters, 49, e2022GL099422, 
https://doi.org/10.1029/2022GL099422, 2022. 

https://doi.org/10.5194/egusphere-2024-3232
Preprint. Discussion started: 28 October 2024
c© Author(s) 2024. CC BY 4.0 License.



49 
 

Lewis, E. R., Wiscombe, W. J., Albrecht, B. A., Bland, G. L., Flagg, C. N., Klein, S. A., Kollias, P., 
Mace, G., Reynolds, R. M., and Schwartz, S. E.: MAGIC: Marine ARM GPCI investigation of 1195 
clouds, 2012. 

Lowry, R.: Concepts and applications of inferential statistics, 2014. 
McDonald, J.: The saturation adjustment in numerical modelling of fog, Journal of the 

Atmospheric Sciences, 20, 476–478, https://doi.org/10.1175/1520-
0469(1963)020%3C0476:TSAINM%3E2.0.CO;2, 1963. 1200 

Mlawer, E. J., Taubman, S. J., Brown, P. D., Iacono, M. J., and Clough, S. A.: Radiative transfer 
for inhomogeneous atmospheres: RRTM, a validated correlated‐k model for the 
longwave, Journal of Geophysical Research: Atmospheres, 102, 16663–16682, 
https://doi.org/10.1029/97JD00237, 1997. 

Mohrmann, J., Bretherton, C. S., McCoy, I. L., McGibbon, J., Wood, R., Ghate, V., Albrecht, B., 1205 
Sarkar, M., Zuidema, P., and Palikonda, R.: Lagrangian evolution of the northeast Pacific 
marine boundary layer structure and cloud during CSET, Monthly weather review, 147, 
4681–4700, https://doi.org/10.1175/MWR-D-19-0053.1, 2019. 

Morrison, H., Curry, J., and Khvorostyanov, V.: A new double-moment microphysics 
parameterization for application in cloud and climate models. Part I: Description, 1210 
Journal of the atmospheric sciences, 62, 1665–1677, 
https://doi.org/10.1175/JAS3446.1, 2005. 

Myers, T. A. and Norris, J. R.: Observational Evidence That Enhanced Subsidence Reduces 
Subtropical Marine Boundary Layer Cloudiness, Journal of Climate, 26, 7507–7524, 
https://doi.org/10.1175/JCLI-D-12-00736.1, 2013. 1215 

NASA, Langley Research Center: Hourly CERES and geostationary (GEO) TOA fluxes, 
MODIS/VIIRS and GEO cloud properties, MODIS/VIIRS aerosols, and Fu-Liou radiative 
transfer surface and in-atmospheric (profile) fluxes consistent with the CERES observed 
TOA fluxes., https://ceres.larc.nasa.gov/data/, 2016. 

Neale, R. B., Chen, C.-C., Gettelman, A., Lauritzen, P. H., Park, S., Williamson, D. L., Conley, A. 1220 
J., Garcia, R., Kinnison, D., and Lamarque, J.-F.: Description of the NCAR community 
atmosphere model (CAM 5.0) NCAR Tech. Note, Citeseer, 2010. 

Painemal, D., Greenwald, T., Cadeddu, M., and Minnis, P.: First extended validation of 
satellite microwave liquid water path with ship-based observations of marine low 
clouds, Geophysical Research Letters, 43, 6563–6570, 1225 
https://doi.org/10.1002/2016GL069061, 2016. 

Platnick, S. and Twomey, S.: Determining the Susceptibility of Cloud Albedo to Changes in 
Droplet Concentration with the Advanced Very High Resolution Radiometer, Journal of 
Applied Meteorology and Climatology, 33, 334–347, https://doi.org/10.1175/1520-
0450(1994)033<0334:DTSOCA>2.0.CO;2, 1994. 1230 

Pringle, K. J., Carslaw, K. S., Spracklen, D. V., Mann, G. M., and Chipperfield, M. P.: The 
relationship between aerosol and cloud drop number concentrations in a global aerosol 

https://doi.org/10.5194/egusphere-2024-3232
Preprint. Discussion started: 28 October 2024
c© Author(s) 2024. CC BY 4.0 License.



50 
 

microphysics model, Atmospheric Chemistry and Physics, 9, 4131–4144, 
https://doi.org/10.5194/acp-9-4131-2009, 2009. 

de Roode, S. R., Duynkerke, P. G., and Jonker, H. J. J.: Large-Eddy Simulation: How Large is 1235 
Large Enough?, 2004. 

Sandu, I. and Stevens, B.: On the Factors Modulating the Stratocumulus to Cumulus 
Transitions, Journal of the Atmospheric Sciences, 68, 1865–1881, 
https://doi.org/10.1175/2011JAS3614.1, 2011. 

Sandu, I., Brenguier, J.-L., Geoffroy, O., Thouron, O., and Masson, V.: Aerosol Impacts on the 1240 
Diurnal Cycle of Marine Stratocumulus, Journal of the Atmospheric Sciences, 65, 2705–
2718, https://doi.org/10.1175/2008JAS2451.1, 2008. 

Sandu, I., Stevens, B., and Pincus, R.: On the transitions in marine boundary layer 
cloudiness, Atmospheric Chemistry and Physics, 10, 2377–2391, 2010. 

Sherwood, S. C., Webb, M. J., Annan, J. D., Armour, K. C., Forster, P. M., Hargreaves, J. C., 1245 
Hegerl, G., Klein, S. A., Marvel, K. D., Rohling, E. J., Watanabe, M., Andrews, T., Braconnot, 
P., Bretherton, C. S., Foster, G. L., Hausfather, Z., von der Heydt, A. S., Knutti, R., 
Mauritsen, T., Norris, J. R., Proistosescu, C., Rugenstein, M., Schmidt, G. A., Tokarska, K. 
B., and Zelinka, M. D.: An Assessment of Earth’s Climate Sensitivity Using Multiple Lines 
of Evidence, Reviews of Geophysics, 58, e2019RG000678, 1250 
https://doi.org/10.1029/2019RG000678, 2020. 

Siebesma, A. P., Jakob, C., Lenderink, G., Neggers, R., Teixeira, J., Van Meijgaard, E., Calvo, J., 
Chlond, A., Grenier, H., and Jones, C.: Cloud representation in general‐circulation models 
over the northern Pacific Ocean: A EUROCS intercomparison study, Quarterly Journal of 
the Royal Meteorological Society: A journal of the atmospheric sciences, applied 1255 
meteorology and physical oceanography, 130, 3245–3267, 
https://doi.org/10.1256/qj.03.146, 2004. 

Stevens, B. and Feingold, G.: Untangling aerosol effects on clouds and precipitation in a 
buffered system, Nature, 461, 607–613, https://doi.org/10.1038/nature08281, 2009. 

Stjern, C. W., Muri, H., Ahlm, L., Boucher, O., Cole, J. N. S., Ji, D., Jones, A., Haywood, J., Kravitz, 1260 
B., Lenton, A., Moore, J. C., Niemeier, U., Phipps, S. J., Schmidt, H., Watanabe, S., and 
Kristjánsson, J. E.: Response to marine cloud brightening in a multi-model ensemble, 
Atmospheric Chemistry and Physics, 18, 621–634, https://doi.org/10.5194/acp-18-
621-2018, 2018. 

Su, W., Corbett, J., Eitzen, Z., and Liang, L.: Next-generation angular distribution models for 1265 
top-of-atmosphere radiative flux calculation from CERES instruments: validation, 
Atmospheric Measurement Techniques, 8, 3297–3313, https://doi.org/10.5194/amt-8-
3297-2015, 2015. 

Svensmark, H., Enghoff, M. B., Svensmark, J., Thaler, I., and Shaviv, N. J.: Supersaturation and 
Critical Size of Cloud Condensation Nuclei in Marine Stratus Clouds, Geophysical 1270 
Research Letters, 51, e2024GL108140, https://doi.org/10.1029/2024GL108140, 2024. 

https://doi.org/10.5194/egusphere-2024-3232
Preprint. Discussion started: 28 October 2024
c© Author(s) 2024. CC BY 4.0 License.



51 
 

Twomey, S.: The influence of pollution on the shortwave albedo of clouds, Journal of the 
atmospheric sciences, 34, 1149–1152, https://doi.org/10.1175/1520-
0469(1977)034%3C1149:TIOPOT%3E2.0.CO;2, 1977. 

Vaughan, M. A., Young, S. A., Winker, D. M., Powell, K. A., Omar, A. H., Liu, Z., Hu, Y., and 1275 
Hostetler, C. A.: Fully automated analysis of space-based lidar data: an overview of the 
CALIPSO retrieval algorithms and data products, in: Laser Radar Techniques for 
Atmospheric Sensing, Laser Radar Techniques for Atmospheric Sensing, 16–30, 
https://doi.org/10.1117/12.572024, 2004. 

Wei, W. W.: Multivariate time series analysis and applications, John Wiley & Sons, 536 pp., 1280 
2018. 

Wentz, F., Hilburn, K., and Smith, D.: Remote sensing systems DMSP SSM/I daily 
environmental suite on 0.25 deg grid, version 7, (No Title), 
https://www.remss.com/missions/ssmi/, 2012. 

Wentz, F., Meissner, T., Gentemann, C., Hilburn, K., and Scott, J.: Remote sensing systems 1285 
GCOM-W1 AMSR2 daily environmental suite on 0.25 deg grid, version 7.2, Remote 
Sensing Systems. [Dataset], http://www.remss.com/missions/amsr, 2014. 

Wood, R.: Stratocumulus Clouds, Monthly Weather Review, 140, 2373–2423, 
https://doi.org/10.1175/MWR-D-11-00121.1, 2012. 

Wood, R.: Assessing the potential efficacy of marine cloud brightening for cooling Earth 1290 
using a simple heuristic model, Atmospheric Chemistry and Physics, 21, 14507–14533, 
https://doi.org/10.5194/acp-21-14507-2021, 2021. 

Wood, R. and Bretherton, C. S.: On the relationship between stratiform low cloud cover and 
lower-tropospheric stability, Journal of climate, 19, 6425–6432, 
https://doi.org/10.1175/JCLI3988.1, 2006. 1295 

Wood, R., Kubar, T. L., and Hartmann, D. L.: Understanding the Importance of Microphysics 
and Macrophysics for Warm Rain in Marine Low Clouds. Part II: Heuristic Models of 
Rain Formation, Journal of the Atmospheric Sciences, 66, 2973–2990, 
https://doi.org/10.1175/2009JAS3072.1, 2009. 

Wood, R., Ackerman, T., Rasch, P., and Wanser, K.: Could geoengineering research help 1300 
answer one of the biggest questions in climate science?, Earth’s Future, 5, 659–663, 
https://doi.org/10.1002/2017EF000601, 2017. 

Wood, R., O, K.-T., Bretherton, C. S., Mohrmann, J., Albrecht, B. A., Zuidema, P., Ghate, V., 
Schwartz, C., Eloranta, E., Glienke, S., Shaw, R. A., Fugal, J., and Minnis, P.: Ultraclean 
Layers and Optically Thin Clouds in the Stratocumulus-to-Cumulus Transition. Part I: 1305 
Observations, Journal of the Atmospheric Sciences, 75, 1631–1652, 
https://doi.org/10.1175/JAS-D-17-0213.1, 2018. 

Wu, H., Xu, X., Luo, T., Yang, Y., Xiong, Z., and Wang, Y.: Variation and comparison of cloud 
cover in MODIS and four reanalysis datasets of ERA-interim, ERA5, MERRA-2 and NCEP, 
Atmospheric Research, 281, 106477, https://doi.org/10.1016/j.atmosres.2022.106477, 1310 
2023. 

https://doi.org/10.5194/egusphere-2024-3232
Preprint. Discussion started: 28 October 2024
c© Author(s) 2024. CC BY 4.0 License.



52 
 

Wyant, M. C., Bretherton, C. S., Rand, H. A., and Stevens, D. E.: Numerical Simulations and a 
Conceptual Model of the Stratocumulus to Trade Cumulus Transition, Journal of the 
Atmospheric Sciences, 54, 168–192, https://doi.org/10.1175/1520-
0469(1997)054<0168:NSAACM>2.0.CO;2, 1997. 1315 

Yamaguchi, T., Feingold, G., and Kazil, J.: Stratocumulus to Cumulus Transition by Drizzle, 
Journal of Advances in Modeling Earth Systems, 9, 2333–2349, 
https://doi.org/10.1002/2017MS001104, 2017. 

Zelinka, M. D., Randall, D. A., Webb, M. J., and Klein, S. A.: Clearing clouds of uncertainty, 
Nature Clim. Change, 7, 674–678, 2017. 1320 

Zhou, X., Kollias, P., and Lewis, E. R.: Clouds, Precipitation, and Marine Boundary Layer 
Structure during the MAGIC Field Campaign, Journal of Climate, 28, 2420–2442, 
https://doi.org/10.1175/JCLI-D-14-00320.1, 2015. 

 
 1325 

 

https://doi.org/10.5194/egusphere-2024-3232
Preprint. Discussion started: 28 October 2024
c© Author(s) 2024. CC BY 4.0 License.


