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Abstract. Accurate prediction of sea surface currents is crucial for understanding ocean dynamics, climate variability, and 

marine ecosystem health. Despite advancements in statistical modeling, challenges remain in terms of optimizing model 

parameters and variable configurations to enhance prediction accuracy. This study employed high-frequency (HF) radar data 10 

from the Bali Strait (2018-2021) to develop a statistical modeling approach for sea surface current prediction. We utilize 

random forest regression (RFR) as the primary machine learning technique. The data were subjected to a rigorous 

preprocessing pipeline to ensure robustness, including selection, cleaning, and imputation. We define 11 distinct model 

configurations with various input parameters, such as moving averages (avgh3, avgh6, or avgh12) and previous day values (h-

24, h-48, and h-72). Our analysis focused on three prediction schemes: seasonal (P1) and monthly (P2 and P3), each with 15 

tailored training and testing data allocations. This study evaluates the models using root mean square error (RMSE) and 

Coefficient of Determination (R²). Results indicate that combining moving-average predictors significantly enhances the 

accuracy of long-term forecasts, whereas short-term predictions benefit from utilizing recent data. Our findings highlight  

specific variable configurations, particularly those incorporating moving averages, which lead to superior performance in sea 

surface current prediction. The results indicate that models employing configurations F1, F5, and F8 yield the best results, 20 

highlighting the importance of optimizing model variables to achieve high-accuracy predictions. 

 

Keywords: Sea Surface Current Prediction, RF Regression, Variable Configuration, Model Optimization. 

1. Introduction 

The prediction of sea surface currents plays a crucial role in understanding ocean dynamics and their implications for various 25 

environmental and socioeconomic activities, such as navigation (Barrick et al., 2012), fisheries management (Ren et al., 2017), 

and coastal protection (Cosoli and de Vos, 2019). Accurate predictions of sea surface currents can significantly enhance the 

operational efficiency in maritime activities (Marmain et al., 2014) and improve safety measures in coastal regions (Saviano 

et al., 2019). High-Frequency (HF) Radar technology has emerged as a valuable tool for monitoring ocean surface currents, 
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providing high-resolution and real-time data essential for comprehending the complex patterns of sea surface currents 30 

(Kirincich et al., 2019). The U and V component radial current velocity data obtained from HF Radar systems offer insights 

into these dynamics, enabling researchers to develop more accurate predictive models (Pascual et al., 2015). 

Recent advancements in ensemble modeling techniques have significant potential to enhance the capabilities of sea surface 

current predictions. Ensemble approaches have consistently demonstrated superior performance compared to single statistical 

or machine learning approach, offering enhanced accuracy and reliability (Wu and Levinson, 2021), especially in complex and 35 

dynamic environments such as ocean coastal regions (Werner and Blanton, 2019). These techniques have proven particularly 

effective in addressing the multifaceted challenges associated with coastal zone management and prediction, including ocean 

waves (O'Donncha et al., 2019), significant wave heights (Ali and Prasad, 2019), sea level variations (Balogun and Adebisi, 

2021), storm surge forecasting (Rezuanul Islam et al., 2023), and shoreline evolution modeling (Montaño et al., 2020). These 

findings underscore the potential of ensemble modeling techniques to enhance the reliability and accuracy of predictions in 40 

oceanographic studies. However, despite these advancements, a notable gap remains in the literature regarding the systematic 

evaluation of variable configurations and temporal sequences in predictive models for sea surface currents. 

The importance of accurately predicting sea surface currents cannot be overstated, particularly in the context of climate 

change and its impacts on oceanographic processes (Hardman and Wyatt, 2019). Current models often rely on historical data 

that may not fully capture the dynamic nature of ocean currents, leading to potential inaccuracies in predictions (Zhao et al., 45 

2020). Consider that while certain studies have utilized long-term datasets for training models, such as 365 days (1 year) 

(Thongniran et al., 2019a, b), 669 days (22 months) (Jitkajornwanich et al., 2017), 855 days (Jirakittayakorn et al., 2017), 1309 

days (43 months) (Li et al., 2022),  and even up to 9862 days (324 months) (Xiao et al., 2019). Conversely, others have focused 

on shortened time scales, from 70 days (Kusnanti et al., 2022), 54 days (Sarkar et al., 2018), 48 days, 21 days (Pramesti et al., 

2022; Sarkar et al., 2018), 5 days (Putri et al., 2022), 3 days, and 1 day (Kusnanti et al., 2022; Zulfa et al., 2021). These 50 

differences result in varying degrees of predictive success. This disparity highlights the need for a more nuanced understanding 

of how different variable configurations and time sequences affect model performance. 

Moreover, existing research has primarily focused on comparing different algorithms without adequately addressing the 

optimization of model parameters and input variables (Jirakittayakorn et al., 2017; Thongniran et al., 2019b). This gap 

represents an opportunity to enhance the robustness of predictive models by systematically evaluating the impact of various 55 

configurations and temporal sequences on prediction outcomes. 

Against this backdrop, the present research aims to refine predictive models for sea surface currents through a focused 

analysis of variable configuration and time sequence. Specifically, this study seeks to address the existing gap in the literature 

by optimizing model parameters and input variables to enhance the prediction accuracy over diverse time scales. By 

systematically evaluating the impact of various configurations and temporal sequences on model performance, we aim to 60 

identify the most effective strategies for improving the robustness of sea surface current predictions. 
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The research questions guiding this study include how different variable configurations influence the accuracy of sea 

surface current predictions and the impact of temporal sequences on model performance. We hypothesized that optimizing the 65 

variable selection and temporal configurations would lead to improved prediction accuracy and reduced error rates for sea 

surface current forecasting. 

In summary, this study builds upon the foundation of HF Radar technology and advanced statistical modeling to address 

the complexities of sea surface currents predictions. The subsequent sections of this paper will detail the methodological 

framework, present the findings of the analysis, and discuss the implications of the research. 70 

2. Methodology 

2.1. Data Collection and Postprocessing 

The first step involve collecting HFR sea surface current data, including extracting the U and V component radial current 

velocity data. The values of u and v were gathered from two sites in the Bali Strait CODAR HF Radar every hour from  

December 1st, 2018 to 30 November 30th, 2021. The data is divided into training and test sets. We selected the all-year dataset 75 

to preserve the seasonal characteristics of the dynamic ocean surface currents. The dataset undergoes post-processing selection 

to ensure the quality and integrity of the data for predictive modeling. In this study, several approaches to data post-processing 

exist, namely data selection, imputation, and partitioning. 

2.1.1. Data Selection 

Data selection involves identifying and extracting relevant data from a large dataset for a specific analysis or modeling tasks. 80 

The process involves carefully curating and extracting data pertinent to the research objectives, ensuring that the selected data 

align with the particular requirements of the analysis or modeling exercise. In the context of sea surface current prediction 

using HFR data, data selection encompasses identifying and extracting U and V component radial current velocity data from 

the HFR sea surface current dataset. In this study, the original HFR data from the TUV format contained 17 columns of 

variables, including latitude, longitude, velocity, direction, and 13 other variables. Since this study only utilized U and V data, 85 

15 other variables were dismissed and reduced, thus generating time-series data. 

 

2.1.2. Data Imputation 

Prior to doing data imputation, it is essential to identify the extent of missing data following the data gathering. Upon 

completing an investigation, it was discovered that there are 12,40%, 12,86%, and 11,39% missing data for 2019, 2020, and 90 

2021, as shown in Table 1. 
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Table 1. Percentage of HF Radar Data Availability, U and V 

Data Availability 

DEC 2018 – NOV 2019 87.60% 

DEC 2019 - NOV 2020 87.14% 

DEC 2020 - NOV 2021 88.61% 

 95 

Thus, this study has 12,22% (6427) missing data from the 52.608 datasets. The causes of missing data can result from a 

poor radar signal and HFR stations processing errors. It was evident that grid-point data quality (regarding data availability) 

was a significant issue that could affect the prediction accuracy. In order to prevent this, this study employs the data-filling 

linear interpolation method. Linear interpolation is among the simplest forms of interpolation, and it connects two data points 

by a straight line. The equation of the linear interpolation function is given by Eq. (1): 100 

𝑓1(𝑥) = 𝑏0 + 𝑏1(𝑥 − 𝑥0)      (1) 

where f1(𝑥) is the estimated value at point x, 𝑏0 is the value of the function at the known point 𝑥0, defined as  𝑏0 =  𝑓(𝑥0); b1 

represents the slope of the line connecting the two known points, which is calculated as follows: 

𝑏1 =  
𝑓(𝑥1)− 𝑓(𝑥0)

𝑥1−𝑥0
      (2) 

Here, f1(𝑥1) is the value of the function at another known point 𝑥1. 105 

 

2.1.3. Data Partitioning 

Data partitioning was conducted to facilitate three distinct prediction schemes: Prediction Scheme 1 (long-term seasonal), 

Prediction Scheme 2 (short-term monthly), and Prediction Scheme 3 (short-term monthly comprehensive). Each scheme 

employs a tailored data division approach to optimize the training and testing processes to realize accurate predictions. 110 

Prediction Scheme 1 utilizes seasonal data categorized according to the four monsoon seasons: December-January-

February (DJF), March-April-May (MAM), June-July-August (JJA), and September-October-November (SON). For this 

scheme, the training dataset comprised data from 2019 and 2020, and the testing dataset comprised of data from 2021. 

Predictions are generated separately for each season, ensuring that the model is trained on relevant seasonal patterns. Prediction 

Scheme 2 focuses exclusively on 2021, encompassing data from December 2020 to November 2021. The dataset is divided 115 

monthly, with 80% allocated to training and 20% to testing. This structure allows for a detailed analysis of monthly variations 

in sea surface currents, enabling the model to adapt to short-term fluctuations. Prediction Scheme 3 combines data from three 

years—2019, 2020, and 2021—providing a more comprehensive dataset for analysis. Similar to Scheme 2, the data are first 

split by months. However, in this scheme, the training dataset includes all relevant month data from 2019 and 2020 along with 

the same testing dataset used in Prediction Scheme 2. This approach enhances the model's ability to capture the temporal trends 120 

and characteristics of sea surface currents by leveraging a broader historical context. 
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2.2. Model Development and Prediction Modeling 

2.2.1. Random Forest Regression Implementation 

In this study, we primarily used random forest regression (RFR), a machine learning algorithm, to predict sea surface currents. 

Specifically, RFR is employed to forecast the U and V radial velocity components derived from high-frequency (HF) radar 125 

observations. RFR is an ensemble method that combines the predictions of multiple decision trees to produce more accurate 

and stable results (Ambhika et al., 2024; Kunapuli, 2023). The RFR model is generate several decision trees, each trained on 

a different subset of the training data. This process involves two key randomization steps: selecting a random subset of the 

training data and choosing a random subset of features for each tree. The final prediction was derived from the weighted 

average of the predictions made by all individual trees in the forest (Bateman et al., 2020; Schonlau and Zou, 2020).  130 

When applying RFR to our dataset, we used an ensemble of decision trees specifically tailored to predict continuous target 

variables associated with sea surface currents. The model was trained on a carefully partitioned dataset, as outlined in Section 

2.1.3, to ensure adequate representation of both temporal and seasonal characteristics. The training process involves bagging, 

a technique in which subsets of the training data are repeatedly sampled to create smaller decision trees. These smaller trees 

are then combined to form the overall Random Forest model. One of the notable advantages of RFR is its robustness against 135 

missing values in the dataset, which allows it to maintain performance even when faced with incomplete information (Tang 

and Ishwaran, 2017). This characteristic is particularly beneficial for oceanographic studies, where data gaps can occur due to 

environmental factors or instrument limitations. 

Overall, the implementation of Random Forest Regression in this study leverages its ensemble capabilities, including 

bagging, to provide accurate and stable predictions of sea surface currents. The subsequent sections will detail the results 140 

obtained from this model, highlighting its effectiveness in capturing the dynamics of U and V components across different 

prediction schemes. 

2.2.2. Variable Configurations of the Model 

Following the data preparation, prediction models were created. There are eleven (11) prediction models made for each U and 

V component of the radial velocity data of sea surface current. Each model targeted either the U or V components of the radial 145 

velocity data. A detailed description of these 11 models is given in Table 2. 

When we observe Table 2, each of the 11 models has a different combination of variables. The variables of (h-1) to (h-3) 

represent the last three hours of data. The variable avgh3, avgh6, avgh12, and avgh24 are the average measurement values for 

the last three, six, twelve, and twenty-four hours, respectively. Meanwhile, the variables of (h-24), (h-48), and (h-72) 

respectively, represent data for the previous 24 hours, the previous 48 hours, and the previous 72 hours. 150 

These combinations of models were carefully selected to capture diverse timescales and characteristics of the current 

dynamics of the sea surface, allowing for a comprehensive assessment of the predictive capabilities of the method. 
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Table 2. Eleven prediction models 155 

Model Variable  

F1 (h-1) to (h-3), avgh3  

F2 (h-1) to (h-3), avgh3, (h-24)  

F3 (h-1) to (h-3), avgh3, (h-24), (h-48)  

F4 (h-1) to (h-3), avgh3, (h-24), (h-48), (h-72)  

F5 (h-1) to (h-3), avgh3, avgh6  

F6 (h-1) to (h-3), avgh3, avgh6, (h-24)  

F7 (h-1) to (h-3), avgh3, avgh6, (h-24), (h-48)  

F8 (h-1) to (h-3), avgh3, avgh6, avgh12  

F9 (h-1) to (h-3), avgh3, avgh6, avgh12, (h-24)  

F10 (h-1) to (h-3), avgh3, avgh6, avgh12, (h-24), (h-48)  

F11 (h-1) to (h-3), avgh3, avgh6, avgh12, avgh24  

 

After the creation of the model, the dataset with the defined model set is applied using the random forest regression algorithm. 

Random Forest Regression is a machine learning algorithm used for regression tasks. The proposed ensemble method  

combines the predictions of multiple decision trees to produce more accurate and stable predictions. The algorithm works by 

constructing multiple decision trees from different subsets of the training data. Each tree was trained on a random subset of 160 

models and samples. The final prediction is the average of the predictions of all trees. One of the key advantages of random 

forest regression is its ability to handle nonlinear relationships between models and target variables. It can also handle missing 

data values and is overfitting resistant.  

 

2.3. Performance Matrix and Evaluation 165 

The prediction results obtained using these 11 models were compared to determine the optimal model for predicting sea surface 

currents. The comparative analysis aims to identify the most effective set of models to enhance the accuracy and robustness of 

sea surface current predictions. To evaluate the performance of the statistical models, we used the following performance 

metrics: RMSE and R2. 

The root mean square error (RMSE) of each step is given by,  170 

𝑅𝑀𝑆𝐸 =  √∑
(𝑦�̂� −𝑦𝑖)2

𝑛

𝑛
𝑖=1  ,      (3) 

 Where 𝑦𝑖  are the observed values; 𝑦�̂� are the predicted values; 𝑛 is the number of data points. The RMSE quantifies the 

average magnitude of the residuals (prediction errors). It is sensitive to outliers because squared differences give more weight 

to significant errors. A lower RMSE value indicates better model performance, where a perfect fit has an RMSE value of 0. 

https://doi.org/10.5194/egusphere-2024-3142
Preprint. Discussion started: 25 October 2024
c© Author(s) 2024. CC BY 4.0 License.



7 

 

 Another important metric for assessing model performance is R-squared (R²). This represents the proportion of variance in 175 

the dependent variable that is predictable from the independent variables. R-squared ranges from 0 to 1, with higher values 

indicating better model fit. The formula for R-squared is: 

𝑅2 = 1 −  
𝑆𝑆𝑅

𝑆𝑆𝑇
= 1 −  

∑ (𝑦𝑖− 𝑦�̂�)2
𝑖

∑ (𝑦𝑖− 𝑦𝑖̅̅̅)2
𝑖

 ,     (4) 

Where 𝑦𝑖  are the observed values; 𝑦�̂� are the predicted values; 𝑦�̅� is the mean of observed values; and 𝑛 is the number of 

data points. The RMSE and R-Square values are in the same unit as the data. 180 
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Figure 1: The workflow of Sea Surface Current Prediction Scheme. 

We compared the performance of the models using these metrics and identified the most accurate statistical model for sea 205 

surface current prediction across diverse timescales and models. The overall sea surface current prediction process involves 
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several key steps, as illustrated in Figure 1. First, sea surface current data is collected from high-frequency (HF) radar systems 

over a multi-year period (2018-2021). Subsequently, the U (zonal) and V (meridional) components of the current time series 

are then selected for further processing. An imputation process is applied to the time series data to handle missing data. Next, 

11 prediction models are created, each with a different combination of input variables. The data is then divided into training 210 

and testing sets based on three prediction schemes: P1 for seasonal prediction and P2/P3 for monthly predictions. The specific 

grouping and allocation of data for training and testing varied between these schemes. A Random Forest Regression algorithm 

based on decision trees is then applied to train the models and make predictions. Finally, the predictions were evaluated using 

the R-squared (R2) and Root Mean Squared Error (RMSE) metrics to assess the accuracy of each model. 

3. Results and Discussion 215 

The experiment was conducted on a portable computer equipped with an Intel i7-1065G7 Octa-core @ 130 Ghz, 16GB DDR4, 

and Intel Iris Plus graphics specification to model random forest regression machine learning model. 

3.1. Data Postprocessing Outcomes 

3.1.1. Data Selection Results 

The data collection yielded high-frequency (HF) radar data spanning December 2018 to November 2021, with a availability 220 

rate of 86.26%, as illustrated in Figure 2, which serves as a representative depiction of the HF radar dataset. 

 

 

 

 225 

 

 

 

Figure 2: HF radar data over the three years (2018-2021). 

3.1.2. Data Imputation Results 230 

The results of data imputation using linear interpolation for  sea surface current data reveal notable implications for predictive 

methods. The linear interpolation method was employed to fill the missing data in the U and V components of the radial current 

velocity. A graph showing the outcomes of linear interpolation is shown in Figure 3. Subsequently, the interpolated data are 

employed in the Random Forest Regression model to forecast the U and V components. The imputed data were then used in 

Random Forest Regression models to predict the U and V components across seasons. 235 

 

https://doi.org/10.5194/egusphere-2024-3142
Preprint. Discussion started: 25 October 2024
c© Author(s) 2024. CC BY 4.0 License.



9 

 

 

 

 

 240 

 

 

 

 

 245 

 

Figure 3: Example graph of linear interpolation results for sea surface current data,  

The U component (left) and V component (right), before and after interpolation. 

 

3.1.3. Data Partitioning Results 250 

3.1.3.1. Data Partitioning for Long-term Prediction (P1) 

In this study, we employed data partitioning for each season to facilitate long-term (seasonal) sea surface current prediction. 

The U and V components of the ocean surface current data are characterized by various statistical parameters, including the 

count, minimum, standard deviation, and maximum values, which were categorized based on four distinct monsoon seasons: 

DJF (December to February), MAM (March to May), JJA (June to August), and SON (September to November). These 255 

seasonal statistics are presented in Table A1.  

The dataset has been carefully divided into training and testing subsets; data from 2019 and 2020 allocated for training 

purposes, while data from 2021 is reserved for testing. This deliberate separation of the dataset based on seasons and the 

allocation of data for training and testing is crucial for ensuring the robustness and reliability of the statistical models developed 

for predicting ocean surface currents. By using data from different years for training and testing, the models can be rigorously 260 

evaluated for their predictive performance across seasonal variations, thereby enhancing their applicability and 

generalizability. 

Analysis of the statistical characteristics presented in Table A1 revealed substantial variability in the sea surface current 

data across various seasons. The range of the U and V components, as indicated by the maximum and minimum values for 

each season, provides insights into the extent of the current data. Furthermore, the mean and standard deviation offer a deeper 265 

understanding of the central tendency and distribution of the sea surface currents. Examination of this data range suggests that 

ocean surface currents exhibit significant fluctuations throughout the monsoon seasons, with each season displaying unique 

characteristics and dynamics that can potentially improve prediction accuracy when incorporated into the model. 
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This variability underscores the importance of considering seasonal influences when developing statistical models for sea 

surface current prediction, as the range of the data reflects the diverse and dynamic nature of sea currents across different 270 

temporal contexts. 

 

3.1.3.2. Data Partitioning for Short-Term Prediction (P2 & P3) 

In contrast to the seasonal data partitioning employed for long-term prediction, the data distribution for prediction scheme 2 

(P2) focuses on the short term and utilizes data from December 2020 to November 2021. The training and testing data were 275 

divided on a monthly basis, with the process starting in December and ending in November.  

This partitioning allocates 80% of the data to training and 20% to testing. After data division and segregation, the training 

and testing data descriptions for each month are presented in Tables A2 and A3, respectively. 

The data distribution for prediction scheme 3 (P3) closely resembles that of prediction scheme 2 (P2). However, in 

prediction scheme 3, the training data include not only the data used in prediction scheme 2, but also 100% of the data for the 280 

relevant month in 2019 and 100% of the data for the relevant month in 2020. The testing data were unchanged from those in 

prediction scheme 2. The data descriptions for prediction scheme 3 can be found in Tables A3 and A4. The implementation of 

these short-term data partitioning strategies enabled the models developed for prediction schemes 2 and 3 to effectively capture 

the temporal dynamics and patterns present in the ocean surface current data on a monthly basis. This approach facilitates 

more targeted and accurate predictions for short-term forecasts. 285 

3.2. Prediction Model Creation Results 

The sea surface current prediction models generates additional models from the U and V component. These models 

consist of several variables, as explained in Table 2. These variables include (h-1) to (h-3) in the last 3 hours of data.  

The variable avgh3, avgh6, avgh12, and avgh24 are the average measurement values for the last three, six, twelve, 

and twenty-four hours, respectively. Meanwhile, variables (h-24), (h-48), and (h-72) respectively represent data for the 290 

previous 24 hours, the previous 48 hours, and the previous 72 hours. The correlation matrix can be observed in Figure 4a. The 

prediction model plot is also shown in Figure 4b. 

This creation of this model is crucial for enhancing the model's predictive capability by incorporating historical data 

and creating new variables that capture the temporal evolution of sea surface currents. By integrating these models into the 

prediction method, it becomes possible to account for the influence of past observations and trends in sea surface currents, 295 

thereby improving the prediction accuracy and reliability. 

 

 

 

 300 
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Figure 4: (a) Heatmap correlation between variables in prediction model. 315 
(b) Plot of original data and prediction models, first 80 Data. 

 

3.3. Model Performance Analysis 

3.3.1. Performance of Prediction Scheme 1 (P1) 

Prediction Scheme 1 employs seasonal data for training and testing, utilizing data from 2019 and 2020 for training purposes, 320 

and data from 2021 serves as the testing dataset for each season. The results of this scheme are detailed in Tables B1 to B4 

under column P1. The analysis focuses on the U and V components across four seasons: December-January-February (DJF), 

March-April-May (MAM), June-July-August (JJA), and September-October-November (SON), using 11 distinct model 

configurations (F1 to F11), as outlined in Subchapter 2.2.2 and Table 2. To facilitate comparison with other prediction schemes, 

we present the results for Prediction Scheme 1 for the first month of each season: December for DJF, March for MAM, June 325 

for JJA, and September for SON. 

The Root Mean Square Error (RMSE) values for Prediction Scheme 1, as shown in Tables B2 and B4, under column P1, 

indicate the magnitude of the prediction errors. The RMSE values ranged from 8.8 to 13.87 for the U component and 11.24 to 

17.60 for the V component, with the lowest RMSE observed in F1 during the DJF season for both components. 

The correlation coefficient R2 values for Prediction Scheme 1 are presented in Tables B1 and B3 under column P1. These 330 

values generally ranged from 0.94 to 0.96 for the U component and from 0.95 to 0.98 for the V component. The highest 

accuracy was achieved with models F1, F2, F5, F6, F8, and F11 during DJF, as well as with models F1 and F5 during SON, 

both yielding an R2 value of 0.96 for the U component; model F1 during JJA achieved an R2 value of 0.98 for the V component. 

The graphical representation of these optimal prediction results is illustrated in Figure 5a. 
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Across all seasons, models F1, F5, and F8 consistently demonstrated superior RMSE and R2 values compared to the other 335 

models. The elevated RMSE values and reduced R2 values observed in models other than F1, F5, and F8 suggest that certain 

variables significantly enhance prediction accuracy—specifically, avgh3 in F1; avgh3 and avgh6 in F5; and avgh3, avgh6, and 

avgh12 in F8. Conversely, variables such as (h-24) and (h-48) in models F3 and F10, as well as (h-24), (h-48), and (h-72) in 

model F4, did not contribute positively to prediction accuracy. This variance underscores the importance of identifying 

effective variable combinations while avoiding those that introduce noise into the model. 340 
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 360 

 

Figure 5: The Highest prediction results for (a) U component (DJF, F1) and V component (JJA, F1) in Prediction Scheme 1, 

(b) U component (NOV, F1) and V component (JUL, F1) in Prediction Scheme 2, 

(c) U component (AUG, F1) and V component (NOV, F1) in Prediction Scheme 3 

3.3.2. Performance of Prediction Scheme 2 (P2) 365 

Prediction Scheme 2 utilizes monthly data for training and testing, with 80% of the 2021 dataset allocated for training and 

20% reserved for testing each month. The results of this scheme are summarized in Tables B1 to B4 under column P2. The 

https://doi.org/10.5194/egusphere-2024-3142
Preprint. Discussion started: 25 October 2024
c© Author(s) 2024. CC BY 4.0 License.



13 

 

analysis focuses on the U and V components across each month from December to November (12th to 11th months) using 11 

model configurations (F1 to F11), as detailed in Subchapter 2.2.2 and Table 2. 

The root mean square error (RMSE) values for Prediction Scheme 2, presented in Tables B2 and B4 under column P2, 370 

indicate the magnitude of the prediction errors, ranging from 12.30 to 29.32 for the U component and 18.13 to 44.00 for the V 

component. The lowest RMSE values were recorded in model F1 for November for both components. 

The correlation coefficient R2 values for Prediction Scheme 2 are shown in Tables B1 and B3 under column P2, with R2 

values ranging from 0.90 to 0.57 for the U component and 0.94 to 0.45 for the V component. The highest R2 value of 0.90 for 

the U component was observed for F1 in November, while F1, F5, and F8 achieved an R2 of 0.94 for the V component in July. 375 

Figure 5b shows the highest prediction results obtained by this scheme. 

Across all months, models F1, F5, and F8 consistently demonstrated superior RMSE and R2 values compared to the other 

models. The elevated RMSE values and lower R2 values in models other than F1, F5, and F8 suggest that certain variables 

enhance prediction accuracy; specifically, avgh3 in F1; avgh3 and avgh6 in F5; and avgh3, avgh6, and avgh12 in F8. 

Conversely, variables such as (h-24) and (h-48) found in models F3, F7, and F10 did not positively contribute to prediction 380 

accuracy. This variance underscores the necessity of identifying effective variable combinations while minimizing noise within 

the model. 

3.3.3. Performance of Prediction Scheme 3 (P3) 

Prediction Scheme 3 employs a comprehensive dataset where all data from 2019 and 2020, along with 80% of the data from 

2021, are used for training, while the remaining 20% of the data from 2021 serves as the testing dataset for each month. The 385 

results of this scheme are summarized in Tables B1 to B4 under column P3, analyzing both U and V components across each 

month from December to November (12th to 11th months) using eleven model configurations (F1 to F11), as described in 

Subchapter 2.2.2 and Table 2. 

The RMSE values for Prediction Scheme 3 are presented in Tables B2 and B4 under column P3, which indicates error 

magnitudes that range from 7.68 to 26.84 for the U component and from 9.52 to 28.85 for the V component, with the lowest 390 

RMSE values recorded in model F1 during November for both components. Figure 5c shows the highest prediction results 

obtained by this scheme. 

The correlation coefficient R2 values are detailed in Tables B1 and B3 under column P3, with values ranging from 0.96 to 

0.73 for the U component and 0.98 to 0.81 for the V component. The highest R2 value of 0.96 was achieved by models F1 and 

F5 in November as well as by model F1 in February for the U component; similarly, models F1, F5, F8, and F11 achieved this 395 

value in August for the V component. Throughout all the analyzed months, models F1, F5, and F8 consistently outperformed 

the other models in terms of RMSE and R2 values. 

The elevated RMSE values alongside lower R2 values noted in models outside of F1, F5, and F8 indicate that specific 

variables can enhance prediction accuracy—namely, avgh3 in F1; avgh3 and avgh6 in F5; as well as avgh3, avgh6, and avgh12 

in F8—while certain variables such as (h-24), (h-48), and (h-72) present in models F4 did not contribute positively to prediction 400 
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accuracy along with (h-24) and (h-48) found in model F10. These differences highlight the importance of optimizing variable 

selection in prediction models to improve overall effectiveness while minimizing extraneous variables that may introduce 

noise. 

3.3.4. Comprehensive Prediction Schemes Analysis 

In this section, we present a comparative analysis of the R² correlation coefficients and RMSE for the U and V components 405 

for the three prediction schemes. Figure 6 presents a comparative analysis of the R2 correlation coefficients for the U and V 

components for the three prediction schemes. The arrangement of graphs from left to right includes two graphs for Prediction 

Scheme 1, two for Prediction Scheme 2, and two for Prediction Scheme 3. The data reveals that the F1 prediction model 

consistently achieves the highest accuracy for both components (U and V), followed closely by models F5 and F8. Notably, 

Prediction Scheme 1 exhibits the smallest range of R2 values, indicating more consistent performance across seasons. In 410 

contrast, Prediction Scheme 2 displays the most extensive range, reflecting greater variability in prediction accuracy. Both 

Prediction Schemes 1 and 3 yield high R2 correlation results, reaching up to 0.96 for the U component and 0.98 for the V 

component. These findings underscore the significant impact of data selection on predictive quality.  

Prediction Scheme 1 benefits from using seasonal data from 2019 and 2020, which allows it to maintain a narrow range of 

correlation results. This consistency is due to its comprehensive dataset, which includes three months of data for each season. 415 

Interestingly, although Prediction Scheme 3 utilizes less data than Scheme 1, it incorporates data from both 2019 and 2020 for 

the same month, effectively enhancing the model's ability to capture the characteristics of sea surface currents. This result 

demonstrates that carefully selecting training data can lead to high correlation results similar to those achieved in Prediction 

Scheme 1 even with limited data. 

In addition to identifying factors that enhance prediction accuracy, it is crucial to recognize elements that diminish 420 

correlation values. The middle graphs in Figure 6 illustrate the results obtained by Prediction Scheme 2, which relies solely on 

data from 2021 for both training and testing. The R2 correlation values for May were shallow, with values of 0.57 for the U 

component and 0.45 for the V component. This decline can be attributed to insufficient data availability in May 2021, where 

only 177 data points were recorded (as can be referred to in Table A2).  

 This result highlights the necessity for future studies to ensure adequate data availability to improve prediction correlations. 425 

Almost similar to Figure 6, Figure 7 complements this analysis by comparing thw RMSE values across the three prediction 

schemes, while maintaining the same arrangement as in Figure 6. Similar to the correlation results, Prediction Scheme 1 

exhibits the smallest error range and Prediction Scheme 2 shows the most extensive error range for both components. However, 

it is noteworthy that Prediction Scheme 3 achieved superior performance with RMSE values as low as 8.8 for the U component 

and 7.68 for the V component. Despite utilizing more training data in Prediction Scheme 1, it is evident that Prediction Scheme 430 

3 can match its high correlation while outperforming it in terms of error rates. This finding emphasized that while increasing 

data volume can enhance prediction outcomes, selecting appropriate data types is equally essential for reducing error rates. In 

addition, attention must be given to factors that can increase error rates in predictions. 
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Figure 6: Comparison of R2 Correlations for Prediction Schemes 1, 2, and 3 

Figure 7: Comparison of RMSE for Prediction Schemes 1, 2, and 3 
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The results from Prediction Scheme 1 indicate that significant errors occur during specific seasons; notably, MAM for the U 

component and JJA for the V component exhibit the highest errors among all seasons. An examination of Table A1 reveals 

that MAM has a standard deviation of 59.83 for component U. In contrast, JJA has an even higher standard deviation of 93.70 470 

for component V, indicating substantial variability within these datasets. In summary, this comprehensive analysis illustrates 

that careful consideration of data selection and model configuration is essential for optimizing sea surface current prediction 

accuracy. The results affirm that high standard deviations can adversely affect prediction outcomes; therefore, researchers 

must thoroughly understand their datasets to mitigate potential errors effectively 

4. Conclusion  475 

This study significantly advances the field of sea surface current prediction by utilizing high-frequency (HF) radar data 

and developing innovative prediction schemes. By addressing a critical gap in the literature regarding seasonal and monthly 

data segmentation, we demonstrate how these factors influence prediction accuracy. The findings revealed that the selection 

of training data and prediction models, particularly those incorporating relevant variables, such as moving average variables 

in the F1, F5, and F8 models, greatly affected correlation values and prediction errors. 480 

The analysis of three distinct prediction schemes—seasonal (P1), monthly (P2), and comprehensive monthly (P3)—

demonstrates that larger datasets yield higher correlation coefficients, whereas tailored models effectively reduce prediction 

errors. Notably, Prediction Scheme 1 achieved robust correlation coefficients (R²) ranging from 0.94 to 0.98 for both U and V 

components, while Prediction Scheme 3 exhibited the lowest root mean square error (RMSE) values, showcasing the 

effectiveness of integrating extensive datasets. 485 

The implications of this research extend beyond theoretical advancements, offering practical applications in marine 

navigation, environmental monitoring, and disaster response. Accurate predictions are crucial for optimizing shipping routes 

and enhancing search and rescue operations. Furthermore, this study advocates integrating HF radar data into operational 

oceanographic systems to improve real-time monitoring capabilities.  

In conclusion, the present research underscores the importance of data selection and model configuration for predicting sea 490 

surface currents. The insights gained contribute valuable knowledge on oceanography and highlight the potential of HF radar 

technology as a powerful tool for real-time ocean monitoring. As challenges from climate change and human activities escalate, 

accurate predictive models are increasingly critical for sustainable marine practices. Future research should explore integrating 

additional data sources and advanced modeling techniques to further enhance the predictive accuracy and understanding of 

ocean dynamics. 495 
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Table A1. Description of Train and Test Data for Prediction Scheme 1 

PARA 

METER 

TRAIN TEST 

DJF MAM JJA SON DJF MAM JJA SON 

U V U V U V U V U V U V U V U V 

COUNT 3436 3436 3587 3587 3070 3070 2968 2968 1586 1586 1457 1457 1496 1496 1699 1699 

MEAN -29.96 41.85 -17.08 23.76 -4.27 -9.77 -19.33 17.28 -24.08 29.29 -22.67 30.44 -10.01 -5.65 -20.55 19.95 

STD 53.66 62.06 59.83 72.11 52.01 93.70 52.24 77.27 45.27 59.57 54.49 70.69 45.71 96.18 45.59 77.16 

MIN -263.74 -206.37 -262.34 -267.36 -170.48 -233.29 -271.66 -247.81 -188.25 -183.76 -259.71 -234.99 -162.48 -248.33 -199.31 -214.43 

MAX 219.48 211.53 299.73 229.30 191.63 203.18 232.80 229.89 147.63 230.39 201.97 210.94 200.25 228.88 164.38 214.91 

 

 

Table A2. Description of data training for Prediction Scheme 2 

TRAIN 
DEC JAN FEB MAR 

U V U V U V U V 

COUNT 320 320 492 492 455 455 490 490 

MEAN -27.15 35.66 26.27 29.80 22.57 28.11 -23.58 38.86 

STD 40.81 54.20 42.59 58.18 51.93 59.91 57.59 59.56 

MIN -137.27 -133.06 -187.23 -152.87 -188.25 -122.82 -242.93 -153.16 

MAX 118.57 160.54 104.49 187.25 145.98 199.142 139.43 210.94 

TRAIN 
APR MAY JUN JUL 

U V U V U V U V 

COUNT 497 497 177 177 293 293 595 595 

MEAN -24.19 30.76 -3.03 -12.40 -26.81 36.84 -9.55 -10.07 

STD 50.87 66.92 60.33 89.43 52.21 76.27 42.12 98.31 

MIN -259.71 -163.82 -125.75 -234.99 -162.48 -165.43 -130.41 -248.33 

MAX 201.97 205.03 194.82 168.15 200.25 193.88 167.21 205.06 

TRAIN 
AUG SEP OCT NOV 

U V U V U V U V 

COUNT 308 308 415 415 439 439 504 504 

MEAN 2.30 -37.23 12.31 6.28 -23.07 16.26 -27.09 36.38 

STD 412.89 90.83 51.42 91.31 41.97 84.50 43.94 56.14 

MIN -112.51 -219.15 -153.55 -216.43 -154.79 -209.75 -199.31 -122.19 

MAX 179.3 176.09 149.1 214.91 164.38 210.52 90.143 165.64 

 605 

 

 

 

 

 610 
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Table A3. Description of data testing for Prediction Schemes 2 & 3 

TEST 
DEC JAN FEB MAR 

U V U V U V U V 

COUNT 81 81 124 124 114 114 123 123 

MEAN -23.75 24.25 -18.64 29.15 -18.29 17.61 -29.86 43.57 

STD 46.98 59.65 48.59 60.39 48.54 74.80 51.04 67.77 

MIN -133.05 -108.38 -142.58 -99.63 -151.00 -183.76 -155.32 -172.55 

MAX 89.95 141.51 92.14 183.07 147.63 230.39 105.13 200.72 

TEST 
APR MAY JUN JUL 

U V U V U V U V 

COUNT 125 125 45 45 74 74 149 149 

MEAN -32.86 50.33 -25.44 12.61 -9.01 -0.96 -7.93 -0.16 

STD 50.08 81.33 36.68 44.87 52.19 96.00 44.34 107.89 

MIN -198.36 -191.59 -91.29 -55.81 -133.55 -186.76 -99.08 -228.24 

MAX 174.00 205.35 47.99 114.79 166.97 188.48 173.915 228.88 

TEST 
AUG SEP OCT NOV 

U V U V U V U V 

COUNT 77 77 104 104 110 110 127 127 

MEAN -3.85 -21.92 -13.36 -13.81 -17.08 26.41 -21.68 34.21 

STD 38.35 87.87 43.66 79.38 48.07 72.06 38.32 53.49 

MIN -89.08 -176.97 -126.28 -215.69 -103.96 -161.76 -113.28 -96.90 

MAX 84.47 148.44 97.73 142.36 133.05 149.95 95.05 140.00 

Table A4. Description of data training for Prediction Scheme 3 

TRAIN 
DEC JAN FEB MAR 

U V U V U V U V 

COUNT 1263 1263 1734 1734 1706 1706 1519 1519 

MEAN -28.43 34.54 -30.26 41.65 -27.24 39.15 -23.69 36.28 

STD 47.02 61.57 51.84 61.89 54.74 59.95 60.63 62.49 

MIN -210.30 -197.15 -227.20 -152.87 -263.74 -206.37 -262.34 -243.86 

MAX 181.35 187.27 167.50 211.53 219.48 199.14 299.73 213.72 

TRAIN 
APR MAY JUN JUL 

U V U V U V U V 

COUNT 1937 1937 1295 1295 810 810 1660 1660 

MEAN -16.88 29.32 -12.91 4.23 -15.03 12.60 -0.65 -21.61 

STD 60.86 68.02 52.91 82.00 53.08 91.73 47.02 95.21 

MIN -259.71 -238.6 -199.96 -267.36 -162.48 -213.61 -151.94 -248.33 

MAX 292.17 207.94 241.98 229.3 200.25 200.65 191.63 205.06 

TRAIN 
AUG SEP OCT NOV 

U V U V U V U V 

COUNT 1796 1796 1448 1448 1216 1216 1662 1662 

MEAN -7.06 -6.13 -16.97 5.81 -22.47 20.50 -20.67 27.71 

STD 51.67 92.27 48.33 84.19 45.38 79.37 55.33 68.62 

MIN -170.48 -233.29 -164.55 -232.9 -203.68 -209.75 -271.66 -247.81 

MAX 183.28 203.18 170.68 214.91 164.38 210.52 232.80 229.89 

https://doi.org/10.5194/egusphere-2024-3142
Preprint. Discussion started: 25 October 2024
c© Author(s) 2024. CC BY 4.0 License.
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