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Abstract.

The interaction of natural marine aerosol with clouds and radiation is a significant source of climate model uncertainty. The
Southern Ocean represents a key area to understand these interactions, and a region where significant model biases exist. Here
we provide an evaluation of the Australian Community Climate and Earth System Simulator atmosphere model which includes
a double-moment aerosol scheme. We evaluate against measurements of condensation nuclei (N10) and cloud condensation
nuclei (CCN) number from seven ship campaigns and three terrestrial locations, spanning the years 2015-2019. We find that
N10 is heavily underestimated in the model across all regions and seasons by more than 50% and in some cases by over
80% at higher latitudes. CCN is also strongly underestimated over marine and Antarctic regions, often by more than 50%.
We then perform seven sensitivity tests to explore different aerosol configurations. We find that updating the dimethyl sulfide
climatology and turning on the primary marine organic aerosol flux marginally improves marine CCN by between 4-9%. N10
hewever-was reduced by between 3-9%;-resulting-in—worse-model-performanee. The Southern Ocean radiative bias is also
reduced by this combination of changes, with limited adverse effects. We also test altering the sea spray flux to use wind
gust instead of mean wind speed;-whieh-, This significantly improved CCN in the marine regions, but resulted in detrimental

impacts on the ra

vregion’s radiation budget, indicating that drastically improvin
the Southern Ocean’s CCN budget may lead to poorer simulations of the global climate.
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1 Plain Language Summary

The interaction between natural marine aerosols, clouds and radiation in the Southern Ocean is a major source of uncertainty
in climate models. We evaluate the Australian climate model using aerosol observations and find it underestimates aerosol
number often by over 50%. Model changes were tested to improve aerosol concentrations, but some of our changes had severe

negative effects on the larger climate system, highlighting issues in aerosol-cloud interaction modelling.

2 Introduction

Atmospheric aerosol have an important effect on radiation, cloud and precipitation processes that make them an influential
component of the Earth’s climate. Aerosot-Aerosols affect the Earth’s energy budget directly by scattering and absorbing
incoming solar radiation, resulting in a cooling effect (McCormick and Ludwig, 1967). Aerosol can also affect the Earth’s
energy budget indirectly by acting as cloud condensation nuclei (CCN) which enable cloud droplet formation and influence the
clouds reflectivity (albedo) and absorption of radiation (Twomey, 1974; Albrecht, 1989; Pincus and Baker, 1994). The ocean
surface acts as an important source of natural aerosol to the atmosphere, producing sea spray aerosol (SSA) which is made
up by both primary marine organic (PMO) aerosol and sea salts, as well as secondary aerosols derived primarily from the
oxidation of dimethyl sulfide (DMS).

Aerosol-cloud-radiation interactions, and how they are modelled, are one of the largest uncertainties in estimates of climate
forcing (Boucher et al., 2013; Forster et al., 2023; Watson-Parris and Smith, 2022). A significant contribution to the uncertainty
in indirect aerosol-radiative forcing is due to aerosol from natural sources (Carslaw et al., 2013; Regayre et al., 2020). In the
Southern Hemisphere, the Southern Ocean has been a key place of interest to study these uncertainties (eg. see McFarquhar
et al., 2021; Schmale et al., 2019), in part due to its remote and relatively untouched environment (Mallet et al., 2023), and
in part due to significant radiative biases and uncertainty in climate sensitivity that exist in climate and weather models for
the region (Bodas-Salcedo et al., 2014; Protat et al., 2017; Schuddeboom and McDonald, 2021; Regayre et al., 2020; Zelinka
et al., 2020). The radiative biases have been attributed to a poor representation of clouds in models. In particular, most models
incorrectly or inadequately simulate ice nucleating particle (INP) processes, which results in models overpredicting ice cloud,
and underpredicting super-cooled liquid water clouds (Vergara-Temprado et al., 2018; Vignon et al., 2021).

Poor model representation of emission, aerosol mass, size distribution and composition of sea spray aerosol (SSA) contribute
to the uncertainty in natural aerosol (De Leeuw et al., 2011). Both Revell et al. (2021) and Paulot et al. (2020) have demon-
strated the influence of SSA on the Earth’s climate including on the equilibrium climate sensitivity. However, there is much
conflicting literature surrounding the parameterisation of SSA, especially over southern high latitudes, making it difficult to
truly trust current results in large-scale modelling. For example, Hartery et al. (2020), Venugopal et al. (2024) and Jaeglé et al.
(2011) found that the Gong (2003) SSA flux parameterization over-predicted summertime emissions of SSA, and suggested a
reduction of the flux for Southern Ocean conditions. In implementing the Hartery et al. (2020) revised parameterisation into a
global climate model Revell et al. (2019) found that reducing the sea spray emissions foHewing-Hartery-et-al«(2020)-improved

wintertime aerosol optical depth, but adverse effects were found for the summertime. On the other hand, using perturbed pa-
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rameter ensembles and Southern Ocean aerosol observations, Regayre et al. (2020) found that the SSA flux needed to be scaled
up by a factor of 3 (or between 1.6-5.1) to reflect the observed aerosol concentrations. This finding opposes the aforementioned
studies showing the SSA is overestimated in models, but is a simple way to increase overall aerosol burden. However, a simple
scaling can lack the nuance of more physically driven model changes, especially over different regions and seasons.

SSA flux characterisations rely on wind speed with some studies also taking into account the sea surface temperature (SST)
(Grythe et al., 2014). In most SSA parameterisations that consider SSTs, the SSA flux increases with increased SSTs, resulting
in lower SSA fluxes at high latitudes for equivalent wind speeds. However, the majority of the studies that have deduced these
relationships have had very little high latitude data to form comprehensive statistical relationships (eg. Jaeglé et al., 2011,
uses just one voyage in the high latitudes of the Southern Ocean). More recently Sellegri et al. (2023) has suggested that the
assumption of the positive SST/SSA relationship may not hold true for the high latitudes of the Southern Ocean, and that this
relationship may be modulated by biological activity.

While the uncertainties of SSA fluxes are large when considering the contribution to sea salt aerosol, a further uncertainty is
the contribution of PMO mass from biological activity in the ocean (McCluskey et al., 2017, 2018), which is often modelled
as a fraction of the total SSA flux. This flux is often not included in aerosol schemes. As well as contributing to the overall
aerosol mass and number, PMO play an important role as a source of ice-nucleating-particles(HNP-INP (McCluskey et al.,
2017), which again, are often not accounted for (Burrows et al., 2022).

Global surface water-seawater concentrations and emission of DMS are considered the second largest source of uncertainty
with respect to natural aerosol emissions (Carslaw et al., 2013). In many climate models, DMS is represented by a fixed
monthly climatology, based on spatially and temporally biased observations resulting in the climate effects of DMS being
poorly understood and poorly captured by climate models (Quinn and Bates, 2011; Fiddes et al., 2018; Bhatti et al., 2023).
While a new fixed—climatology has been released (Hulswar et al., 2022), online DMS produced by ocean biogeochemical
models is desirable to represent variability in the DMS emissions (Bock et al., 2021). Other climatologies developed from
satellite records or machine learning also offer potential alternatives to the observational derived climatologies (Wang et al.,
2020; Gali et al., 2018) including to provide time-varying data sets as done in Zhou et al. (2024). Uncertainty around the flux
parameterisation also remains, though much literature is now recommending linear parameterisations (e.g. Liss and Merlivat,
1986), which provides a lower emission compared to other methods (Vlahos and Monahan, 2009; Bell et al., 2017; Bhatti et al.,
2023).

Not only are the souree-emissions-sources of aerosol and their precursors poorly captured in climate models, but the sub-
sequent atmospheric processes they are involved in also contain significant uncertainty. New particle formation (NPF) is fre-
quently observed in the free troposphere (Curtius, 2006; McCoy et al., 2021), though is more rarely detected in the marine
boundary layer (BL) (Modini et al., 2009; Brean et al., 2021; Schmale et al., 2019). In a modelling study, Merikanto et al.
(2009) estimated 45% of CCN at a 0.2% supersaturation were secondary aerosol formed through nucleation. Within the marine
BL, nucleation accounts for 55% of CCN (0.2%) of which 45% were transported from the free troposphere to the marine BL
and 10% are formed in the marine BL (Merikanto et al., 2009). Nucleation processes include binary nucleation between sulfuric

acid and water (Kulmala et al., 1998), ternary nucleation between sulfuric acid, water and ammonia (Korhonen et al., 1999) and



85 ion-induced nucleation between highly oxidised biogenic vapours (Kirkby et al., 2016). However, parameterisations of NPF
are often limited to only binary nucleation. Other biogenic vapours aside from DMS have also been found to nucleate and are

suggested as an important source of CCN in the pre-industrial period (Gordon et al., 2016), hewever-are-once-again-but are often

neglected in models. Additionally, marine volatile organic compounds (VOCs), such as isoprene, can reduce the atmospheric
oxidative capacity by reacting with OH (as well as O3 and NO3 to a lesser degree) in the troposphere. Such VOCs can also
90 yield secondary organic aerosol and provide condensational mass, further influencing the clouds and climate. In the case of
marine isoprene, this occurs on a much smaller scale than that of DMS (Yu and Li, 2021), with isoprene concentrations being
very low outside of phytoplankton blooms and biologically active coastal regions of the Southern Ocean (Ferracci et al., 2024)

A~

Aerosol sinks, and how they are modelled, are also a key source of uncertainty. Aerosol can be removed from the atmosphere

deposition is difficult to measure and evaluate. Regayre et al. (2020) after a

via dry deposition or wet deposition. Dr

Southern Ocean observational constraints to a perturbed parameter ensemble, find that it is likely that a scaling factor for
the accumulation mode dry deposition velocity in the Unified Model needs to be lower than the default value resulting in
a reduced sink of aerosol. Other observational studies have indicated that wet deposition (rain after coalescence of cloud
droplets) is an important control of CCN variability in the Southern Ocean, particularly in relation to shallow convection
100  (Alinejadtabrizi et al., 2024) and stratocumulus (Kang et al., 2022). Given the tendency for models to produce too much light
rain (Stephens et al., 2010), it has been suggested that wet deposition may be overestimated in models (Kang et al., 2025).

Representative aerosol observations are essential for evaluating and constraining aerosol simulations produced by climate

models (Regayre et al., 2020; Mallet et al., 2023). However,appropriate;targe-Appropriate datasets are few in the Southern
Hemisphere in-ecompatisonrelative to the Northern Hemisphere, which has added to the difficulty of modelling this region. Re-

95

105 cent field campaigns have focused on collecting measurements of aerosol, cloud, precipitation and radiation properties, includ-
ing vessel and land-based campaigns around Australia and the Southern Ocean (McFarquhar et al., 2021; Schmale et al., 2019),
and measurements collected from long term monitoring stations (Gras and Keywood, 2017; Hara, 2023). Importantly, these
campaigns have identified seasonal and latitudinal trends in aerosol, as well as detecting distinct continental (both Antarctic and
Australian) and free-tropospheric influence on marine air masses

Humphries et al., 2021a; Alroe et al., 2020; Simmons et al., 2021; Gras and Keywood, 2017; McFarquhar et al., 2021; Schmale et al., 20

110

. While there have been a number of modelling studies that have focused on one or two campaigns in detail (eg. Regayre et al.,
2020; McCluskey et al., 2023; Revell et al., 2019) there has been no model evaluation of aerosol concentrations for the South-

ern Ocean/Antarctic that considers a latitudinal and seasonal perspectives

115 changes-togetherrather-than-individually—, The recent suite of campaign data presented by Humphries et al. (2023) provides

the perfect opportunity for such an analysis.

In this work, we evaluate the performance of the Australian Community Climate and Earth System Simulator - atmo-
sphere model (ACCESS-AM?2), which includes the Global Model of Aerosol Processes (GLOMAP)-mode (GEOMAP)-aerosol

scheme, in simulating CCN and condensation nuclei (particles with a dry diameter greater than 10 nm - N10) using vessel and



120 station-based observations in the Australian Antarctic region and Southern Ocean. We further perform a series of experiments
where we change the aerosol formation from SSA, PMO, DMS and BL NPF to evaluate how these may affect Southern Ocean
and Antarctic aerosol populations. By performing these evaluations the-of N10 and CCN, we can gain a better understandin

of the modelled aerosol population and its biases. Examining the population at two different sizes can give us insight as to
how different species may impact both the overall aerosol population as well as that of cloud-relevant size and the growth

125 that occurs to this size. With this knowledge, we can outline how the model biases associated with aerosol-cloud-radiation
interactions around the Southern Ocean and Antarctic can be better understood and the degree of uncertainty reduced.

3 Data and Methods
3.1 ACCESS-AM2

The ACCESS-coupled model {ACCESS-EM2)-is-the-tatest-(ACCESS-CM?2 Bi et al., 2020) is an Australian coupled climate

130 model which can be run in an atmosphere-only mode (ACCESS-AM2)-(Bi-etal;2020)(ACCESS-AM2 Bodman et al., 2020).
The ACCESS-AM?2 model is configured for the Coupled Model Inter-comparison Project phase 6 CMIP6 (Eyring et al., 2016)

Atmospheric Model Inter-comparison Project (AMIP). A-netable-addition—to-the-newest-versiens-ef-Importantly, ACCESS-
CM2 and ACCESS-AM2 is-include the modal aerosol module Global Model of Aerosol Processes (GLOMAP-mode) (Mann-et-al5-2010)

Mann et al., 2010, 2012), which we will describe shortly
135 A detailed-description of the A

e-specific simulation set-up used in this work
can be found in (Fiddes et al., 2022). To-summarise;Briefly, ACCESS-AM?2 uses the UK Met Office’s Unified Model Global
Atmosphere (UM10.6 GA7.1) as the atmospheric module, the Community Atmosphere Biosphere Land Exchange model
version 2.5 (CABLE2.5) as the land-surface module while aerosol and related processes are simulated by GLOMAP-mode (Bi
140 et al., 2020). ACCESS-AM2 is configured with a horizontal resolution of 1.25° latitude and 1.875° longitude-ACCESS-AM?2
, has 85 vertical levels, with 50 levels below 15 km and 35 levels above reaching a top height of 85 km. The model has been
run for the years 2014-2019 (with 2014 discarded as a spin up year), with daily means as the output.
The ACCESS-AM2 model ased-has been configured for the CMIP6 AMIP experiment which uses CMIP6 forcings for
monthly sea surface temperature (SST), sea ice concentrations (SIC), solar forcing, greenhouse gases (GHGs), volcanic aerosol
145 optical depth, aerosol chemistry and ozone (Eyring et al., 2016). The shared socioeconomic pathway (SSP2-4.5), a middle of
the road scenario using emissions described in Feng et al. (2020), was used post-2014 (Fricko et al., 2017; Gidden et al.,
2019). The simulations used-here have been nudged to the European Centre for Medium-Range Weather Forecasts Reanalysis
Sth Generation (ERAS)-data-outhined-in-Hersbach-et-al(2020)(ERAS Hersbach et al., 2020) for horizontal wind speed and
potential temperature in the free troposphere at three hourly intervals.
150 The Community Emissions Data System (CEDS) provided historical (pre-26+4for 2014 - our spin up year) data for an-

thropogenic emissions of chemically reactive gases, carbonaceous aerosol and CO- (Horsley et al., 2018). Historical global
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emissions from biomass burning were provided by the Global Fire Emissions Database version 4 with small fires (GFED4s)

(Van Marle et al., 2017).
3.1.1 GLOMAP-mode

GLOMAP-mode is a comprehensive, two moment, pseudo-modal aerosol scheme. A detailed description of the GLOMAP-
mode module is provided in Mann et al. (2010), and Mann et al. (2012). GLOMAP-mode includes sulfate, sea salt, black
carbon and organic matter, distributed across five internally mixed modes: soluble nucleation, Aitken, accumulation and coarse
modes, and the insoluble Aitken mode (Mann et al., 2010). GLOMAP-mode simulates aerosol in a size-resolved manner and
includes primary emission and secondary formation, growth by condensation and coagulation, cloud processing and removal
by dry deposition and scavenging (wet deposition) (Mann et al., 2010).

For this work, the DMS emission flux from the ocean to the atmosphere is calculated using the surface water DMS clima-
tology outlined in Kettle et al. (1999). The oldest DMS climatology was used in error in the released version of the model (Bi
et al., 2020), however the majority of experiments in this study will be evaluated using the Lana et al. (2011) climatology inline
in line with the GA7.1 configuration (Walters et al., 2019). The DMS flux egquation-used-parameterisation is provided by Liss
and Merlivat (1986). Further description and discussion about the uncertainties of DMS climatologies and flux parameters can
be found in Fiddes et al. (2018) and more recently in Bhatti et al. (2023). We-note-that-the PMS-emisston-The DMS flux is
scaled by a factor of 1.7 to take into account the lack of PMO, which are not switched on by default (Mulcahy et al., 2018). This

is different in later versions of GLOMAP-mode, which returns DMS to a scaling of 1 and turns of PMO (Mulcahy et al., 2020

. SSA emission fluxes are calculated using the wind-speed parameterization source function developed by Gong (2003), and
include the updated sea salt density as per Mulcahy et al. (2020). NPF by the binary homogeneous nucleation of water and
sulfuric acid in the free troposphere is parameterised according to Kulmala et al. (1998), while BL NPF is not switched on.
Dust emissions are determined externally to GLOMAP-mode using a binning method outlined in Woodward (2001). Other
trace gas and primary aerosol emissions from anthropogenic and terrestrial sources include veleanie-soureed-volcanic-sourced
and industrial SO5, biomass burning and monoterpenes. These are prescribed according to CMIP6 protocols (Eyring et al.,

2016).

3.2 ExperimentExperimental simulations

For this study, eight-medelruns-seven further model simulations were analysed for eases-with-varying-responses to imposed
changes to aerosol formation or sources. The control simulation is setup as per the description in the previous section, while
each experiment-of the seven experiments varies from this set-up, which is summarised in Table 1. These sensitivity tests
range from realistic and established updates through to some experimental-only changes that are hypothesized to improve

aerosol. They include tests that bring the model in line with recent UM configurations (e.g. the inclusion of primary marine

arameterisations that are usually not used in this region (i.e. boundary layer new particle formation). Furthermore, changin



Simulation  Aerosol configuration Reference

Control* As described in Section 3.1.1 using the Kettle et al. (1999) DMS clima-  Mann et al. (2010); Kettle et al. (1999)
tology
Control As for Control* but with the Lana et al. (2011) DMS climatology Mann et al. (2010); Lana et al. (2011)
BL NPF Boundary layer nucleation turned on Metzger et al. (2010)
SSA gust Use max wind gust instead of mean wind in the SSA flux NA-Motivated by Regayre et al. (2020)
PMO Primary marine organics aerosol emission turned on Gantt et al. (2012)
H22 DMS Revision 3 DMS climatology used Hulswar et al. (2022)
OM2 DMS  Daily DMS derived from ACCESS-Ocean Model (OM) 2 Boek-etal202: Kiss-et-al2020); Hayashidaet-al(202H

PMO + H22 Combined H22 DMS climatology scaled to 1.0 with PMO switched on ~ Hulswar et al. (2022); Gantt et al. (2011)

Table 1. The eight simulations run to evaluate aerosol concentrations in the Southern Ocean. Each experimental simulation describes a

change to the way aerosol are produced but are otherwise the same as the Control (not the Control*)

the sea salt parameterisation and using a model-derived daily updating DMS field are more experimental but are useful for
185 future model development.

3.21 BL NPF

In our first experimental simulation, which we refer to as the ‘BL NPF’ simulation, we use the Metzger et al. (2010) BL
NPF parameterisation, which involves the organic-mediated nucleation of HSO4 and an organic compound (‘{ NucOrg’). The
nucleation rate equation outlined in Metzger et al. (2010) is shown by Equation 1, where .J; 5 is the nucleation rate of 1.5 nm dry
190 diameter stable particles, k is the rate constant, and m and n are the reaction orders for sulfuric acid and the organic compound
respectively. In ACCESS-AM?2 the organic compound is provided by secondary organic carbon precursors (assumed—te-be

treated as monoterpenes, noting that GLOMAP-mode does not include isoprene).

J1_5 Zk[HQSO4]m[NUCO’/‘g]n (1)
3.2.2 SSA emissions

195 In this experiment, ‘SSA gust’, we increase the SSA flux to better match observed total aerosol concentrations (not SSA aerosol

Instead of applying a factor
of three scaling as suggested by Regayre et al. (2020), we have instead substituted the daily mean horizontal wind speed with

alone), as suggested by Regayre et al. (2020).

the daily mean horizontal maximum wind gust at 10m (u,,,10). This reflects the higher wind speeds observed in the Southern
Ocean compared to elsewhere, and the fact that over the course of an hour (the model time steps that SSA is calculated), much

200 of the SSA is likely to come from these gusty periods. GLOMAP-mode uses the Gong (2003) parameterisation (Equation 2)
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where the size binned flux emission of sea spray % depends on the particle radius at 80% humidity (), the horizontal wind at

10m (u19), and a shape parameter of the size distribution ©).

dr »
o 1.373u3:41 = A(1 4 0.0577%4%) x 101607 B i
A= 4.7(1 + @r)70,017r—144 ]

(0.433 —log(r))
0.433

3.23 PMO

B= “4)

The experiment ‘PMO’ switches on PMO aerosol formationemission, via the SSA function, which currently assumes all
aerosol to be salt. This empirical parameterisation (Gantt et al., 2011, 2012) uses the 10m wind speed (u1¢ in ms™!), ocean
chlorophyll-a (CHL in mgm™2) and sea spray particle dry diameter (D, in pum ) to calculate the organic mass fraction
(fracom) of the SSA (Equation 5). We-nete-that-the-The wind speed function is used here to represent surface tension of

the sea surface microlayer (surface accumulation of organics). Higher wind speeds break this layer up, resulting in fewer

organics being lofted into the atmosphere. Primary marine organic emissions are positively correlated to the seasonal cycle of

CH L, acting as a proxy for biological productivity. The organic fraction of SSA is inversely related to the SSA particle size

at sub-micron scales (the smaller the particle, the more organic fraction), while at super-micron sizes, the organic fraction is

small and relativity constant. To calculate the mass flux of organics (fluzoys in gm~2s~!) the fraction of organic material is

3

applied to the volume flux of sea salt aerosol (Vgg4 in cm® m~2s~!) multiplied by the density of sea spray aerosol particle

(pssa in gcm~3)(Equation 6). The organic mass flux is then added to the Aitken mode, 25% to the soluble mode, and 75% to

the insoluble mode (Mulcahy et al., 2020).

1

Fracons — Ttexp(3(—2.63CHL)+3(0.18(u10))) 0.03 5)
oM 14 0.03ezp(6.81D,) 1+ exp(3(—2.63CHL) + 3(0.18(u10)))

fluron = fracom X Vssa X pssa (6)

We-note-that-the-The default DMS emissions remain at the 1.7 scaling in this simulation. We have tested reducing the the
DMS emissions scaling to 1.0 with the PMO switched on in a further simulation in combination with the new DMS climatology

described below. W
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Figure 1. The seasonal mean DMS (n M) climatologies (from left to right DJF, MAM, JJA, SON) for, from top to bottom: Kettle et al. (1999),
Lana et al. (2011), Hulswar et al. (2022) and the daily resolving OM2 parameterisation.

3.2.4 DMS climatologies

The Control* simulation uses the original Kettle et al. (1999) DMS climatology, which is used by default in the ACCESS
ACCESS-AM2 model despite the recommendation of using the Lana et al. (2011) climatology, as described in Section 3.1.1.
All DMS climatologies are shown by their seasonal means in Figure 1. Significant literature exists around the production and
230  differences of DMS climatologies and we refer readers to Hulswar et al. (2022); Lana et al. (2011); Zhou et al. (2024).
The ‘H22’ experiment refers to the use of the mestrecentDMS-climatologyproduced-by-Hulswaret-al«2022)Hulswar et al. (2022)
DMS climatology. This climatology uses significantly updated observations and methodology to account for observational bi-
ases, seasonality of biogenic regions and the interpolation of missing data.
We have also produced an-offline-interannual-dailya daily, annually varying DMS dataset derived from output of the ocean
235 component of ACCESS, ACCESS-OM2;+referred-to-. We refer to this experiment as ‘OM2 DMS’. Details of ACCESS-OM?2
and the interannual-simulation used to produce the DMS output can be found in Kiss et al. (2020) and Sections 2.1 and 3.1
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of Hayashida et al. (2021). ACCESS-OM2, in this case ﬂe%e%p}ed%e%MQ—%}&dﬂveﬁbfﬂf—AGGESS-AM%W

atmospheric boundary conditions from the Control* experiment

sis:to drive the model

instead of reanalysis). We highlight that this DMS data set differs from the previous in that it is not a climatology - it is an

annually varying dataset at a daily scale, able to respond to atmospheric and oceanic forcings. The benefit of a daily varyin
dataset is that it is able to respond to atmospheric and oceanic forcings, such as sea surface temperatures or wind speed. This
method can present, potentially, a more tightly coupled system, and if the parameterisation is accurate, yield more realistic

DMS fields (including DMS in the water and the atmosphere). Some modelling groups are already adopting online DMS

roduction (e.g. Bock et al. (2021)), so this is a first step towards this goal for ACCESS.

The parameterisation used here to estimate the DMS surface water concentration has been developed for the North Pacific

ocean (Aranami and Tsunogai, 2004). Little testing for such parameterisations have been done to this point for the Southern
Ocean, in part due to very limited observations. Hewever-this-tsseen-This should be viewed as a starting point for develop-
ing online DMS in the ACCESS-OM?2 model. Furthermore, as Bhatti et al. (2023) notes, time-varying datasets are seen—as
preferable over the fixed monthly climatologies given their ability to represent day-to-day fluctuations of the DMS production.
The OM2 parameterisation considers two regimes based on the ratio of chlorophyll-a concentration (C’H L in mg m~?) to the
ocean mixed layer depth (M LD in m), as shown in Equation 7 below from Bock et al. (2021). Chlorophyll-a concentrations
are caleulated-offline-diagnosed in ACCESS-OM2 assuming a fixed nitrogen-to-chlorophyll ratio following Oke et al. (2013).
Under a low ratio, DMS concentrations depend only on the M LD, where DMS concentrations are considered to be more
diluted with greater M L Ds. Only under a high ratio, where either high C'H L. or moderate-low C' H L and a shallow M LD,

did the authors find that DMS was correlated with C'H L, hence necessitating the two conditional equations.

60 . CHL
DMS — 3 VLD if: o <0.02 o

55.8- SHL 1+ 0.6 if: THE >0.02

3.3 Field Observations

The ACCESS-AM?2 model aerosol scheme was evaluated against a number of observations from field campaigns carried

out on research vessels and at land-based research stations. Most of these observations have been described, collated, quality
controlled, harmonised and evaluated in Humphries et al. (2023). The Humphries et al. (2023) paper provides the first seasonal
and latitudinal description of Southern Ocean aerosol properties, providing an ideal basis from which to perform a modelling.

A map showing the tracks for vessel-based campaigns and locations of research stations in shown in Figure 2. Measurements
of N10 number concentrations, and CCN concentrations at 0.5% supersaturation were used as these variables were available

for most observation sources. Brief summaries for each of the field campaigns and their respective instruments and operations

are provided below, while much greater detail can be found in the Humphries et al. (2023) paper.

10
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Figure 2. Overview of the field observations used in this work. Blues (CAPRICORN 1 and 2), green (Cold Water Trial) and greys
(Ice2Equator and PCAN) shows measurements from campaigns aboard the RV Investigator, red illustrates the MARCUS campaign while
yellow shows the CAMMPCAN campaign, both aboard the RSV Aurora Australis. The ship voyage tracks are the daily mean ship location.
In black are the locations of the land-based stations of kennaeekKennaook/Cape Grim (square), on Tasmania’s north-west coast, and Mac-

quarie Island in the middle of the Southern Ocean (triangle) and Syowa (circle) on the Antarctic coast.

3.3.1 RWVIResearch Vessel Investigator

The Research Vessel Investigator (RVI) is a marine research vessel which has included *underway—‘underway’ (automatic
observations taken continuously while the ship is operating) N10 and CCN measurements since 2015. The RVI is also the
world’s first World Meteorological Organisation Global Atmosphere Watch (WMO GAW) mobile station capable of undertak-
ing continuous atmospheric composition measurements. Aerosol number concentrations (including N10) are measured using
a modified condensation particle counter (TSI CPC model 3772, Shoreview, Minnesota, United States) while CCN number
concentrations are measured using a CCN counter (CCNC, Model CCN-100, Droplet Measurement Technologies, Longmont,
Colorado, United States). The CPC on the Investigator operates at a frequency of 1 Hz which was used to calculate daily medi-
ans for the analysis. The CCNC sampled 1 Hz CCN at 1.0, 0.6, 0.5, 0.4, 0.3 and 0.2% supersaturations sequentially, resulting
in 10 minutes at each setting and the sequence repeated hourly. The atmospheric instruments on the RVI can be affected by
exhaust emissions from the ship’s engine combustion and waste incineration. The RVI aerosol data therefore must be exhaust
filtered using the algorithm described in Humphries et al. (2019), and manually reviewed in order to identify and remove
periods when ship exhaust had been sampled.

The observations used in this study have been made during specific atmespheriefocused-atmospheric-focused voyages,
after which stringent quality control has been undertaken. These voyages include the Cold Water Trials ever-during January-
February 2015; Polar Cell Aerosol Nucleation (PCAN) over-during January-March 2017; Ice2Equator ever-during April-June
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2016; and Clouds, Aerosols, Precipitation, Radiation, and atmospheric Composition Over the southeRn oceaN (CAPRICORN)
1 and CAPRICORN 2 which occurred ever-during March-April 2016 and January-February 2018, respectively. These voyages
are described in more detail in Humphries et al. (2023). We-note-that-CCN data is available for all voyages, but N10 data
was not available for PCAN, CAPRICORNI1 and Ice2Equator. We have limited Ice2Equator data to south of 47.5°S to avoid

terrestrial influence from New Zealand.
3.3.2 MARCUS

During the period of October 2017 to March 2018, the Research Survey Vessel Aurora Australis (RSV AA) hosted the Mea-
surements of Aerosol, Radiation and Clouds over the Southern Ocean (MARCUS) campaign. The MARCUS campaign utilised
the Atmospheric Radiation Measurement (ARM) project Mobile Facility including the Aerosol Observing System (Uin et al.,
2019), which was deployed on the RSV AA to make observations across the Southern Ocean and in sea ice zones as the ship
completed resupply voyages between Hobart and the Mawson, Davis, Casey and Macquarie Island stations (McFarquhar et al.,
2021). During MARCUS, the Aerosol Observing System collected measurements of aerosol number concentrations using a
CPC (TSI CPC model 3772, Shoreview, Minnesota, United States) sampling at a frequency of 1 Hz (Humpbhries et al., 2021a).
A CCN counter (CCNC, Model CCN-100, Droplet Measurement Technologies, Longmont, Colorado, United States) was used
to determine CCN concentrations at supersaturations of 0.0, 0.1, 0.2, 0.5, 0.8 and 1.0% for 10 minutes each over an hour
(Humphries et al., 2021a). Due to the setup of the ARM equipment near the RSV AA exhaust pipe, a majority of the observa-
tions were exhaust contaminated and required filtering (Humphries et al., 2021a). The data were exhaust filtered using an-the
exhaust identification algorithm outlined in Humphries et al. (2019), and then manually using air composition data (Humphries
et al., 2021a).

3.3.3 CAMMPCAN

In the following summer the RSV AA completed the same re-supply voyages from October 2018 to March 2019 with the
Chemical and Mesoscale Mechanisms of Polar Cell Aerosol Nucleation (CAMMPCAN) campaign onboard, including the
Atmospheric Integrated Research facility for Boundaries and Oxidative eXperiments (AIRBOX) mobile facility. The CAMM-
PCAN campaign hosted a CPC (TSI CPC model 3772, Shoreview, Minnesota, United States) sampling at a frequency of 1 Hz,
and a CCNC, Model CCN-100, Droplet Measurement Technologies, Longmont, Colorado, United States) to measure CCN
concentrations at supersaturations of 0.0, 0.1, 0.2, 0.5, 0.8 and 1.0% for 10 minutes each over an hour. Black carbon measure-
ments at 5 minute averages were used to initially filter the data for ship exhaust influence, with a threshold value of 70 ngﬁm’3
used. Following this, the same exhaust filtering as described in Humphries et al. (2019) were applied to these data. Manual

inspection and filtering of the resultant data was then completed using concurrent CO and €62-CO5 measurements.

3.3.4 kennaook-Kennaook / Cape Grim
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kennaook-Kennaook / Cape Grim (KCG) is an atmospheric monitoring station located in the northwest of Tasmania (40°41°S,
144°41’E) that has been operating since the mid 1970s (Gras and Keywood, 2017). The KCG station is positioned on a cliff
94 m above the sea level to maximise observations from the Southern Ocean which represents primarily pristine marine air
that are-is mostly unaffected by anthropogenic influences (Gras and Keywood, 2017). Atmospheric particle sampling proce-
dures at KCG generally follow the WMO GAW Aerosol Programme Recommendations (World Meteorological Organization
(WMO), 2016). Measurements of aerosol number concentrations were made using a set of condensation particle counters
(TSI 3760/TSI 3010) running at a frequency of 1 Hz and averaged over minutely intervals (Gras and Keywood, 2017). CCN
concentrations primarily at 0.5% supersaturation were measured using a CCN counter (CCNC, Model CCN-100, Droplet Mea-
surement Technologies, Longmont, Colorado, United States) (Gras and Keywood, 2017). N10 measurements were available
for the period 2016-2018 while CCN data was available for 2015-2018. Further station descriptions for KCG are provided in
Gras and Keywood (2017). The data presented here is the baseline filtered data {as-deseribed-in—Gras-and-Keywood; 20475
identifying-onty-air(as described in Gras and Keywood, 2017). Baseline air is considered the worlds cleanest air, as unaltered

by human activity as physically possible. At KCG, baseline air is identified as air that has come from the Southern Ocean
where the wind direction was between 190 and 280 ° and the radon concentration (a marker of terrestrial influence) is below

100 mBq.
3.3.5 Macquarie Island

Macquarie Island (MB-is located at 54.5°S, 158.9°E and is the site of a year-round research station. The position of M}
Macquarie Island in the Southern Ocean makes it a suitable location for monitoring cloud, radiation precipitation and aerosol
properties over the region. The MI-Macquarie Island research station hosted the Macquarie Island Cloud and Radiation Exper-
iment (MICRE) which ran from March 2016 to March 2018. Measurements of N10 were made using a modified condensation
particle counter (TSI CPC model 3772, Shoreview, Minnesota, United States) at a frequency of 1 Hz which were averaged to
hour intervals. A CCN counter (CCNC, Model CCN-100, Droplet Measurement Technologies, Longmont, Colorado, United
States) was used was used to determine CCN concentrations at supersaturations of 0.2, 0.3, 0.4, 0.5, 0.6, 1.0% each hour. The
detatled-aerosolaerosol measurement set-up is described in Humphries et al. (2023). A campaign report for MICRE is provided
in Marchand (2020) and McFarquhar et al. (2021), which includes a summary of the experiment objectives and instruments

used.
3.3.6 Syowa

Syowa Station is an Antarctic research station located on East Ongul Island in Lutzow-Holm Bay (69.0°S, 39.0°E). The

station is coastal and surrounded by seasonally varying sea-ice year round. A detailed description of S¥O-Syowa and the

station operations is provided in Hara et al. (2011, 2021). The station operates several CPCs (TSI model 3010, Shoreview MN,
USA) that have been collecting aerosol measurements since 1997. For-this-study-only-aerosol-measurementsfrom20+5-were

Measurements of N10 were available as daily means and medians. Measurements of CCN were not available. The S¥O-Syowa
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data was included to provide a long term, high latitude record of aerosol number concentrations that could be contrasted with
northern and mid-latitude stations of KCG and MiMacquarie Island. The data for S¥©O-Syowa is publicly accessible in Hara
(2023).

3.4 Analysis methods

3.4.1 Aerosol evaluation

N10 has alse-been chosen for analysis over other size cutoffs given its availability across voyages/stations. The CCN measured
at a supersaturation of 0.5% is the most commonly measured saturation across all campaigns used in this study, allowing for

consistent comparison. Hewever-the-The model does not provide CCN diagnostics at a specific supersaturation, but provides

he-size-distributionfrom-which-we-can-—calculate N-activation-dry-diametersCCN at selected dry diameters. The modelled

size distribution can be used to calculate CCN at any particular activation diameter. To identify an equivalent activation diameter
for the 0.5% supersaturation, we have used the method described in Petters and Kreidenweis (2007) Equation 10 and Table 1

to identify a suitable hygroscopicity parameter (kappa) from which we can calculate the critical activation diameter. We have
assumed that the majority of model aerosol is internally mixed HoSO,, i.e most aerosol have a coating of H,SO,4 and therefore,
kappa = 0.9. This results in a dry diameter of approximately 40 nm. The mean daily CCN40 particle concentration (aerosol
particles with a dry diameter greater than 40 nm) was then calculated from the model size distributions. Our method is inline
in line with assumptions made in previous GLOMAP-mode studies (e.g. Mann et al., 2010). However;-wenote-that-we-also
tested-the-activation-Activation ratios with an externally mixed assumption for the modelled aerosol s—which-gave-were also
tested, giving an activation diameter of 35 nm, which we believe to be unrealistic for this region (Fossum et al., 2018). The full

workflow for these tests can be found in the linked GitHub repository for this work.

Aerosol-evatuation-was The calculation for estimating a critical diameter for a given supersaturation is imperfect and does
increase the uncertainty of our results, We have also tested the critical diameter at CCNS0 (which more closely matches
observed aerosol populations at 0.5% super saturation (Fossum et al., 2018)), which showed better results near Kennaook/Cape
Grim (no longer overestimated), and marginally worse results elsewhere. However, our critical diameter calculations were
consistent in reporting 40nm as the cut-off for the modelled acrosol size distribution, and hence we have shown only these

results.

Aerosol comparisons were performed only on the days in which observational data was available, ensuring a like-for-like
in_space and time). The linearly interpolated model gridbox for each location (see Section 3.4.2 was used to perform the
comparisons. This is also true for KCG, where choosing a gridbox to the south-west of the station, as is normal practice for

comparison -
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this location when studying baseline airmasses (which are not influenced by terrestrial air), resulted in poorer performance.

This could be due to the fact that moving even one gridbox away diagonally, in a very coarse resolution model, is enough
to change the synoptic circulation compared to that experienced at the station. We also recognise that at KCG we have not
performed a similar baseline filtering to the model {data, in part due to lack of radon in the model );-but-have-applied-the

he-(see Section 3.3.4 for details). Instead we we have matched
the model data to the available daily mean baseline-filtered observations. This may introduce some bias given the coarse

resolution of the model. feovrer—m—aiindb e e e e e e e e e e b e e

ut given the model is nudeed to ERAS5, we expect the large scale flow to be accurate
Uhe and Thatcher, 2015; Telford et al., 2008).

3.4.2 StatistiealMethoedsData processing

Model data was extracted by linearly interpolating model grid coordinates using the inbuitt-pythenXarrayfunetion-python
Xarray library (Hoyer and Hamman, 2017) to the mean daily latitude and longitude locations of the observations.

Schutgens et al. (2017) recommend collocating model and observational data at hourly intervals to reduce representation
error, However, for these simulations this approach was not feasible. The data was grouped by latitudinal sectors defined in
Humphries et al. (2023). The sectors are defined as a northern region (<45°S), the mid-latitudes (45-60°S), a sub-polar region
(60-65°S) and the Polar Cell (>65°S). Quantitative summaries of all our results can be found in the published code linked to
this paper (see Code and Data Availability).

3.4.3 Radiation evaluation

We have used the top of atmosphere outgoing shortwave radiation from the Clouds and the Earth’s Radiant Energy System
(CERES) SynlDeg product (Doelling et al., 2013, 2016). More information on this product and its use for this study can be
found in Fiddes et al. (2022). The radiation evaluation was carried out for the full 5 year period, as satellite products are also

available over this time.

4 ACCESS-AM2 Aeroselaerosol evaluation and sensitivity testing

In this section we show that the ACCESS-AM?2 model strongly underestimates both the N10 and CCN concentrations, which
oints to issues with the model’s ability to accurately represent the aerosol population. The results will be analysed and
interpreted together in Section 6.

4.1 N10

he-Figure 3a-c shows the modelled and
observed N10 concentration seasonal cycle for KCG, MI-Macquarie Island and Syowa. For KCG, the model underestimates

the baseline observations by 53% on average, with the largest relative underestimations in winter (60%) and the smallest in
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Figure 3. The monthly and annual median concentrations of daily mean N10 for-at (a) kennaeekKennaook/Cape Grim (KCG), (b) Macquarie
Island and (c) Syowa and the seasonal medians for voyage data by latitude (d) north of 45°S , (e) 45-60°S, (f) 60-65°S and (g) south of

65°S. For alithe annual station data in a), b) and ¢) and the seasonal data in d), e), f), and g) the 25th and 75th percentiles of the daily mean

N10 are shown by the shaded range. For the monthly data in a, b and ¢) the 25th-75th percentiles are just shown for the observationsand-,
control run and the experimental run PMO+H22. The observations are shown in black, while each of the model simulations are shown in

colour including the control (blue), BL NPF (light red), H22 DMS (green), OM2 DMS (dark red), PMO (yellow), PMO + H22 (navy) and
SSA Gust (teal). We-note-that-for KEG-in-In (a) the BL NPF simulation at KCG shows N10 values that exceed 1500 cm m~?2 in the warmer
seasons which we believe to be unrealistic, hence we have limited the y-axis for readability. We-also-rote-that-the-The number of observations

making up the voyage values are shown in the x-axis labels in parentheses.
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autumn (41%). The control run does appear to capture a seasonal cycle (see Figure 3a), hewever-though it is not as pronounced
as the observations. The timings of the seasonal minima and maxima have been correctly simulated. The standard deviation

of the daily mean N10 is also underestimated on average, where the control run for KGC has a mean standard deviation of

123 cm~? compared to 342 cm™2 in the observations. The small variance in the model compared to the observations can also

be inferred by the range of the 25-75th percentiles.
For MiMacquarie Island, the control run underestimates the observations by 69% throughout the timeseries, with summer

being the most underestimated (71%) and spring the least (64%). The eentrolrun-alse-model’s seasonal cycle is flat compared

to the observations, indicating both missing sources of aerosol and missing seasonal processes. The control run does not
capture the seasonal minimaat-the-eerreettime-of-year, which in the observations is shown in May after a steep decline through

°Q

autumn, whilst for the model is shown in June (Figure 3b).

S

adicatine-both-n no-sourees-of-aerosola have-Note that there

are limited observations (only two seasonal cycles and that there is greater observed variability (as shown by the
shading) during winter. The model again shows little variance in the winter periods, with larger variance in the summer. On

average the standard deviation is observed to be 198 cm™* for M¥-Macquarie Island and simulated to be 68 cm™3.

Finaly-Syowa, the statton—furthest-southmost southerly station, shows the largest bias in aerosol concentrations from the
model, with an overall underestimation of 78%, which is largest in winter and autumn (both 81%), and smallest in summer
(74%). Stmilar-to-MI-Syowa has a minimum in May-June that is not captured by the model, which simulates the minima in
Augustinstead, although is generally low from May-August. The summertime maxima at Syowa is shown in the observations
to occur in February, whilst is simulated in the control in December (Figure 3c). This may be due in part to the model’s
treatment of sea ice and its influence on aerosol formation. On average the standard deviation of N10 for Syowa is simulated to
be 66 cm—2 compared to the observed 427 cm 3. The significant underestimation of N10 and the flat seasonal cycle at Syowa
points to a considerable underestimation of smal-sized-small-sized aerosol in the pelar-Antarctic region, likely a missing
source, such as new particles formed from biogenic precursors.

Figure 3d-g shows the seasonally and latitudinally grouped N10 medians for all the voyages. The control run (light blue)
underestimates N10 in all seasons and latitudes. It also has considerably less variability (retshewnas indicated by the 25-75th
percentile range), although we-note-the there is a very small sample size in some instances (shown in x-axis labels). The largest
underestimation occurs in DJF for all regions: 74%, 72%, 74% and 71% from north to south;-theugh-we-alse-note-that-, DIF

has the most observations of all seasons.

4.1.1 Impact of sensitivity testing on N10

We now consider the experimental rarssimulations. At KCG, switching on BL NPF (light red) has a very strong impact across
throughout the year, with the N10 concentrations going from an annual underestimation of 53% to an over estimation of 290%.
For the veyage-based-voyage-based observations north of 45°S (Figure 3d), we can also see a large increase in N10 across
all seasons compared to the control, with the largest being in spring, though we-nete-there are very few observations. For
DJF, the BL NPF simulation is-now overestimates the northern voyage observations by 33%. For the same season at KCG the
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the relative simplicity of the GLOMAP-mode BL, NPF scheme (a binary scheme outlined in Section 3.2.1), the influence of
terrestrial airmasses (which contain emissions of VOCs that mediate the BL NPF, despite our efforts to filter these influences
out) or aerosol pre-cursors. A more complex NPF scheme, such as those discussed in the Introduction may yield more realistic
results, while greater investigation into the observed and modelled aerosol and aerosol precursors is called for in the region.
For MIMacquarie Island, the inclusion of BL NPF increases the N10 concentrations marginally (underestimated by 61%
compared to control of 69%). ME-Macquarie Island is a small island in the-SO;is-influenced-by-—marine-biogenic-activity;
fheﬂghwve—nefe—fha%ﬂﬁﬁ%ﬂeﬁﬂ%efypfedueﬁv&a region of the SO according-to-the-Lanaetal (20t elimatology(DMS
that has relatively low DMS
Ww@%wma lack of simulated
VOCs to help-mediate NPF-plays-a-rolemediate NPF likely explains the small response found when BL NPF is turned on.

Similar marginal results are found in the mid-latitude voyage data (Figure 3e).

For Syowa, turning on BL NPF has little impact. This result is unsurprising given the NPF mechanism being employed in the
model, which as discussed earlier, is an organically-mediated-organically-mediated mechanism, relying on prescribed monoter-
penes, which are at their largest over terrestrial regions (excluding Antarctica). Recent literature has shown that VOCs, such
as isoprene, are important for-in the pristine marine environments of the Southern Ocean (Ferracci et al., 2024), especially in
the marginal ice zones (MIZ) where biogenie-biological activity is high. However-these-emissions-are-currently-not-considered
by-GLOMAP-modeThese emissions are not currently considered in ACCESS. Additionally, the biological activity associated
with sea ice is not explicitly included in the DMS climatologies, suggesting a potential missing source —This-is-akey-areafor
development-for-GEOMAP-mode—of sulfur,

Turning on PMO (yellow), which adds an additional source of aerosol into the Aitken mode, results in little change to the
model performance in terms of N10. A small reduction in aerosol number across all stations and most voyage observations
compared to the control run is found, moving further away from the observed N10 values. The addition of PMO aerosol may
increase the rate at which aerosol are coagulating and growing, reducing the overall number of smalersized-smaller-sized
aerosol, and resulting in fewer overall, but largersized-larger-sized aerosol. This is found across all regions and seasons.

The original Kettle et al. (1999) DMS climatology in the Control* simulations shows larger N10 values in the summer
months for most regions whilst having minimal impacts at other times. This is especially the case for high latitude regions
where the summertime DMS concentrations are very large compared to the more recent climatologies. The OM2 climatology
(maroon) reduces the aerosol concentration for all sites and voyage points compared to the control. This suggests that the
simple parameterisation used is not suitable for the Southern Ocean despite being a daily, time-varying climatology. We-alse

note-that the-corretation-Correlation values between the observations and simulations do not significantly improve between the
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control and OM2 simulations. The H22 DMS climatology (green) increases N10 concentration for all stations and latitudes
largely in the warmer months and shoulder seasons, reflecting a slight improvement compared to the control run.

Increasing the SSA flux (teal) by using the wind gust instead of the mean wind speed again has only marginal results for the
N10 concentrations, with the largest increases seen at MEMacquarie Island and the mid-latitude voyage band. At MI-Macquarie
Island the annual bias goes from 69% underestimated to 55%, while a decrease in the N10 bias by 4% is found at KCG and
no change is found at Syowa. In the high latitude voyage data the SSA flux changes reduce the model’s skill in producing N10
aerosol by approximately 17% in SON, with little change in DJF.

Finally, we present a PMO simulation combined with the H22 DMS climatology, with the flux sealed-baek-scaling reduced
to 1.0 x(from 1.7 x-in the control) in navy. The combination of a scaled back sulfur source and an additional source of Aitken
sized-Aitken-sized aerosol to act as surfaces for condensation has resulted in fewer N10 sized-aerosol across all stations (an
annual increase in bias of between 5-11%). A similar result is found for all voyage data. This has a number of implications, for
example: that the source of biogenic precursor gases may be too low across all regions; that the SSA or PMO sources should
include some aerosol at smaller sizes; or that nucleation mechanisms are incorrect. A detailed study with a comprehensives
suite of size and compositionally resolved observations in combination with the simulated budget terms for the aerosol (eg.

mass transfer across modes) is required to disentangle these processes.
42 CCN

We now consider the farger-sized-larger-sized aerosol range, examining observed CCN at 0.5% supersaturation (following
Humphries et al., 2023), which we compare to CCN40 in the model. We recognise that the assumptions made to compare these
two fields are imperfect-howeveruntt-. Until observed size distributions are available, from which we can apply the same
cut-off, our method is the best achievableavailable.

For baseline KCG observations, as shown in Figure 4a, the control run overestimates the observations by 20%. The control
run simulates the monthly minima in July, compared to August in the observations and has flatter wintertime dip in CCN
concentrations. It captures the January maxima well. The annual standard deviation is 99 cm ™~ compared too-to the observed
69 cm~3.

For MI-we-ean-see-thatMacquarie Island, the model performs far worse eempared-to-than KCG, with an overall underesti-
mation of 58% and a standard deviation of only 29 cm~? compared to 100 cm~3. The model correctly simulates the summer
time maxima in January, but struggles to get the observed minima correct (October in observations compared to May). In the
observations, Humphries et al. (2023) neted-show a significant wintertime peak in CCN concentrations (Figure 4b). The au-
thors speculated that this could be due to increased sea spray aerosol associated with higher winds during the winter. However,
they noted that a large part of the second winter season was missing so we-cannotrile-out-the-possiblity-the possibility of this
peak being due to a few outlier events cannot be ruled out. Given the limited availability of wintertime data we cannot say if
the frequency of large, individual events is common or not for this time of year. The control run shows a very small wintertime
peak for the same period, but of much smaller magnitude to what was observed, which could indeed be driven by sea spray 5

or long range transport of aerosol.
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Figure 4. The monthly and annual median concentrations of CCN40 for-at (a) kennaeokKennaook/Cape Grim (KCG), (b) Macquarie Island
and (c) Syowa and the seasonal medians for voyage data by latitude (d) north of 45°S , (e) 45-60°S, (f) 60-65°S and (g) south of 65°S. For

attthe annual station data in a), b) and ¢) and the seasonal data in d), €), f), and g) the 25th and 75th percentiles of the daily mean CCN40
are shown by the shaded range. For the monthly data in a, b and c) the 25th-75th percentiles are just shown for the observationsand-, control

run and the experimental run PMO+H22. The observations are shown in black, while each of the model simulations are shown in colour
including the control (blue), BL NPF (light red), H22 DMS (green), OM2 DMS (dark red), PMO (yellow), PMO + H22 (navy) and SSA
Gust (teal). We-note-that-there-are-ro-No CCN observations are available for Syowaand-that-the-, The number of observations making up the
voyage values are shown in the x-axis labels in parentheses
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For the voyage data, Figure 4d-g, the control run shows a general underestimation of CCN compared to the observations in
all seasons and regions with a robust sample size. The results for the summer months in the northern-most latitudes have the
best accuracy, +7being 19% underestimated, although again—we-nete-there is a small sample size for these statistics. For the
remaining regions, all seasons are more strongly underestimated, with summer generally the strongest (58%, 63% and 69% for
the mid-latitudes, sub-polar and polar regions). Autumn in the mid-latitudes is approximately 4243% underestimated, with the

remaining seasons and regions having too few data points for robust statistics.

4.2.1 Impact of sensitivity testing on CCN

For the experimental simulations, at KCG, the BL. NPF simulation (light red) results in a large increase in CCN in the summer
(peak in February) and spring (peak in October), with little change in the early winter months, indicating a strong signal likely
due to biogenic activity. This strong signal is not as pronounced as that of the N10;-the-comparison-of-which-will-be-discussed
in-the-nextseetion—ForME, For Macquarie Island, turning on BL NPF has only a small effect on these targersized-larger-sized
particles, underestimating observed CCN concentrations by 54% (compared to 59% in the control). Similarly, for Syowa,
despite no observations to compare with, we can see that turning on BL NPF does not greatly impact the CCN concentrations
compared to the control simulation. For the voyage data, the largest effect of the BL NPF is found in the nerthern—mest
northernmost latitudes.

Turning on PMO has a greater impact on CCN, resulting in more €EN46-sized-CCN40-sized particles across all stations and
voyage data with a robust sample size. The PMO simulation makes a strong contribution towards improving the MIF-Macquarie
Island CCN concentrations from 59% underestimated in the control to 48%, while at KCG, it increases the overestimation by
3%. For the voyage data, the PMO reduces the overall bias from 17% underestimated to 2% overestimated in the northern
region, from 49% to 33% in the mid-latitudes region, from 64% to 47% in the sub-polar region and from 71% to 60% in the
polar region.

The three changes to the DMS climatology have a much reduced impact on the CCN compared to the previous perturbations.
For the Control* simulations, the annual CCN concentrations are similar to the control, with some seasonal variation. For the
OM?2 DMS elimatologysimulation, across all stations and voyages we see a general reduction in CCN throughout the year,
again indicating that this elimatology-is-notfitforpurposerepresentation of DMS is not appropriate for use. For the H22 DMS,
the CCN concentrations are generally similar to the control throughout the year in terms of seasonal cycle and magnitude. In
spring we see marginally increased CCN in the station and voyage data.

Increasing the SSA flux led to large increases in CCN at MIMacquarie Island, where in the control, CCN was underestimated
by 59%, but is only 20% below the observed in the SSA run. This increase in CCN (approximately 2 x) is inline-in line with
that suggested by Regayre et al. (2020). However,we-note-that-the-The region of interest in Regayre et al. (2020) is south of
Mil-wheretess-differences-are-foundMacquarie Island, where differences are smaller. The largest increases at Mi-Macquarie
Island are found during the winter. For the other stations, increases in CCN are also found but not of the scale as that seen at

MIMacquarie Island. KCG is overestimated by 30%. At Syowa the annual median increased from 18 ¢cm =3 to 25 em ™2 (noting
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no observations to compare against at this location). For the voyage data, the SSA gust simulation generally improves the CCN
representation, especially in the mid-latitude and sub-polar regions summer and autumn Figure 4e-f.

In the PMO+H22 simulation, an improvement in CCN compared to the control simulation is found for all stations and
voyages. It provides a smaller increase in CCN compared to the PMO only simulation in most marine regions (eg. at MI
Macquarie Island the bias is only reduced by 3% for PMO+H22, compared to 10% for PMO only), and reduced the CCN
overestimation at KCG to just 6%. We suggest that these differences likely reflect the reduced scaling of the H22 DMS
climatology from 1.7 to 1.0. We note-find that the H22 climatology (scaled by 1.7) compared to the Lana climatology in the
control (also scaled by 1.7) was found to have little impact on over all CCN concentrations. By scaling the DMS emissions
back to 1.0, precursor gases are reduced potentially lowering the number of aerosol available to grow, or reducing the volume
of condensable vapours to grow small aerosol particles to CCN sizes. This finding demonstrates the importance of considering

a-system-as-a-whole-where-how different aerosol sources can impact upon the potential of others to grow to climate relevant

sizes. et erthe s et g with the abundance of n erosol, the interplay--and region

4.3 CCN/N10 activation ratios

Fo-bring-theresults—of N10-and-CEN-into-context;—we-We now look at the activation ratios derived from the two aerosol

size ranges, shown in Figure 5. Activation ratios, where CCN is divided by the N10 concentration, are a measure of what
fraction of the aerosol population can activate to be of relevance to clouds and radiation. A larger activation ratio indicates that
most-more N10 can serve as CCN, indicating a larger-sized-larger-sized population (larger Aitken and accumulation mode).
Lower activation ratios can indicate a smalersized-smaller-sized population (nucleation or Aitken mode). As well as giving
information about the size of the aerosol population, activation ratios can provide some information about the composition
(Mallet et al., 2017). Activation ratios are useful to look at when aerosol size distributions are not available.

For KCG (Figure 5) lower observed activation ratios during the warmer months indicate the presence of secondary aerosols
being formed from precursor gases into the smaller modes (Humphries et al., 2023). In the cooler months, the lack of these
precursor gases results in a larger population size dominated by sea spray giving a higher activation ratio. In comparison,
each of the model runs-simulations present a relatively flat seasonal cycle of activation ratio, missing entirely the wintertime
peak. The larger activation ratio in the control run compared to the observations reflects the significant underestimation of
the smalersized-smaller-sized N10 particles, compared to the CCN which was better captured, although overestimated—For
Mialso underestimated. For Macquarie Island, the activation ratio is also overestimated by the control. The control simulation
does show a more well-defined seasonal cycle and is within the range of observed variability in the second half of the year.
The largest (wintertime) ratios in the control and observations indicate a change of influence from secondary aerosol sources to
primary sources such as sea spray. We-note-that-although-during-During winter months at MI-Macquarie Island the model does
not reproduce the wintertime peak in CCN, compared to the observed, the activation ratio seasonal shape remains somewhat

consistent with the observed.

~Finally, for the voyage
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Figure 5. The monthly and annual median activation ratios (CCN40/N10) for at (a) kenraookKennaook/Cape Grim, (b) Macquarie Island
and (c) Syowa and the seasonal medians for voyage data by latitude (d) north of 45°S , (e) 45-60°S, (f) 60-65°S and (g) south of 65°S. For
alithe annual station data in a), b) and ¢) and the seasonal data in d), ¢), ). and g) the 25th and 75th percentiles of the activation ratios are
shown by the shaded range. For the monthly data in a, b and ¢) the 25th-75th percentiles are just shown for the observationsand-, control

run and the experimental run PMO+H22. The observations are shown in black, while each of the model simulations are shown in colour
including the control (blue), BL NPF (light red), H22 DMS (green), OM2 DMS (dark red), PMO (yellow), PMO + H22 (navy) and SSA
Gust (teal). We-nete-that-there-are-no-No CCN observations are available for Syowa and hence no observed ratio;simitarty-there-, There are
no concurrent days of N10 and CCN at Macquarie Island for the month of May.
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data with a robust sample size (primarily summertime), the activation ratios for the control run compared to the observations

is in most cases overestimated, except for in the high latitudes where it is underestimated.

4.3.1 Impact of sensitivity testing on the activation ratio

For the experimental simulations, for both the voyage data and stations-station data broadly, the PMO (yellow), PMO+H22
(green) and SSA gust (teal) simulations have acted to increase the CCN closer to that of what is observed for most regions
except that of KCG and the northern most voyage data—This-made-, while having only a small impact on the N10 ;—with
marginal-inereasespopulation. This is reflected in the activation ratios, which have in general increased above that of the

control simulation, and moved further away from the observed. This highlights the model’s inability to correctly capture the

aerosol size distribution. The BL NPF simulation in most cases, particularly for the northern regions, reduces the activation

ratio, demonstrating its large production of small-sized aerosol, which we suggest is unrealistic.
Our analysis has shown that the ACCESS-AM2 model, with GLOMAP-mode, in general does a poor job of representing

aerosol populations in the Southern Ocean, with the only exception being KCG CCN, although that is still overestimated. As
stated above, despite improvements to the CCN (although less so for the N10) shown for some of the experiments (eg. PMO,
PMO+H22 and SSA gust), we see a worsening of the activation ratios, suggesting that the aerosol scheme is not reflecting
the reality of the Southern Ocean aerosol and the microphysical processes that govern it. One-way-to-better-A better method
to diagnose these biases would be with a comparison to size distribution data, hewever;-though at this time observed size
distributions are available-only-only available for a few individual ship campaigns, and not for the stations of interest during
this time period. An-Large-scale analysis of modelled aerosol size distribution compared to observations is plannedon-a-targe
seale-basis—such-as—in-this—study-once-more-observations—are—avatlable. There is also work underway exploring individual

campaigns.

5 Impacts on radiative forcing

A number of the experiments presented in this work have made a small but generally positive impact on the CCN (less so
for the N10) for the marine and Antarctic regions studied. Before we can recommend their adoption for future releases of
the model, we must consider their global impacts. In this sense, we are most interested in the impact of CCN, which are of
a climatically relevant size, on the radiative balance of the Earth. As discussed in the introduction, the Southern Ocean has a
persistent radiative bias, allowing too much sunkight-shortwave radiation to reach the surface during austral summer, in part
as a result on incorrect partitioning of cloud phase. Significant-work-has-previously-been-done-to-explore-Previous work has
explored this radiation bias in the version of the ACCESS-AM?2 model evaluated here. Fiddes et al. (2022) showed that the
liquid water path in the model was significantly underestimated, while the ice water path was overestimated. Fiddes et al.
(2024) further suggested, using machine learning, that improvements in the model’s liquid water path would have the most

impact on reducing the radiative bias. Here we explore if the improvements to CCN have resulted in changes to the radiative
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a) Control - CERES b) Control* Control c) BL NPF - Control d) OM2 DMS Control

RSUT W m—2

Figure 6. The annual mean radiative changes for the top of atmosphere shortwave upwelling radiation (RSUT) in W m~2 for a) the control
minus the CERES satellite, and for the experimental simulations the difference from the control for: b) Control*, c) BL NPF, d) OM2
DMS, e) PMO, f) H22 DMS, g) PMO+H22 and h) SSA gust. For plots b-h) the zero contour line of plot a) is shown to indicate where the

observational bias changes sign.

bias, via the liquid water path. W
cation: o brevitywill . hernhere.
Figure 6 shows the annual mean shortwave up-welling-upwelling top of atmosphere radiation (RSUT) bias (a), and the

changes from the control simulation for each of the experiments (b-h). The contour lines represent the threshold of positive
to negative observed biases (as seen in a). Table 2 shows the change in bias from the observed for the annual mean and
summer time over a number of regions. We-note-Note that the regions defined in the table are not the same as those defined
by Humphries et al. (2023) and used in the sections above, but match those defined in Fiddes et al. (2022) in relation to the
radiative bias.

The four-runs-three simulations that are considered to be the *‘best’ in terms of improving CCN are PMO, PMO+H22 and
the SSA gust simulations. Here we can see that the PMO simulation Figure 6e has little impact on the radiative bias annually,
while the combined PMO+H22 (Figure 6g) simulation has a positive change over the Southern Ocean and a weakly negative
change elsewhere. The annual polar region radiation bias is reduced from -3.43 W m~2 to -2.18 W m~2, while the global mean
only increases by 0.2 Wm™2. The SSA gust simulation, despite dramatically reducing the polar region bias to -0.85 W m~2,
shows an overall increase in the amount of reflected shortwave radiation mostly in regions outside of the petar-Antarctic region
(Figure 6h), almost doubling the global radiative bias from 2.40 W m~2 to 4.65 W m™2

Figure 7 shows the liquid water path for the Control simulation and the subsequent differences from this for the experimental
simulations. The changes in the annual mean shortwave radiative bias are clearly closely linked to the changes found in

liquid water path, with the strongest increases over the northern parts of Southern Ocean for the SSA and H22 simulations
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Table 2. Mean outgoing top of atmosphere shortwave radiation bias (from the CERES satellite) for the annual and DJF periods, over four
regions: global, Southern Ocean (43-69°S), subpolar region (43-58°S) and polar regions (58-69°S), for each simulation. We have highlighted

in bold the best performing (according to the mean bias) simulation for each region/season

Annual DJF
Glob SO (43-69S) SP (43-585) P (58-69S) Glob SO (43-69S) SP (43-58S) P (58-69S)

Control 2.4 1.63 543 -3.43  0.18 -6.26 2.37 -17.78
Control* 232 1.87 5.49 295 024 -5.03 3.07 -15.84
BL NPF 2.89 1.94 5.87 33 031 -5.76 3.01 -17.45
OM2 1.85 -0.09 3.64 -5.06  -0.98 -10.93 -2.79 -21.78
PMO 2.37 1.7 5.44 -3.28  -0.03 -6.54 1.76 -17.62
H22 3.19 4.19 8.58 -1.65 1.33 -1.07 7.93 -13.06
PMO+H22 2.6 3.28 7.38 -2.18 0.4 -3.41 5.08 -14.72
SSA Gust  4.65 6.23 11.54 -0.85  2.69 1.12 11.18 -12.28

a) Control

F - Control

f) H22 DMS - Control

| ] L [
o] 20 40 60 80 100 120 -10.0 -7.5 -5.0 -25 0.0 2.5 5.0 7.5 10.0
LWP g m~2 Change in LWP g m—2

Figure 7. The annual mean liquid water path (kgg m™~?) for the Control run (a) and the annual mean difference in liquid water path between
the experimental simulation and the Control run for: b) Control*, ¢c) BL NPF, d) OM2 DMS, e¢) PMO, f) H22 DMS, g) PMO+H22 and h)

SSA gust. For plots b-h) the zero contour line of Figure 6a) is shown to indicate where the observational radiative bias changes sign.

of approximately 7.3% and 4.5% respectively. Increased liquid water results in clouds that are more optically thick, reflecting
more radiation back out to space. Similar responses were found for the liquid cloud fraction (an overall increase, though weaker
in relative terms), while insignificant positive changes were found for the ice water path (not shown).

If we consider the seasonal breakdown of the PMO+H?22 simulation only (Figure 8) we can see a clear improvement of the

summertime polar Southern Ocean negative radiative bias, going from -17.78 Wm™2 to -14.72 W m~2, with a degradation of
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Figure 8. The radiative changes for the top of atmosphere shortwave up welling radiation (RSUT) in W m~2 for each season (DJF, MAM,
JJA, SON from left to right) for the control minus the CERES satellite (top) and for the PMO+H22 experiment minus the conrtol (bottom).

For plots e-h) the zero contour line of plots a-d) are shown to indicate where the observational bias changes sign.

the positive bias in the northern region of the Southern Ocean (2.37 W m~2 to 5.08 W m~?2). Autumn (MAM) and winter (JJA)

season see little to no change in the top of atmosphere radiation, while we can see a positive change in spring (SON) over the

northern part of the Southern Ocean.

6 Discussion

The impact of the changes in aerosol on the radiation budget raises a—few—important discussion points. Firstly, the small
increase in outgoing shortwave radiation annually as a result of the H22 DMS climatology, particularly over the Southern
Ocean, indicates that even a small improvement in the representation of biologicatty-derived-biogenic aerosol sources can have
a meaningful impact on the global radiation budget. Combining H22 with PMO, another biologically derived aerosol source,
constratns-limits the increase in SW top of atmosphere radiation even further to the region of largest bias, reinforcing this
idea. It also demonstrates the internal complexity of the aerosol population and the need to consider it-as-a-whelehow each
component influences the size and composition of the entire burden, rather than as individual (compositional) populations.
The inclusion of PMO and the H22 climatology only marginally improved the N10 and CCN concentrations, hewever-they
de-peint-pointing towards opportunity for future work. For DMS, in the ACCESS model, a mask is applied over sea ice zones,
limiting the flux of DMS in accordance with the fraction of ocean covered by sea ice. However;research-Research has shown
that coastal Antarctica and sea ice regions are very biologically active and a large potential source of DMS (Trevena and Jones,
2012; Damm et al., 2016; Webb et al., 2019). None of the DMS climatologies incorporate DMS from sea ice (Lannuzel et al.,
2024) which can be a dominant source in ice-covered regions (Hayashida et al., 2020). Forthermorein-ACCESSthe-surface
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nttal-The masking of DMS by sea ice may inhibit the
otential of biological activity to influence the atmospheric composition. Representing this source of sulfate aerosol in the

650 model may lead to a further increase of N10 and CCN in this region and a reduction in the shortwave bias. We can see some
evidence of this impact if we look at the results of the Control* simulation, which, as shown, had extremely high summertime
DMS concentrations in this region. The Control* simulation had larger N10 than the control, but a lesser impact on CCN,
which resulted in only a small increase in outgoing shortwave radiation in this region. This suggests that the addition of a sea
ice-derived DMS source would help to reduce the region of largest bias, though would not be enough on its own to fix the
655 problem.

A known limitation of GLOMAP-mode is that it does not represent aerosol derived from methanesulfonic acid (MSA).
MSA is another product of DMS oxidation in the atmosphere, as well as sulfuric acid. In GLOMAP-mode, MSA is produced
in the gas phase, but is not then considered as a contributor to the aerosol burden. Revell et al. (2019) progressed the-MSA
representation in the UKCA-chemistry;-adding-aqueous-phase-chemistry, adding agueous-phase MSA. However this remains

660 disconneeted-unconnected to the aerosol scheme to form MSA aerosol. The changes by Revell et al. (2019) are also not
included in the offline-chemistry configuration ef-the- UKCEA-used in this study. We suggest that adding the MSA derived
aerosol to GLOMAP-mode may have some impact on increasing the aerosol burden of the Southern Ocean.

We find that BL NPF had little impact on the marine-regions of the Southern Ocean and Antaretica—We-suggest-that-this
is-partly_Antarctic least influenced by terrestrial airmasses of the mid-latitudes (south of 458). For regions where terrestrial

665 airmasses are common (eg. northern latitudes and KCG), turning on BL NPF strongly overestimates small-sized aerosol
which we suggest to be unrealistic. The shortcomings of the BL NPF scheme tested may be two fold, the first of which
being that the parameterisation used (Metzger etal., 2010) is a simple binary scheme. Most global atmosphere models use
classical nucleation theory involving binary NPF, though more complex ternary or ion nucleation parameterisations have also
been developed. For the Antarctic, ion nucleation of sulfuric acid with ammonia (sourced from sea bird colonies) has been

670 suggested to be an important pathway for nucleation (Lee et al., 2019), implying that a more complex NPF scheme could
benefit this region. However, significant updates to the chemistry in ACCESS would be required to include such sources.

The second reason for the lack of response in regions dominated by marine airmasses may partly be due to a lack of marine
derived-secondary-organies-marine-derived secondary organics in the model, which, in the BL NPF scheme used, mediate the
reaction. For example, recent work has shown that the Southern Ocean and biologically active sea ice regions produce signifi-

. This source is not included in the secondary organic climatologies for continental areas, let alone marine regions, in the ver-

sion of GLOMAP used here;bt

675 cant amounts of isoprene

y—. Secondary organics are further limited to
just condensational sources within GLOMAP-mode, without the capability of forming aerosol themselves. Yu and Li (2021)

680 have summarised that improving understanding and representation of secondary marine organics is an important step in global
climate modelling (both in the free troposphere and boundary layer).

28



685

690

695

700

705

710

715

While including a-marine-seuree-of-more detailed secondary organics in GEOMAP-moede-GLOMAP-mode may increase
BL NPF for Southern Ocean regions, there remains a question about the reality of how much BL NPF actually occurs (not
much according to Brean et al., 2021; Schmale et al., 2019). Recent campaigns near the Antarctic coastline indicate that
a-targe-amount-the majority of the secondary aerosol is in fact coming from long range transport over the Antarctic conti-
McCoy et al., 2021; Mace et al., 2024; Mallet et al., 2025), not particles formed

in-situ. It is suggested that sulfuric acid sourced from these biologically active regions is lofted into the free troposphere where

nent

it ean-easity-is more likely to undergo new particle formation and growth. It is then circulated over the continent, where subsi-
dence and katabatic outflow occur, transporting sulfate aerosol to the coastal regions at large, climatically relevant sizes. Along
the coastline, a lack of precipitating clouds helps retain high CCN numbers. This long-range transport of bielegically-derived
biogenic aerosol, involving both microphysical and dynamical processes, is a crucial source of high CCN numbers in coastal
Antarctic regions. To date, no study has evaluated whether an atmospheric model can replicate both the aerosol formation and
long-range transport mechanisms suggested in the observations.

Finally, with respect to biologically derived aerosol, our experiments show that it is the addition of PMO that really drives
the increase of CCN, by providing Aitken mode sized surfaces upon which precursor gases can condensed and grow. Cur-
rently in ACCESS the PMO is derived from a fractional assumption of the sea spray using chlorophyll-a as the reference for
biological activity. A recent review has suggested that chlorophyll-a may not be a good general proxy for organics (Russell
et al., 2023). Furthermore, the assumption that all PMO is released into the Aitken mode (as is currently done) may also be an
oversimplification of this process (Quinn et al., 2015; Prather et al., 2013).

While the changes in radiative forcing is small as a result of PMO here, we must also consider its potential impact on cloud
phase. PMO is a source of ice nucleating particle, and significant effort globally is being undertaken to link INP directly to
cloud schemes, instead of using empirical temperature based parameterisations. These efforts rely on the accurate representa-
tion of aerosol composition and highlights the need for comprehensive compositional data for model development, as shown
in McCluskey et al. (2023). In the next generation of ACCESS models, which should include new double moment cloud
microphysics (Field et al., 2023), we hope to be able to make this direct connection from aerosol to cloud phase.

Overall, small improvements to the CCN as a result of improving biologically derived aerosol representation has helped the
summer time radiative bias in the southern regions of the Southern Ocean, albeit with some adverse-effects-errors in spring.
This does suggest however-that if we do-mere-to-can better represent the biological cycle in our climate models, we may have
a better chance of simulating the aerosol-climate system.

On the other hand, our experiments using SSA derived from the wind gusts show significant (albeit unphysical) improve-
ments in CCN over the mid-latitude ranges of the Southern Ocean. A later update to the GLOMAP-mode dry deposition

velocities has lead to increased coarse-mode deposition velocities that reportedly impact the sea-salt aerosol distribution
Mulcahy et al., 2020). We speculate that this update may reduce the magnitude of impact of our SSA changes on the CCN.

While the improvement in CCN was intended, it also resulted in a significant degradation of the shortwave radiation bias for
the region (the bias becomes more positive). While a positive change is desirable further south of Macquarie Island (where

the radiative bias is negative), to the north of this region, a positive change results in a larger positive radiative bias. This is
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particularly concerning as this region has been highlighted as an area of large uncertainty when-itcomes-to-in cloud feedbacks

(Zelinka et al., 2020), and aerosol-cloud interaction is understood to be one of the most uncertain components of this. We-alse

In this instance, improving the CCN in a key area of uncertainty in

the Southern Ocean had detrimentally affected the radiative bias, which worsens the models bias in the global energy balance

by a factor of two.
These results point to at least two possible conclusions. The first is that the model and its constituent components has

been so highly tuned that the improvement of the physical representation of particular components results in a worsening of
downstream systems. The second is that the biases in CCN in the model have been masking potentially even worse biases
within the cloud scheme, and by improving the aerosol representation, we are revealing these errors. In reality, it is likely that

these two hypotheses are inextricably linked and points to a need to consider model development in-this—spaece-as an entire

system rather than individual components. However;-this-taskin-itselfis;-as-one-mightsayenermous—

7 Conclusions

The Southern Ocean aerosol population has been shown here to be poorly simulated by a sophisticated double moment aerosol
scheme, GLOMAP-mode, within the ACCESS-AM?2 framework—atmospheric model. Simulated N10 aerosol are significanthy
strongly underestimated in all regions examined. Outside of continental Australian influences, larger €EN-sized-CCN-sized
aerosol numbers are also signtfieantty-underestimated. Our attempts to increase these populations have been limited in success.
To summarise, turning on BL NPF significantly increases N10 only in Australian eontinental-continentally influenced regions,
having little impact on either N10 or CCN in other regions. The use of a time varying, parameterised DMS climatology resulted
in reductions in aerosol number, indicating that the parameterisation used is not suitable for this region. Updating the DMS
climatology to the new H22 dataset made only small differences to aerosol number. Howeversealing-back-Reducing the DMS
flux parameter-scaling to 1.0 (instead-offrom 1.7) and adding PMO increased CCN whilst also decreasing N10. Turning on
PMO alone showed larger increases in CCN, possibly resulting from faster growth to largersized-larger-sized aerosol. Finally,
increasing the SSA flux in line with wind gusts instead of mean wind speed significanthy-strongly increased CCN in the marine
regions, particularly in winter.

Our results have demonstrated issues with capturing the size and number of aerosol populations, and points towards missing
aerosol sources and possibly issues within the aerosol scheme structure or microphysics. We reiterate a strong need for com-
prehensive aerosol observations in the Southern Ocean region to inform model development, including size and compositional
information.

From our experiments, we suggest that future versions of ACCESS do consider using the H22 DMS climatology, with
emissions scaled to 1.0, in combination with the PMO turned on. Switching on PMO and re-scaling DMS brings ACCESS
intine-in line with more recent versions of the UM global atmosphere configurations (Mulcahy et al., 2020), while the H22

data-set represents the newest knowledge in terms of DMS concentrations.
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The impacts of these changes on the radiative balance have also been investigated. The H22+PMO combined experiment
yielded the best results as far as improving the Southern Ocean radiative bias, whilst having limited adverse effects eenstrained
restricted to the northern parts of the Southern Ocean in springtime. The SSA gust experiment had the largest impact, increasing
the amount of sunlight-shortwave radiation reflected out to space across the globe, with large, undesirable effects on regions
outside-of-beyond the Southern Ocean. This result is of particular concern given that large improvements to the CCN in this
simulation has resulted in untenable increase of the radiative bias in the northern-tatitudesof-southern hemisphere mid-high

latitudes, a key area of uncertainty for cloud feedbacks.

We draw two main conclusions from this work, corresponding to two different regions of the Southern Ocean. Such-an
me-poses-a-challenge for atl-in-the-earth-system-modelling-community-We suggest that better capturing the biological
influence on aerosol may lead to limited improvements in the aerosol-cloud-radiative system of the Southern Ocean’s sea-ice
regions, where the radiative bias is at its worst, We also show that in order to reduce the uncertainty of cloud feedbacks and the
energy balance in the northern parts of the Southern Ocean, improving the aerosol alone is not effective (in fact is detrimental)
but may be a pre-requisite for improving aerosol-cloud interactions due to the influence of aerosol composition and size.

Code and data availability. All model data is hosted on Zenodo at https://doi.org/10.5281/zenodo.13864183. Code for this project is pro-
vided on GitHub via https://github.com/sfiddes/ACCESS_aerosol_eval. CN and CCN data from Macquarie Island are available at https:
//doi.org/10.25919/g7jx-k629 (Humphries et al., 2021b). Data from Kennaook / Cape Grim are available at the World Data Centre for
Aerosols at https://ebas-data.nilu.no (Keywood et al., 2023a, b). Syowa data are available at https://doi.org/10.17592/002.2023030399 (Hara,
2023). Data from MARCUS are available at https://doi.org/10.25919/ezp0-em87 (Humphries, 2020). Cold Water Trial data are available at
https://doi.org/10.25919/ytsw-9610 (Humphries et al., 2022b). CAPRICORN]1 data are available at https://doi.org/10.25919/5f688fcc97166
(Protat, 2020). Ice2Equator data are available at https://doi.org/10.25919/g07r-b187 (Humphries et al., 2022a). PCAN data are available
at https://doi.org/10.25919/xs0b-an24 (Humphries et al., 2020b). CAPRICORN?2 data are available at https://doi.org/10.25919/2h1c-t753
(Humphries et al., 2020a). CAMMPCAN data are available at http://dx.doi.org/doi:10.26179/5e546f452145d (Schofield and Ryan, 2021).
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