
Comments in bold font, replies in regular font. Sentences added to the
updated manuscript are written in italics.

RC2, General comment

This study introduces an automated algorithm to streamline peak
fitting and formula assignment in mass spectrometry for atmospheric
analysis. The algorithm uses weighted least squares fitting and a
modified Bayesian information criterion to identify peaks in mass
spectra. It was tested on synthetic data and real datasets from
gas-phase oxidation using chemical ionization mass spectrometry
and particle measurement by aerosol mass spectrometry, yielding
results comparable to manual methods but much faster. Errors
were mainly observed with low-intensity signals affected by higher-
intensity interference. Despite these errors, the algorithm offers a
valuable starting point for peak identification and can be manually
refined if necessary. Overall, the manuscript is well written. The
technique is useful and valuable to the community.

We thank the reviewer for their insights and positive response. The specific
comments are addressed below.

Specific comments

Q1. Line 144: ”assigns,” not ”Assigns.”
Changed according to the referees suggestion.
Q2. Line 154: Two “for which” are redundant.
Changed according to the referees suggestion. We also noticed an addi-

tional ”peak” on line 152 which we removed.
Q3. Why was a default value of 0.2×FWHM used? Have you

performed a sensitivity analysis to determine this value?
Since the algorithm evaluates all the options within the assignment interval

separately, the interval of 0.2×FWHM is mostly relevant for defining when a
peak is far enough from any candidate compositions to define it as ”unknown”.
It is not selected based on testing, but based on the idea that it is unreasonable
to expect the correct formula to be further away from the fit than this distance,
even if there is no other potential formula present.

This value may be important to tune when the list of candidate compounds
is lacking, and may depend on other parameters such as signal to noise ratio,
or calibration errors. However, we do not believe it will have a very big impact
on results presented here.

We added the following clarification to Section 2.1.3: The default assign-
ment interval of 0.2×FWHM represents the minimum distance between a peak
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and any potential formula for the peak to be labelled ”unknown”. Since all the
potential formulas that are within the interval are tested by fitting, the value
is primarily selected to be wide enough not to exclude the correct formula.
Tweaking this value may be relevant if the list of potential compounds is more
or less restrictive.

Q4. Line 156: The term “the other peak” is confusing. Is it “the
peak” or “another peak” in line 154?

Yes, ”The other peak” was supposed to refer to ”another peak”. We agree
that this was confusing and modified the section as follows: First, the peak
with a previously assigned formula must have lower significance than the peak
with the most recently assigned formula (recall that the formulas are assigned
in order of descending peak significance, meaning that the formula assignments
must have caused the order to change from the initial situation). Second, the
significance of the peak with a previously assigned formula must be below 10%
(default value) of what it was before the most recent assignment.

Q5 & Q6. Line 132: How is the isotopic contribution calculated
without assigning chemical formulas first? Line 162: Should step 5
go back to step 1 since changes in the number of peaks and chemical
formulas also affect the isotopic contribution?

Since the most common isotopes of C, H, O, N, S are all lighter than
the rarer isotopes, and F only has one naturally occurring isotope, all the
calculated isotopic signals will be found at higher integer masses. Since the
algorithm analyzes one integer mass at a time, starting from the lowest mass,
all of the isotopes for the formulas identified at the currently processed integer
mass will only affect later masses and the isotopic signal does not need to be
updated until the algorithm proceeds to the next integer mass. If elements
that do not follow this rule, such as Fe, it is best to fit the naturally occurring
isotope with the lowest mass, rather than the most common one.

When the algorithm proceeds to a new integer mass the ions giving rise
to the isotopic signals have already been assigned at the previous masses.
Therefore, the isotopic signals at the current mass can be calculated before
assigning any formulas. The exception is the lowest (first) mass where no
isotopic contribution can be accounted for.

We clarified in the caption of Fig. 3 that the flowchart represents the pro-
cess at a single integer mass. We also described in greater detail the reasoning
behind how isotopic signals are handled in section 2.1.3 (Step 1): The isotopic
signal is calculated from the expected isotopic ratios of each formula at lower
integer masses. For the common elements detected in the ambient considered
here, the rarer isotopes all have higher mass than the most common one, so
isotopes from ions detected at the current integer mass or higher don’t need to
be considered. For elements where this is not the case, e.g. iron, the lowest
mass isotope can be fit rather than the most abundant one.
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Q7. Line 180: Please provide more details on how the synthetic
data was generated and the mass spectrum for better understanding
and visualization.

We added the following figure to the appendix to visualize the data gen-
eration process. Some additional details are provided in the caption.
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Figure 1: Example of synthetic data generation at integer mass 306 with a mass resolution
of 4000. Three ions, with exact positions displayed in the legend, along with the baseline
contribute to the expected signal λ. Each point in the generated spectrum, y, is sampled from
a Poisson distribution with expected value λ, resulting in noise with a standard deviation of√

λ.

Q8. Line 187: How was the baseline determined?
The purpose of the synthetic data was to test how the algorithm results

respond to suboptimal input parameters, and get an idea of how the number
of peaks can be determined in a general way. Therefore, the baseline and mean
signal intensity of generated signals were chosen such that the algorithm would
be challenged. As can be seen from Fig. 4 only a little over 70% of the formulas
identified for the synthetic data were correct, despite perfect knowledge of peak
shape and resolution functions. This was due to the generated data being quite
noisy by design, to challenge the algorithm. Because the main purpose of the
synthetic data was to evaluate the response to imperfect inputs, the baseline
was selected by roughly estimating a reasonable average ratio of background to
peak heights from real data. Due to the peak intensities being sampled from
a lognormal distribution this ratio varies over several orders of magnitude,
similarly to real mass spectra.

We added the following explanation to section 2.2.1 to describe the vari-
ety in both signal intensity and signal–to–baseline ratio: The total intensity
allocated to all peaks at an integer mass was sampled from a lognormal distri-
bution. That signal was then distributed between peaks at the same unit mass
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by weights sampled from a uniform distribution. This results in high variety
in intensity between integer masses, and high variety of signal–to–background
ratios, while restricting the number of unit masses where a single peak con-
tributes nearly all of the signal.

Q9. Lines 203-205: Why is fluorine included for generating gas-
phase formulas for alpha-pinene ozonolysis products?

Some fluorinated compounds are emitted from the teflon tubing, chamber
and fan used in the experimental setup. Such fluorinated contaminants are
commonly observed with most negative ion CIMS instruments, such as those
using NO−

3 or I−(e.g. https://doi.org/10.1021/acs.est.3c09255, https://doi.org/10.5194/acp-
20-5945-2020, https://doi.org/10.5194/acp-12-5113-2012).

We added a description of this in the appendix A2: The Fluorine contain-
ing compounds are commonly observed in datasets from negative ion CIMS
instruments and originate from the teflon tubing, chamber and fan used in the
experimental setup (Mattila et al. 2024, Zhang et al. 2020, Ehn et al. 2012).

Q10. Line 261: What is meant by ”calibration error”? Does it
occur during the calibration process before peak assignment?

Calibration error refers to a shift in the mass axis of the spectrum due to
imperfect mass calibration of the acquired data.

We added the following clarification in section 2.3.1: Calibration error
refers to an error in the definition of the mass axis of the mass spectrum.
This results in the signals from all ions being offset from their actual mass in
the spectrum.

Q11. Figure 4: For Ncorr and Scorr, what do you mean by “cor-
rect”? How do you know they are correct? Is it because they are
based on synthetic data?

Yes, these tests were conducted for synthetic data, so all the peaks that
are present are known. The caption states a more clear definition of what is
considered correct in the A panel, where the peaks depicted by the solid lines
have not yet been assigned a formula: ”For the free fits a fit is considered
correct if within 0.2×FWHM (50 ppm at 300 Th) of the generated location,
after assignment a fit is considered correct only if the precise formula assigned
is the same as was generated”.

We clarified that the purpose of the synthetic dataset is to know the correct
fits in section 2.3: This is the reason why synthetically generated data for which
all the correct peak positions and signal intensities are known was used for most
of the development and testing of the algorithm.

Q12. Lines 320-325: To help readers, provide the peak lists for
the gas-phase and particle-phase tests based on the rules in Ap-
pendix A2.

The gas and particle phase lists contain 11096 and 1515 formulas respec-
tively. We believe this is too many to print entirely in the manuscript. Instead
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we added tables A1 and A2 to the appendix, showing the potential formulas
for the integer masses shown in the example plots, to give a sense of the ac-
ceptable compounds. The data for the full lists will be made available along
with the algorithm code.

Q13. Lines 342-344: It’s unclear how the values of 97%, 94%,
and 80% were determined. Please clarify.

These values are read from Figure 6b. We adjusted the manuscript to
clearly reference where the information on the mentioned lines is from.

Q14. Line 352: Should peak shape be considered before step 1?
Peak shape is something we believe should always be optimized when ana-

lyzing complex mass spectra, and there are pretty good tools already available
for this. Since there are tools for this, we consider the peak shape to be an in-
put parameter, and the peak shape function is considered at every step of the
algorithm. The algorithm does not currently attempt to change or optimize
it in any way, since it is outside the scope of this study.

Since our aim was to demonstrate the performance of the algorithm we do
not consider it a weakness of the testing data that one of the datasets does not
have the best defined peak shape, since this shows that the algorithm works
even in non-ideal situations, therefore we did not attempt to improve the input
data in any way.

Q15. Lines 394-407: Consider combining this paragraph into the
Conclusion section.

We completely removed the summary introducing the paragraph, as that
information was already clearly stated in the conclusion. However, we believe
the following discussion about practical adoption of the algorithm suits the
discussion section better, so we did not move it.

Q16. The authors mentioned that errors were mainly observed
with low-intensity signals. Are there strategies to minimize errors
in peak assignment for low-intensity peaks? Please discuss.

The first referee asked a similar question and this reply aims to answer
both questions. The same reply is given in response to Referee 1 Question 5.

As mentioned in the fifth comment by Referee 1, background is important,
but isolated low-intensity peaks are not that challenging. The real problems
are the low intensity peaks overlapping with other (potentially also low in-
tensity) peaks. Here the main problem in our experience is the compounding
errors from mass calibration and peak shape from the other nearby peaks.
These errors will add up from all the nearby peaks, and additionally a small
error in a big peak may have a huge impact on a small peak. In addition, there
is the noise from counting statistics contributed by the overlapping peaks, fur-
ther decreasing the signal of the low-intensity peak relative to the noise.

For most of these issues the solution is to better define the parameters i.e.
minimize calibration errors, and errors in peak shape. Also removing as many
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unrealistic compounds as possible from the potential list may be helpful, but
this runs the risk of missing something of scientific importance. Improving
the accuracy of these parameters is not straight forward. Some of it relies
on the expertise of the analyst, and their familiarity with the dataset, and
some on the available tools. With user friendly tools, even an inexperienced
analyst could achieve good results. We have not discussed these parameters
extensively in the manuscript since they are treated as input parameters for
the algorithm. However, the two don’t have to be treated separately forever.
Although outside the scope of this work, including some refining of these
parameters in the algorithm workflow could lead to significant improvements
in results. This would be the next step in improving this algorithm further.

It is also important to note that this is not an algorithm specific problem.
There is a limit of what can be inferred from the provided dataset due to
the signal–to–noise ratio, and unavoidable uncertainty in parameters, such as
mass calibration. Regardless of if the fitting is done manually or automatically,
there will be some signals that cannot be assigned with confidence, or cannot
be distinguished from the noise at all.

Concerning the baseline in particular, the algorithm seems to handle it
quite well. A baseline is fit at each mass, as a constant background. Fitting
the baseline along with the peaks is important, because the algorithm will oth-
erwise be highly sensitive to the input baseline, and small errors will result in
very big issues with the low- or even medium-intensity signals. However, base-
lines are not always constant, so the option to fit a linear, or even quadratic
baseline could improve this approach further. Currently, non-constant base-
lines can be handled by the user inputting a baseline, and the algorithm adding
a fitted baseline on top of that.

The following was added to the Discussion (section 3.4): As evidenced
by the results, the most challenging problem with peak identification are the
peaks with lower signal, overlapped by other peaks. These peaks are more
significantly impacted by errors in mass calibration, peak shape, or assignments
since the errors of overlapping peaks add up. The difference in signal also
means that a small inaccuracy in the peak shape for a large peak can lead to
a large impact on a smaller peak in the vicinity. Therefore we believe the
primary means of improving the results in general, but most significantly for
the lower intensity signals, is to improve the methods to accurately determine
these fitting parameters.

We also added the following paragraph a bit later on in the same section:
However, since peak fitting is a statistical tool, there will always be an inherent
level of uncertainty. Whether the identification is done manually or by an
algorithm, there will be some peaks that cannot be identified with the desired
confidence. Where this limit is encountered depends on the input data. The
goal of the algorithm is to save time, so we do not think it is necessary to
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demand it to be able to identify more peaks than manual fitting.
Q17. Have the authors compared this algorithm with others

mentioned in lines 42-43? What are its advantages and limitations?
Sandström et al. describe the need for mass spectral databases, which

could potentially be used to bypass peak assignment in certain situations, but
the paper just discusses the potential of the approach and does not provide
anything practically useful at the moment. Alton et al. present a generalized
Kendrick analysis method as a visualization tool, which may facilitate the
formula assignment process. Zhang et al. present a factorization method
which may be useful in achieving better separation between overlapping peaks
in mass spectra.

None of the above mentioned methods provide an actual list of compounds,
and therefore cannot be directly compared to the algorithm presented here.
However, as a future work they may be useful to incorporate into the algo-
rithm.

Stark et al. does present an algorithm, not that different from the one
described here. However, the method is only used to provide bulk chemical
information about the sample, such as carbon to oxygen ratios, or average
oxidation state. Due to the very different goals of these algorithms we have
not made a direct comparison of the results.
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