Referee #2:

In their paper, Yawen Kong and co-authors present the results of a NO, emission inversion
system applied to the region around Beijing. It is one of the first emission assimilation
systems targeting a high model (and emission) resolution of 3 km, matching well the
TROPOMI footprint size and resolving the fine-scale information provided by the satellite.
This inversion provides strong evidence that the proxies used to distribute the emissions in the
MEIC inventory, especially the scaling with population density, has shortcomings. The paper
is well written, has a good set of references and the figures provide a good documentation of
the results. I am in favour of publishing these interesting results after my (relatively minor)
comments have been dealt with and the answers have been incorporated in the text of the

paper.
Response:

We thank the referee for the constructive and positive comments on our paper. We have
provided our point-by-point responses as follows and revised the manuscript accordingly.

Comments:

I'1113: "simulations over the first and second domains were performed before the inversion
experiments to provide boundary conditions for the third domain." Because the emissions in
D02 are not adjusted, this may lead to inconsistencies inside/near the boundary of D03 and
sub-optimal emission estimates. Please comment or refer to a later discussion of this nesting
feature.

Response:

Thanks for your valuable comments. We agree that using unoptimized emissions from D01
and D02 to simulate boundary conditions for D03 could introduce uncertainties in the
emission inversion, particularly near the domain boundaries. These uncertainties are more
pronounced in winter due to the longer NO- lifetime and stronger influence of atmospheric
transport. As shown in Fig. 2, the simulated concentrations near the southern boundary of D03
in autumn and winter are higher than observations, likely caused by unadjusted D02 boundary
conditions. This discrepancy may lead to underestimated emission inversion results in these
regions. In contrast, during the spring and summer, the influence of the D02 boundary field on
D03 concentrations is weaker, and the impact on emission inversion is smaller.

Theoretically, optimizing emissions for the D02 region and using the posterior concentrations
as boundary conditions for D03 could reduce such errors. However, due to the high
computational demands of high-resolution NO: chemical transport modeling and assimilating
dense TROPOMI satellite data, we omitted the optimization of outer domains (D01/D02) in
this study. If computational resources are sufficient, we recommend optimizing emissions in
D02 to reduce the influence of boundary conditions on D03. Alternatively, we could consider
expanding the D03 domain by extending its boundaries outward by approximately 100 km
(the distance potentially influenced by boundary conditions). After completing the
assimilation experiments for D03, the extended area could be trimmed, retaining only the
central region that is minimally affected by boundary conditions for NOx emission analysis.



We have added a brief explanation of this issue in Lines 115-119 (Sect.2.1) as follows:

“In principle, performing assimilation inversion for the D02 region first, and using the
posterior simulated concentrations as boundary conditions for the D03 region, would reduce
boundary field errors and improve emission inversion results near the D03 boundary.
However, in this study, we made a trade-off between minimizing computational resources and
optimizing the boundary field, ultimately performing assimilation inversion only for the D03
region.”

Additionally, we have added a discussion in Section 4.3 to address this issue (Lines 506-535):

“In our model assimilation system, using unoptimized emissions from DOl and D02 to
simulate boundary conditions might introduce uncertainties in the emission inversion near the
DO03 boundaries. These uncertainties are more pronounced in winter due to the longer NO:
lifetime and stronger atmospheric transport effects. As shown in Figure 2, simulated
concentrations near the southern boundary of D03 in autumn and winter are higher than
observations, likely due to the influence of unadjusted D02 boundary conditions, which may
lead to underestimated emission inversion results in these regions. In contrast, the impact of
D02 boundary conditions on D03 is weaker in spring and summer. If computational resources
are sufficient, we recommend optimizing emissions in D02 to reduce the influence of
boundary conditions on D03. Alternatively, we could consider expanding the D03 domain by
extending its boundaries outward by approximately 100 km (the distance potentially
influenced by boundary conditions). After completing the assimilation experiments for D03,
the extended area could be trimmed, retaining only the central region that is minimally
affected by boundary conditions for NO, emission analysis.”

2. 1116: Please provide the spatial resolution of the MEIC inventory.

The spatial resolution of the MEIC inventory is the same with the WRF-CMAQ model
configured in this study. We apologize for not clearly explaining the spatiotemporal allocation
and resolution of the MEIC inventory. In response to Comments 2-4, we provided additional
details in Lines 125-132 to elaborate on the spatiotemporal allocation of the MEIC inventory
in this study, as follows:

“In this study, the MEIC emission inventory is spatially and temporally allocated to match the
CMAQ model grid cells using spatial proxies and empirical temporal profiles. The spatial
proxies include total population density, urban population density, rural population density,
and road length. These spatial proxies are updated annually to reflect interannual changes.
The temporal profiles are unique for each major emission source. The monthly profiles
capture both seasonal variations and interannual trends in emissions, reflecting real activity
levels. The allocation from monthly to daily values is achieved using sector-specific profiles
that incorporate weekly and workday variations. In the CMAQ model, the MEIC inventory is
mapped to the CMAQ model grids. Emissions from point sources are directly assigned to the
grid cells where they are located, while emissions from area sources are first allocated to 1 km
X 1 km grid cells based on the spatial proxies and then aggregated to the model grids based
on WRF-CMAQ grid parameters.”

3. 1 116: Please elaborate on the temporal profiles in MEIC: does this include



sector-dependent seasonal, weekday and diurnal patterns? Are these considered to be
realistic?

The temporal profiles are designed based on the MEIC Level 4 source classification, with
each major emission source category assigned unique temporal profiles. The monthly profiles
capture both seasonal variations and interannual trends in emissions, reflecting real activity
levels. The allocation from monthly to daily values is achieved using sector-specific profiles
that incorporate weekly and workday variations. We have added a description to elaborate on
the spatiotemporal allocation of the MEIC inventory in this study (see Lines 126-129).

4.1119: "inventory is spatially and temporally allocated to match the CMAQ model domain"
Is the grid of CMAQ adjusted to match MEIC, e.g. 3x3 gridcells of MEIC in one gridcell of
CMAQ?

In the CMAQ model, the MEIC inventory is allocated to the CMAQ model grids. Emissions
from point sources are directly assigned to the grid cells where they are located, while
emission from area sources are first allocated to the 1 km X 1 km grid cells based on the
spatial proxies and then aggregated to the model grids based on WRF-CMAQ grid parameters.
We have added additional details to elaborate on the spatiotemporal allocation of the MEIC
inventory in this study (see Lines 129-132).

5.1133: The TROPOMI reprocessing with processor version 2.4 is now available for several
years. Why did the authors use 2.3.1?

Thanks for pointing out this problem. In this study, we adopted version 2.3.1 because this
work was initiated earlier, and during the development and debugging of our model and
assimilation system, we found that version 2.3.1 was the latest and recommended version at
that time. For future work, our system will be updated to support the latest version of the
TROPOMI data product. We have added the following clarification in Lines 145-147:

“Since the updated TROPOMI data products (version 2.4.0 and subsequent versions) have
become available, our system will be updated in future work to support the latest versions of
the TROPOMI data product.”

6. Section 2.2: Please discuss also the satellite retrieval uncertainties. Did you use the
uncertainty from the L2 file to compute the covariances?

For the observation error covariances of the satellite data, we adopted the uncertainties
provided in the satellite Level 2 (L2) data products. However, since the original L2 files
contain multiple L2 orbital files per day, and there may be overlaps between orbits, we
preprocess and merge them into a single daily data file. Consequently, the corresponding
uncertainties come from the processed data file.

First, we map the data from individual L2 files onto the CMAQ D03 model grid using an
area-weighted method. Then, we merge them into daily files. This processing is applied to all
variables used in this study, including tropospheric NO: column concentrations, retrieval
uncertainties, and averaging kernels.

We have modified the descriptions in Lines 152-155:



“For comparison with the CMAQ model, we used the area-weighted average method to
convert the satellite Level 2 (L2) orbital files into a gridded data product to match the
resolution of the CMAQ D03 model grid cell (3 kmx3 km). This processing is applied to all
variables used in this study, including tropospheric NO: column concentrations, retrieval
uncertainties, and averaging kernels.”

7.1136: " quality assurance value greater than 0.5" and "cloud fraction exceeding 40%". This
is not following the default recommendation, which is a value greater than 0.75 for most
applications. Please motivate why you deviate from the standard filtering?

Thank you for raising this point. Our choice of a QA value threshold > 0.5 aligns with the
recommendations in Eskes et al. (2022). While the manual suggests a default threshold of >
0.75 for most users, it explicitly states that a threshold of > 0.5 retains additional high-quality
retrievals over clouds and snow/ice (while still filtering errors) and is particularly suitable
for assimilation and model comparison studies utilizing averaging kernels. Since our study
focuses on these objectives, we adopted the lower threshold to maximize the availability of
reliable data for robust analysis.

We have made revisions in Lines 148-151 as follows:

“We first selected the pixels with a quality assurance value greater than 0.5, as recommended
by the product user manual (Eskes et al., 2022), to ensure data quality and maximize the
availability of high-quality observations for assimilation and model comparison purposes
through the use of averaging kernels within the observation operator.”

8.1 135: It would be good to mention here that the averaging kernels are also used in the
observation operator.

Thanks for this good suggestion. We have made revisions in Line 151 as follows:

13

model comparison purposes
through the use of averaging kernels within the observation operator.”

9.1139: Gridded satellite product on 3x3 km grid? I get the impression that the satellite data
is first mapped onto the model grid of 3x3km, and that subsequently these grid observations
are assimilated. Is this true? The normal procedure would be to (area) average the model over
the footprint of the satellite. Is there a reason why this approach was chosen?

Since we need to merge different L2 orbital data files, and these orbital data may have
overlaps, we first map them onto a common grid coordinate system before merging them into
a daily data file. For this study, it is natural to choose the 3 km model grid as the coordinate
system. Additionally, this approach facilitates a direct comparison between the
model-simulated column concentrations and the satellite-derived column concentrations, as
shown in Figure 2.

10.1151: "optimizing the initial NO, concentrations by assimilating the satellite observations
has minimal impact ". Please refer to Miyazaki, who is adjusting both concentrations and



emissions. Would there be an advantage (disadvantage) of using such a mixed concentration
and emission state vector?

Thanks for your valuable comments. In our opinion, whether adjusting both concentrations
and emissions using a mixed concentration and emission state vector has an advantage
depends on the assimilation frequency and the assimilation-simulation setup. If the
observational data are available hourly, then adjusting both concentrations and emissions at
each time step could theoretically improve the model’s initial concentrations, thereby
reducing the impact of initial concentration errors on subsequent emission inversion.
However, in our study, TROPOMI data are available in the local afternoon, while our model
simulation initializes at 00:00 each day. Therefore, under our assimilation setup, improving
the initial concentration may not yield significant benefits. However, the potential advantages
of simultaneously optimizing both concentrations and emissions would need to be further
investigated through experimental testing and comparative studies.

11.1150: x is an emission scaling factor. Please state that x=1 means that the emission is
equal to the MEIC emission at a given location and time. This will be helpful for the reader.

Thanks for this good suggestion. We have added the following statement in Line 170:

“When the scaling factors are 1, it means that the emissions are equal to the MEIC emissions
at a given location and time.”

12.1154: What is the assimilation time step? Is it one day? (t-1=t- 1 day?)

Yes, the assimilation time step is one day.

13. Eq 1: In line 149, x has an ensemble member subscript. In Equation 1 the subscript refers
to time. Please improve.

Thanks for this good suggestion. We have clarified the relationship betweenx and x; in
Equation 1 through the following revisions:

“X is the ensemble mean of the state vector x; (i=1,2,....k).”

14. Eq. 1: Please explain this choice in more detail. Why is the average over two days (and
not e.g. only the last day) Why is the "+1" term added, which relaxes back to the prior
emission inventory? Why is persistency (x_t=x_{t-1}) not a better choice?

If we do not consider the previous assimilation information, Equation 1 would take the

form: Ef = 1, meaning that the emissions at time ¢ are directly based on the MEIC inventory

at time ¢. To incorporate the optimized information from the observations of the two previous
time steps while preserving the emission characteristics of the MEIC inventory at
time ¢ (which is the role of the "+1" term), we adopted the form of Equation 1, following the
approach of Peters et al. (2007) and our previous study (Kong et al., 2022). In contrast, the

form Ef = X,_, only considers the optimized information from the previous time step, which
is less temporally smooth and does not account for the emission characteristics at time ¢.

We have made modifications in Lines 179-181 as follows:



“With the dynamic model, the optimized information from the two previous time steps can be
propagated to the current state, effectively implementing a moving average smoothing

b

technique to reduce fluctuations in x” over time.”

15. 1 179: "the prior error covariance maintains a fixed uncertainty value to prevent filter
divergence, which is similar to our previous study (Kong 2022)" Please provide more details
here.

We apologize for not describing this point clearly. We have revised the description in Lines
199-202 as below:

“The prior covariance matrix is constructed based on a normal distribution, with the standard
deviation for the prior emissions is prescribed as 100%. The ensemble perturbation
matrix X” was constructed through Cholesky decomposition to the prior covariance matrix.
To prevent filter divergence, the fixed prior error covariance structure is used in every
assimilation cycle, which is similar to our previous study (Kong et al., 2022).”

16. 1 186: Sensitivity experiments: The choices 3 and 81 km are very far apart. For me it
would be more logical to test also 10 km and see if this improves the analysis.

Thanks for this good suggestion. We have conducted an additional set of experiments to test
the improvement in emission inversion results using a localization parameter (L) of 10 km.
The results demonstrate that the experiment with a 36 km localization parameter
(Exp_L36km) still performs best overall. The inversion results from Exp L10km are highly
comparable to those of Exp L36km, particularly showing better performance than Exp L3km
and Exp L81km in winter. In summer, while the statistical metrics of Exp L10km are
slightly weaker than those of Exp L81km, the posterior simulations in high-value regions
show better consistency with observations compared to Exp L3km and Exp L81km. Testing
the 10 km parameter is meaningful: if the optimization results with L = 10 km surpass those
of L =36 km, it would imply that fewer observations need to be assimilated, thereby reducing
computational resource consumption. This is because the LETKF assimilation algorithm
employs explicit localization, meaning only observations within the localization radius
centered on each grid cell are assimilated.

We have made revisions in Sect. 2.5 to add an additional experiment to test the improvement
in emission inversion results using a localization parameter (L) of 10 km (see Table 1). We
have revised the discussion of the experimental results (see Fig. 9) in Sect. 4.2, as follows:

“The results showed that the three additional sensitivity experiments with L values of 3 km,
10 km, and 81 km were all able to optimize NO, emissions to some extent. However,
Exp L36km still performed best overall. In winter, the effectiveness was the weakest for
Exp L81km, followed by Exp L3km. The inversion results from Exp L10km were closely
comparable to those of Exp L.36km, though the statistical metrics were slightly lower than
those of Exp L36km. In summer, while the statistical metrics of Exp L10km were slightly
weaker than those of Exp L81km, the posterior simulations in high-value regions showed
better consistency with observations compared to Exp L3km and Exp L81km. Exp L81km
exhibited greater dispersion relative to observations, possibly because the 81 km x 81 km area
included a large number of observations, which could interfere with the optimization of



emissions in the target grid. On the other hand, observations at longer distances were already
outside the influence range of emission sources from the target grid. The 3 km radius area
contained too few observations and has insufficient responsiveness to the transport of
emissions from the target grid. Testing the 10 km localization parameter is meaningful: if the
optimization results with L = 10 km surpass those with L = 36 km, it would suggest that fewer
observations need to be assimilated, thereby reducing computational resource consumption.
This is because the LETKF assimilation algorithm employs explicit localization, meaning that
only observations within the localization radius centered on each grid cell are assimilated.

Since Exp L36km yielded the best results in this study, using a 36 km localization radius is
reasonable. In practice, selecting an appropriate localization parameter may require extensive
tuning or adaptive adjustments based on meteorological conditions, but this would impose a
significant computational burden. Therefore, we prefer to choose a theoretically reasonable
localization parameter or observation localization strategy.”
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Figure 9. Scatter plots of the TROPOMI NO> TVCDs and the CMAQ simulated NO> TVCDs
from the inversion experiments with a localization parameter of 3 km, 10 km, 36 km, and 81
km, respectively. (a) December 2019. (b) June 2020.

17. 1 187: "exclude the days with satellite coverage below 70%". Why is this needed? If part
of the domain is cloud-free, the observations in this part could lead to useful constraints for
emissions.

We removed days with satellite coverage below 70% and did not use the remaining
observations to optimize emissions for those days primarily for the following reasons. When
satellite observations are significantly lacking on a given day, it usually means that there are
large continuous spatial gaps in the observation data. As a result, emissions in these areas
cannot be optimized, leading to emission estimates in those regions remaining equal to the
original MEIC emissions. This would introduce significant interference in tracking and
analyzing the daily variations in total regional emissions. We observed that data gaps rarely
persist over multiple consecutive days. Therefore, for days with substantial data gaps, we
used interpolated emissions from the nearest available days before and after to represent the
emissions for those days and analyze the characteristics of daily variations in total regional
emissions.



18. 1 194: "retrievals are resampled to model 3km grid." (related to my earlier comment)
Normally model values are resampled to the satellite footprint in the observation operator to
represent individual observations. The procedure is not very clear to me. Please provide
details and motivate why a resampling of observations was done. Are the kernels resampled
in the same way?

The original L2 files contain multiple L2 orbital files per day, and there may be overlaps
between orbits. Therefore, we need to map them onto a common grid coordinate system
before merging them into a daily data file. For this study, it is natural to choose the 3 km
model grid as the coordinate system.

First, we map the data from individual L2 orbital files onto the CMAQ D03 model grid using
an area-weighted method. Then, we merge them into daily files. This processing is applied to
all variables used in this study, including tropospheric NO- column concentrations, retrieval
uncertainties, and averaging kernels. We have clarified this issure in Lines 151-155.

19. Section 2.6: The equipment used to measure NO» for air quality monitoring purposes is
known to be influenced by other nitrogen oxides like PAN or HNOs. In previous studies, like
e.g. Lamsal et al., 2008, doi:10.1029/2007JD009235, the comparisons with ground-based
observations have been done by including these other species in the comparison, see e.g. eq.1
in this paper. What about the Chinese surface measurements? Are they also based on
molybdenum converter instruments and do they have a similar problem? If so, I would
propose to mention the issue and possibly correct for it in the comparison with CMAQ.

Thanks for pointing out this issue. Yes, the measurements of NO: concentrations are obtained
via a chemiluminescence analyzer equipped with a molybdenum converter, which is known to
be interfered with by other nitrogen oxides, such as PAN or HNOs. As noted in Lamsal et al.
(2008), NO2 concentrations derived from observational instruments may be overestimated,
and a correction factor (<1) was proposed to address this bias. However, in our study, we did
not apply such corrections to the observational data, as our simulations do not output
other reactive oxidized nitrogen species in our model, which are required for calculating the
correction factor.

To evaluate the model performance, we compared both prior and posterior simulations with
observations (see Fig. S4 for the DO1 region and Fig. 3 for the D03 region). For the D01
region, prior simulations overestimated NO: concentrations during early 2020 and summer
compared to observations. For the D03 region, prior simulations exhibited year-round
overestimation relative to ground-based NO. observations, while posterior simulations
significantly reduced discrepancies, though a positive bias persisted in summer. Importantly,
even if the observed NO: values were adjusted by a correction factor (<1), the relative
improvements between prior and posterior simulations would remain valid. This robustly
demonstrates that the posterior emissions improved the CMAQ NO: simulation performance.

We clarified this issue in the revised manuscript (Lines 265-270 and Lines 324-327)
Lines 265-270:

“The measurements of NO: concentrations are obtained via a chemiluminescence analyzer
equipped with a molybdenum converter, which is known to be interfered with by other



nitrogen oxides, such as PAN or HNOs. As noted in Lamsal et al. (2008), NO: concentrations
derived from observational instruments may be overestimated, and a correction factor (<1)
was proposed to address this bias. In this study, we did not apply corrections to the
observations, and we discuss this point in Sect. 3.1.2. The systematic errors in ground-based
NO: observations do not affect our conclusions, i.e., our posterior emissions have improved
the CMAQ NO: simulation performance.”

Lines 324-327:

“It is worth mentioning that measurements of NO: concentrations via the molybdenum
converter may be overestimated due to interference from other reactive oxidized nitrogen
species. Lamsal et al. (2008) proposed a correction factor less than 1 for NO: observation data.
In this study, NO: observations are lower than prior simulations; therefore, applying such
corrections to the NO: observations would not affect the conclusions of our study.”

20. Fig.2. I assume that the kernels have been used in this comparison (e.g. Exp 1 in Table 1).
Please mention this in the caption.

Done.

21. 1. 267: "Our inversions at the 3 km scale were limited to optimizing emissions in the
innermost domain and did not address emissions outside this area." The high-resolution
domain is quite small (350km) and especially the edges of the domain will be influenced by
the coarser-resolution middle domain. Transport of NO, from the source can cover 50-100km.
As future improvement it may be useful to apply the assimilation also to the D02 domain for a
better consistency.

Thanks for your valuable suggestion. We have added a discussion in Sect. 4.3 on
potential future improvement (see Lines 506-535).

22.1276: "during the summer was relatively limited". I was wondering if the results may
have been influenced by the free tropospheric column? Did the authors check if
free-tropospheric NO, concentrations and profile shapes in CMAQ are reasonable, especially
in Summer? Are there e.g. aircraft profiles available? Alternatively, the profiles (Fig. S5) may
be compared by other modelling results, e.g. with the CAMS simulations (as described in the
Inness paper). Deep convection and lightning are important sources in Summer.

Thanks for your valuable comments. We did not employ observational profile data for
validation, and studies on mid- to upper-tropospheric profiles in this region remain relatively
scarce. For comparison with the CAMS simulations, we referenced only the results presented
in Douros et al. (2023), which focused on Paris. In Sect. 4.3, we have added a discussions on
this limitation and recommend that future studies incorporate independent observational
validation or comparisons with other models (e.g., CAMS) evaluate the impacts of summer
lightning and deep convection processes (see Lines 536-539).

23. Sect. 3.2.2. MEIC shows a clear weekly pattern. This is not so clear in the satellite derived
emissions. Please add a remark on this. I was wondering if the emission time averaging (Eq 1)
is removing most of the weekly cycle. Or is there still a weekly cycle signal available in the
posterior emissions?



The MEIC inventory exhibits a weekly pattern because its temporal distribution employs a
profile that varies with weekdays. Our satellite-derived emissions do not display a distinct
weekly pattern. Previous studies on satellite observations and ground concentration variations
have also indicated that such a weekly pattern is not prominent in China (Wei et al., 2022). It
is considered that the operation in Eq. 1 does not affect this weekly variation mode, as it is
merely used to construct the prior emission estimates. The system further refines these
emission estimates by assimilating satellite observations to derive posterior emissions through
inversion, ensuring that the final results remain consistent with real-world variability.

24.1329: "the prior biogenic emissions are significantly underestimated". Fig. 6 is interesting
and shows a clear enhancement of the biogenic part in the assimilation. But these results may
be partly misleading. The problems with the spatial disaggregation of MEIC anthropogenic
emissions (too much following the population density) may be partly compensated by
increases in biogenic NO, (which are more pronounced outside the populated areas).
Furthermore, the biogenic emissions for this D3 region are much smaller than the
anthropogenic emissions, as shown by Fig. 6. So, to my opinion the conclusion that biogenic
emissions are underestimated should be formulated carefully. Are there references which
support the statement that biogenic (soil) emissions are underestimated (in China)?

Thanks for your valuable comments. Previous bottom-up studies have suggested an
underestimation of soil NOx emissions in the North China Plain during summer (Lu et al.,
2021), but these findings are regionally and methodologically inconsistent with our study and
therefore cannot support our conclusions. Although Fig. 6 indicates an increase in posterior
biogenic emissions, the satellite observations used in our top-down approach integrate
concentrations influenced by both anthropogenic and natural sources. This inherent limitation
makes it challenging to isolate biogenic emissions with high confidence. Specifically, we
cannot definitively state that grids labeled as "biogenically dominated" in the prior inventory
truly represent pure biogenic contributions. Consequently, we have removed this conclusion
from the manuscript.

25.1350: "it may not be necessary to update the a priori profiles in each assimilation step".
These are nice and convincing results, presented in Figs S7 and 8. Because domain D03 is
such a high emission domain, the profile shape is mainly resulting from the emissions from
the surface. But perhaps the results may be different for other regions with lower
anthropogenic emissions, where the free-tropospheric relative contribution to the
satellite-observed column may be larger, increasing the dependency of the profile shape to
changes in surface emissions.

Thank you for this good suggestion. We have added discussions in Lines 455-458 based on
your comments:

“Since the region D03 in our study is a high-emission area, its profile shape is mainly
dominated by surface emissions. For regions with lower anthropogenic emissions, the free
troposphere’s contribution to the satellite-observed column is likely more pronounced. This
enhanced contribution increases the profile shape’s sensitivity to surface emission changes,
which may result in significantly different inversion results compared to high-emission
regions.”



26. Sect. 4.2: The choice of the localization length is also a trade-off between ensemble size
and "emission noise" resulting from the limited number of ensemble members. Are there
indications of spurious emission increments in the 81 km experiment?

Thank you for raising this point. While we did not conduct a targeted analysis of the spurious
emission increments, our analysis suggests that simulated observations within the 81 km
radius may generate spurious correlations with emission perturbations in the central grid,
leading to worse results compared to the L =36 km experiment.

27. Sect. 4.2: The step between 3 and 36 km is very large. For me it would have been logical
to include also a L=10 km experiment.

Done. We have added the Z=10 km experiment.

28. Sect. 4.2: | was missing a discussion about covariance inflation, which is normally needed
to avoid a collapse and too much trust in the analysis. But I understand (line 179) that the
prior error covarance maintains a fixed value to avoid filter divergence. Please provide the
details: what is the fixed value used, and how is this implemented?

Done. We have added more details on the implementation in Sect. 2.4 (Lines 199-202).

29.1380: "min-afternoon" ?

Thanks for pointing out this error. We have revised it to "mid-afternoon" .

30. Sect. 4.3. The GEMS geostationary observations are not mentioned. Is it considered to
make use of GEMS hourly data in the future?

Thanks for your good suggestion. We have added a discussion on the future aims to make use
of GEMS hourly data in Sect. 4.3 (Lines 499-502).

31. Section 4.3 / conclusions:

Some extra discussion on factors influencing the derived emissions would be useful.
Emissions are clearly not the only uncertain factor in the model. The lifetime of NO, in the
atmosphere is a key factor to relate satellite-observed concentrations to emissions, and errors
in this could introduce a seasonally-dependent bias. The profile shape was discussed well, but
was not really validated/verified with independent observations or modelling results. Natural
emissions and concentrations in the free troposphere may not be very important for the D03
high emission region, but could be important elsewhere (It is mentioned that lightning is not
included). And also the satellite retrievals have systematic uncertainties which could also
introduce a seasonality.

Thanks for your valuable suggestions. We have revised the discussion in Sect. 4.3 as below:

“The uncertainties in the NOx emission inversion in this study arise from multiple sources,
including inaccurate depictions of the chemical and physical mechanisms in the CTMs,
methodological challenges in matching model simulations to satellite column concentrations,
errors inherent to satellite retrievals, and limitations of current assimilation techniques, among
others. The lifetime of NO, in the atmosphere is a key factor to relate satellite-observed
concentrations to emissions, and errors in this could introduce a seasonally-dependent bias.



In terms of our emission inversion framework, several factors can introduce uncertainties to
the inversions. Firstly, the settings of the CTM simulations, such as the configuration of the
model layers, might be important for the depiction of the column concentrations where future
improvements can be made. Secondly, the TROPOMI satellite's local overpass time in the
min-afternoon means that the inversion system still cannot capture hourly variations in NO,
emissions, and therefore the hourly allocations in the posterior emissions are the same as in
the bottom-up inventory. Besides, the weak sensitivity of the satellite measurements to the
NO; concentrations at lower altitudes leads to limited constraints on surface emissions,
particularly during the summer. A recent study by He et al. (2022) suggests that the
incorporation of hourly ground-based observations may help to improve surface emission
inversions. The Geostationary Environment Monitoring Spectrometer (GEMS), launched in
2020, monitors atmospheric pollutants over Asia from a geostationary orbit, providing hourly
observation data. Future work will involve assimilating GEMS satellite data, which will not
only help track daily emission changes but also reveal the hourly variation patterns of
emissions. In addition, although data assimilation methods take into account the influence of
the observations outside of the target grid, the optimal influence distance is difficult to
determine. An improved observation assimilation scheme, such as taking into account the
correlation between the emissions in the target grid with the observations within the
localization area may hold promise for improving the accuracy of emissions inversions.

Finally, our study lacks independent validation of the vertical NO: profile simulations to
assess the relative contribution of free tropospheric activity to satellite-observed column
concentrations under varying emission scenarios and to analyze the sensitivity of profile
shapes to surface emission changes. Future work will incorporate observational validation and
inter-model comparisons to address these limitations.”
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