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RC2 Comments 

Bertoncini and Pomeroy present and interesting approach for quantifying the uncertainty 

associated with sampling the spatiotemporal and elevational variability of precipitation in complex 

terrain, in addition to offering to the community a unique dataset for the Canadian Rockies. 

 

General comments: 

The paper is well written. It is relatively easy to understand the methods and follow the discussion, 

and the figures are well done. The literature review is interesting, but not exhaustive on the 

important topic of precipitation lapse-rate estimation methods. In particular, Dura et al. (2024, 

EGUsphere) proposes a few more relevant references. The dataset obtained is unique and helps to 

shed light on the important issue of network design in complex terrain. However, I must say that I 

am not totally convinced by some aspects of the methodology, partly because the authors do not 

evaluate the accuracy of the method through objective verification scores. This is important 

because the interpolation method proposed in the paper is new, even though it borrows from ideas 

already published in the literature to deal with elevational variability in precipitation intensity. In 

addition to the lack of verification, I also question some of the underlying hypotheses of the method 

itself. Overall, I believe that this paper has merit and should be published, but that important 

questions need to be answered first, and these will likely require additional experiments, as well 

as possible adjustments to the methodology. 

Thank you for these comments. We will include a more extensive literature review on precipitation 

lapse-rate estimation methods and use Dura et al. (2024, EGUsphere) as a source of references. 

We will also evaluate the method's accuracy using objective verification scores. More details about 

how to implement an objective verification of the method and other required changes to the 

methodology will be described in the following responses. 

 

In the next section, I propose specific comments for the introduction and methodology sections. I 

do not have much to say about the discussion part of the paper, although it might need to be 

revisited if changes are made to the methodology. 
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Concerning objective verification: verifying a gridded product that incorporates all available 

observations is obviously a challenge. I suggest that several test cases be chosen that correspond 

to various type of precipitation events. For these events, the interpolation procedure could be 

carried out using a subset of the available data, and the precipitation maps (with and without 

considering the altitudinal gradient in precipitation) could be compared to each other and to the 

precipitation observed at the remaining stations. Care should be taken to create a subset of data for 

verification that covers the distribution of elevations in the domain of interest. In addition to 

comparing kriging estimates to the observed precipitation, it is also necessary to compare the 

values of SD obtained from the kriging method to the distribution of the errors made when making 

predictions at unknown locations. In the NST transformed space, I would expect about two third 

of the estimations to fall within plus or minus one standard deviation from the kriging estimate. 

This should be checked. It is particularly important in this study because the discussion does not 

only focus on the estimate of precipitation, but also on its associated uncertainty. 

Thank you for the suggestion. As you understand, carrying an objective verification of 

precipitation estimates that uses all available observations is challenging, so we have decided to 

perform a “leave-one-out” verification of the estimated precipitation. This technique involves 

estimating precipitation with the proposed technique removing one gauge at a time, which can be 

used to calculate objective verification scores. This procedure is repeated until all gauges are 

exhausted, and the objective verification scores are calculated for all the gauges in the dataset. We 

will also include an analysis comparing the kriging standard deviations with the error at unknown 

locations calculated with the “leave-one-out” technique. These analyses will be included in the 

next version of the manuscript. 

 

Specific comments: 

Line 60: "on the quantity variance". What do you mean by "quantity variance"? Not clear. 

Rephrase. 

Thank you. The term “quantity variance” was used to describe the variance of any physical 

quantity, e.g., precipitation, temperature, relative humidity, etc. This sentence was modified to 

“Geostatistics techniques such as ordinary kriging (OK) can predict values in unobserved locations 

utilizing information on the variance of any physical quantity between a pair of station 

observations with a known distance.” for better clarity. 

 

Line 62: "...semivariogram, which is the relationship between the variance in the observed quantity 

with the measured distances." This is not true. The semivariogram is defined as 1/2 E [ (Xr - Xs)^2 

] for random variables Xr and Xs at locations r and s. In its simplest expression, the semivariogram 

is only a function of the distance d(r,s), but this is not the only option. The variance of Xr and Xs 

need not even exist for the semivariogram to exist, and in all cases the semivariogram does not 

measure the variance of the observed quantities Xr and Xs (well, actually it does if the distance is 

larger than the range of the variogram). You could write something like "semivariogram, which is 
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the relationship between the second moment of the differences between the observed quantity at 

two locations and the distance between these two locations". 

Thank you, we agree with you. We modified this sentence to “which is the relationship between 

the second moment of the differences between the observed quantity at two locations and the 

distance between these two locations.” to reflect your suggestion. 

 

Lines 64-69: physically-based residual kriging, a.k.a optimal interpolation, should also be 

mentioned here. See for example Pelli et al. (2022, SERRA). In the Canadian context, Brasnett 

(1999, JAMC) used this approach to combine a background field from a numerical model with 

observations, taking into account elevation differences explicitly through a variogram, to 

interpolate snow depth observations. 

Thank you for the suggestion. Optimal interpolation is an important interpolation technique that is 

related to our study. We have included the following sentence in this paragraph to address this 

technique: “Optimal interpolation (OI) is another method used to spatially estimate environmental 

variables while using physically based models as background for interpolation. OI has been used 

in a range of interpolation applications from groundwater information (Peli et al., 2022), snow 

depths (Brasnett, 1999), to precipitation in the Canadian Precipitation Analysis (CaPA) reanalysis 

product (Lespinas et al., 2015).” 

 

Lines 81-82: be more specific here with respect to how meteorological models and hydrological 

models take into account lapse rates. These two categories of models do things very differently. 

Discuss briefly advantages/disadvantages of how it’s currently done in these models. Add 

references. 

Thank you. The following sentences were added in Line 82 to elaborate on the difference between 

how atmospheric and hydrological models consider precipitation lapse rates: “Atmospheric 

models simulate precipitation orographic enhancement by calculating moist air lifting and 

hydrometeor microphysics when passing over or near an orographic barrier (Houze, 2012; 

Lundquist et al., 2019). Hydrological models, on the other hand, employ observed or empirical 

lapse rates estimated from a profile of at least two gauges and distribute precipitation forcing based 

on the elevation difference between the precipitation source and the spatial modelling unit 

(Thornton et al., 1997; Liston and Elder, 2006; Smith and Barstad, 2004).” 

 

Table 1: add references for the various instruments, either in the table or in the text. 

Thank you. We will add references for the precipitation gauges utilized to compose the dataset. 

 

Lines 159-160: I am not convinced that the use of ERA5-Land wind speed is acceptable for 

correcting precipitation accumulations for wind-induced undercatch. Have you compared ERA5-



4 

 

Land wind speed predictions with observations in this region? ERA5-Land has a resolution of 9 

km but relies on an atmospheric model which has a resolution of 30 km. The orography field used 

in numerical models is generally smoother than the nominal resolution, so the effective resolution 

of ERA5 is even lower than 30 km. Vanella et al. (2022, J.Hydrol.) have compared both ERA5 and 

ERA5-land wind speed predictions to observations in different climates and topography in Italy 

and concluded that both products strongly underestimate wind speed (by 28% to 42% depending 

on the region). Is it the same in your region? How does this affect your precipitation estimates? 

Thank you for the suggestion. We understand this is a limitation to the methodology employed; 

however, the Canadian Rockies is a windy region, and wind undercatch in snowfall gauges is 

a major source of precipitation underestimation at some open sites. We note that many gauges 

(e.g., US SnoTel) are in small forest clearings where coarse-scale modelled wind speeds may 

overestimate wind speeds at gauge height in the clearing centre. We, therefore, decided to adopt 

the use of ERA5-Land for wind snowfall undercatch correction because even if there are known 

wind speed uncertainties in the order of 28 to 42%, as shown in Vanella et al. (2022), and unknown 

uncertainties due to local forest canopies, these uncertainties are not larger than for wind snowfall 

undercatch in the region. The latter uncertainty can decrease winter monthly precipitation amounts 

up to 72% in a high-elevation, unsheltered gauge (Pan et al., 2016). The following sentence was 

added to Line 164 to address this limitation: “The different techniques and meteorological data 

(observed versus ERA5-Land) to correct snowfall for wind undercatch may cause inconsistencies 

in the precipitation dataset since it is known that ERA5-Land wind speed can be underestimated 

by 28 to 42% (Vanella et al., 2022); however, some snow gauge sites are in forest clearings that 

are sheltered from the wind, and so these inconsistencies should be smaller than the impact of not 

correcting the dataset for wind undercatch. Wind snowfall undercatch underestimation in the 

region can be up to 72% of winter monthly amounts in a high-elevation, unsheltered gauge (Pan 

et al., 2016).” 

 

Lines 162-164: I find it surprising that you decided to use the BC and COOP data as is because no 

existing equations exist to do the bias correction. I assume that the BC gauges are impacted by 

wind? I read that these gauges use a pressure transducer to estimate precipitation. They might also 

be impacted by changes in atmospheric pressure. Wrt ruler-based snowfall, how is the density of 

fresh snow estimated in order to obtain a water equivalent? Does it / should it take into account 

wind speed? If you cannot correct the data, it might be a better idea to reject the data when the 

wind speed is above a threshold such that biased estimates are expected. 

Thank you for your comment. We understand that from a precipitation database composition 

perspective, one would want to keep only precipitation gauges that maintain the exact same 

standard of quality control. However, the goal of this manuscript is also to assess precipitation 

gauge network spatiotemporal and elevational uncertainty in the region for hydrological purposes. 

With that in mind, hydrologists make use of the available precipitation forcing in the region, while 

being aware of its uncertainty. Therefore, it is important to maintain gauges that employ different 

techniques such as from the BC and COOP networks which are still considered capable of 

reliable precipitation estimation in the region. The BC standpipes have been shown to have a 
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precipitation measurement precision ranging from 0.1 to 1 mm (Sha et al., 2021). They are always 

located in sheltered clearings where wind undercatch is minimized and considered small. We have 

corrected the description of COOP precipitation measurements. Snowfall (water equivalent) can 

be either calculated from a manual ruler and melting the amount of snow inside a sampler or using 

the US National Weather Service (NWS) 4 or 8-inch rain gauges and then melting the snow 

collected inside these gauges (NWS, 2013). COOP stations are known for having a daily negative 

observer bias of 1.27 mm and an observer tendency to round measurements to the nearest 0.1 or 

0.05 inches (Daly et al., 2007); however, they are considered reliable stations that compose over 

75% of daily precipitation stations in the US (Daly et al., 2021). In this region, they tend to be 

located in sheltered valley bottom sites where wind redistribution is minimal. Although an 

important topic, it is outside the scope of our study to develop wind undercatch corrections for 

standpipe, ruler-based, and NWS rain gauge snowfall measurements. The discussion above and 

additional references will be included in Section 2.2 to clarify the uncertainties in the networks 

utilized.  

 

Line 193: the cubic-root transform is also used, see for example Lespinas et al. (2015) as well the 

more general Box-Cox transform, see van Hyfte et al. (2023, Tellus A). 

Thank you for the suggestion. To make this background information more comprehensive, we 

added the suggested references as follows: “Although many transformations have been commonly 

applied in the past for implementation simplicity (e.g., log-normal, square-root, cubic-root, and 

Box-Cox) (e.g., Schuurmans et al., 2007; Sideris et al., 2014; Lespinas et al., 2015; van Hyfte et 

al., 2023),” 

 

Line 205: how is the semivariogram model chosen? With what frequency is each model chosen? 

We fit theoretical semivariograms (from the options gaussian, exponential, spherical, or penta-

spherical) to the daily precipitation sample semivariogram using the fit.variogram function in 

the gstat R package. This fit is done using a least squares residual technique. An initial estimate of 

the sill, range, and nugget semivariogram parameters is made based on the shape of the sample 

semivariogram using the autofitVariogram function in the automap R package. The sentence in 

Line 206 was modified to reflect the above: “The choice of semivariogram model options was 

based on the most frequent models in Ly et al. (2011), which evaluated 30 years of best fitted daily 

semivariogram models, and the availability in R’s gstat package. The semivariogram model was 

selected based on the smallest least squares residuals between theoretical and daily precipitation 

sample semivariograms using the fit.variogramfunction in the gstat R package. An initial estimate 

of the sill, range, and nugget semivariogram parameters were calculated based on the shape of the 

sample semivariogram using the autofitVariogram function in the automap R package.” The 

frequency at which each model was selected will be included in the next version of this manuscript. 
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Lines 207-208: you mention that grid longitude and latitude is used to interpolate. When 

computing distances, does the method take into account the distortion caused by the fact that 

degrees of longitude are further apart in the south than in the north of the domain? Given the shape 

of your domain, this is important. 

Thank you for the comment. All geospatial data is in WGS84, which is a geographic coordinate 

system that uses longitude and latitude coordinate values, thus not undergoing major differences 

in the distance represented by one degree of longitude in the south or north parts of the domain. 

The following sentence was added to the end of this paragraph for clarity: “All geospatial data is 

in the WGS84 geographic coordinate system; hence, not undergoing major differences in the 

distance represented by one degree of longitude in the south or north parts of the domain.” 

 

Line 208: back-transforming the data introduces a bias in the interpolation, because the kriging 

method is unbiased in the transformed space, but not in the original space. See van Hyfte et al. 

(2023) for details and formulas for taking this into account in the context of the Box-Cox 

transformation. Can you comment on the magnitude of that bias? Note that there is also a bias in 

the back-transformed standard deviation. 

Thank you for the comment. We understand that back-transforming precipitation and standard 

deviation values to mm/day units has a bias associated with it. However, we assumed this bias to 

be negligible. The study by van Hyfte et al. (2023) showed that correcting for this type of bias in 

a Box-Cox transformation only slightly improves precipitation estimates during summer months. 

The Box-Cox transformation is similar to the NST transformation adopted here (Cecinati et al., 

2017). The following sentence was added in Line 209 for further clarification: “Although there are 

known biases associated with back-transforming precipitation and standard deviation values, van 

Hyfte et al. (2023) has shown that correcting for this type of bias in a Box-Cox transformation 

only slightly improved precipitation estimates during summer months. The Box-Cox 

transformation is similar to the NST applied here (Cecinati et al., 2017).” 

 

Line 216: you mention using 53 gauge pairs to estimate the lapse rate. I assume that you are 

recomputing the lapse rate on a daily basis? If so, does that number vary over time or are these 53 

gauge pairs available for the whole time period covered by the product? Are these gauge pairs 

distributed relatively evenly over the domain? If not, do you think that this is problematic? Please 

provide a map of the location of these gauge pairs. Perhaps this information can be added to fig 1. 

Thank you for the suggestion. Yes, the lapse rates are computed daily, as stated in Line 217. Yes, 

the number of gauge pairs also varies daily, which can be one reason that elevational uncertainty 

can increase, as stated in Lines 233-234. All the available same-slope elevational profiles of gauge 

pairs were considered within the domain. The number of pairs is relative to gauge density, i.e., 

more in the south and less in the north part of the domain, causing an underrepresentation of lapse 

rates in the north. We will add these pairs of gauges to Figure 1 and comment on their spatial 

representativeness in the next version of this manuscript. 
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Line 226-227: Because you have interpolated the raw data to obtain the final daily horizontal 

precipitation field, you now need to rely on a reference elevation field interpolated from gauge 

elevations. I assume that you are recomputing this reference elevation field every day, since the 

network changes over time. Can you please confirm? Note that an alternative approach would be 

to bring all station observations to a reference elevation using equation (3) for each station, e.g. 

1500m and generate a precipitation field valid at that altitude. Then, a daily lapsed precipitation 

could be generated on the SRTM elevation model by applying again equation (3) for each SRTM 

grid cell using a reference elevation of 1500m for each grid point. It would be interesting to 

compare the two approaches. 

Thank you for your comment. Yes, the reference elevation interpolated from gauge elevations is 

generated daily. Yes, we were aware that this could have been one of the paths we could have 

taken; however, it is outside the scope of this study to compare both methods. Therefore, we 

decided to follow the recommendations by Liston and Elder (2006) to be consistent with the 

literature. 

 

Lines 233-234: this sentence does not read well. I do not fully understand what is meant here. In 

particular, the use of “Therefore” at the start of the paragraph suggests that what is being said 

follows logically from the end of the previous paragraph. However, the link is not obvious. Please 

rephrase. Perhaps there is a sentence missing just before this one? 

Thank you for your comment. The “Therefore” was misplaced in the sentence. We have modified 

these two sentences at the beginning of this paragraph for clarity: “The reasoning for uncertainty 

estimation in this study is that uncertainty in interpolated lapsed precipitation fields is not only 

caused by uncertainty in spatial interpolation but also in precipitation lapse rate. Therefore, if fewer 

pairs of gauges exist at high elevations or the precipitation events happening on a particular day 

have diverging lapse rates, the spatiotemporal and elevational uncertainty is increased.” 

 

Lines 236-238: I believe that the term “coefficient of variation” and its abbreviation “CV” is an 

abuse of terminology. Indeed, if I understand well, the authors are computing the average of the 

SD field (over a year) and dividing by the average of the precipitation. However, the average daily 

value of SD does not correspond to the uncertainty associated with the mean annual precipitation. 

For example, if errors in daily precipitation estimates were independent, the standard deviation of 

the error on the annual average would correspond to the square root of the sum of the square of 

the SD values, divided by the square root of 365 days. Hence, if SD values were relatively constant 

over a year (they are obviously not), the standard deviation of the error on the annual average 

would be reduced by a factor of about twenty. The coefficient of variation of this error would be 

reduced by the same factor. Whatever the covariance structure of errors in daily precipitation 

estimates, the coefficient of variation would be obtained by manipulating the error variances (the 

square of SD), and not the standard deviation of the errors. However, the covariance between errors 
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in daily precipitation estimates has not been modelled in this study – it is thus unknown. For this 

reason, it is an abuse of terminology to talk about the term “coefficient of variation”. What can be 

done? Well, the coefficient of variation can be computed for each day and each grid point, by 

dividing SD by the precipitation amount. Obviously, this is problematic for days without 

precipitation. It would still be possible to compute quantiles of the daily CV values and map one 

of them, for example a quantile halfway between the frequency of zeros and one. Another solution 

is simply to change the nomenclature and call the quantity reported in this paper something else 

than CV. This is what I suggest. 

Thank you for your suggestion. The annual CV was actually calculated by dividing 

the annual accumulated standard deviation (i.e., the sum of the 365 days) by 

the annual accumulated precipitation, as stated in Lines 236-239. We have not worked with annual 

means in any of our calculations. Since the estimated annual spatiotemporal and elevational 

uncertainty represents the standard deviation in the CV equation (CV = SD/mean) and the 

estimated annual accumulated precipitation represents the mean, we believe the term CV is 

appropriate in this context. Please let us know whether you agree with us in light of this 

clarification. 
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