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We thank the reviewer Dr. Yamashita and the editor for your helpful comments 

which helped us greatly to improve our paper. We modified our paper according 

to the comments. Our replies are summarized as below: 

 

In the original manuscript, we classified the WQBO into WQBO-Strong Polar 

Vortex (W-SPV) and WQBO-Weak Polar Vortex (W-WPV) according to the 

phase of the extratropical mode in July (Figure R1a). However, we realized that 

the two phases are misnamed, as a positive extratropical mode does not always 

lead to a stronger polar vortex, despite the strong correlation between them. In 

the revised manuscript, we renamed the positive and negative extratropic mode 

in July as Positive-Extratropic mode (Pos-Exmode) and Negative-Extratropic 

mode (Neg-Exmode) as in Figure R1b. 

 

 

Figure R1. The corresponding time series for the extratropic mode and polar 

mode of Figure 3 in the manuscript. (a) The Figure 3c in the original manuscript. 

(b) The Figure 3c in the revised manuscript. 

 

This paper describes the relationship between the SH mid-latitudes wind and the 

Antarctic polar vortex under the westerly QBO condition. The relationship is derived 

with the statistical method. However, there is a lack of proper discussion about the 

dynamical linkage between them partially, as listed below. In addition, there is a lack 

(b) Original manuscript (a) Revised manuscript 



of proper discussion about the previous studies. Thus, I have a concern about the 

present manuscript. 

Response: Thank you for your comment. First, we should clarify that we have 

established a robust connection between the winter WQBO and the Antarctic 

stratospheric polar vortex in late austral spring through the statistical method 

(Figure 3c in the manuscript). Additionally, the underlying dynamical 

mechanisms have been analyzed (Figures R2−R4, Figures 5−7 in the manuscript), 

and CESM model simulations support our conclusions (Figures R5, Figure 8 in 

the manuscript). 

 

 

Figure R2. Composite differences in the (a)−(e) vertical gradient of zonal-mean 

zonal wind anomalies (shadings) and vertical component of residual mean 

circulation ( w* ) anomalies (contours; dashed lines are negative, and thick lines 

are zero contours. The contour intervals are 0.1 mm/s), and (f)−(j) stream 

function anomalies from July to November between the Pos-Exmode and 

Neg-Exmode according to MERRA-2 reanalysis dataset. The dotted regions 

mark the differences in (a)−(e) vertical gradient of zonal-mean zonal wind and 

(f)−(j) the stream function between the Pos-Exmode and Neg-Exmode are 

statistically significant at the 90% confidence level. Green shading marks the 

regions where the differences in w*  between the Pos-Exmode and Neg-Exmode 



are statistically significant at the 90% confidence level. The schematic diagram 

on the left illustrates how the secondary circulation is triggered and sustained. 

 

 

Figure R3. Composite differences in the (a)−(e) potential vorticity (PV) 

anomalies, (f)−(j) meridional gradient of PV anomalies, and (k)−(o) meridional 

component of refraction index anomalies from July to November between the 

Pos-Exmode and Neg-Exmode according to MERRA-2 reanalysis dataset. The 

dotted regions mark the differences in (a)−(e) PV, (f)−(j) meridional gradient of 

PV, and (k)−(o) meridional component of refraction index between the 

Pos-Exmode and Neg-Exmode are statistically significant at the 90% confidence 

level. The schematic diagram on the left illustrates the mechanism of the PV 

adjustment. The black lines indicate the climatological PV contours in the SH. 

 



 

Figure R4. Composite differences in the du/dt anomalies (color shadings) and 

E-P flux divergence anomalies (contours; dashed lines are negative, and thick 

lines are zero contours. The contour intervals are 0.25 m s-1 day-1) from July to 

November between the Pos-Exmode and Neg-Exmode according to MERRA-2 

reanalysis dataset. The dotted regions and green shadings mark the differences 

in du/dt and the differences in E-P flux divergence between the Pos-Exmode and 

Neg-Exmode are statistically significant at the 90% confidence level. The 

schematic diagram illustrates how these anomalies propagate towards the 

Antarctic lower stratosphere from July to November. 



  

Figure R5. (a) The zonal-mean zonal wind at 60ºS and 100 hPa in November is 

plotted against the extratropical mode’s PC in July, derived from the 20 

ensembles of CESM simulation. The boxplot describes a summary of these 

ensembles. The light grey box spans from the lower dectile to the upper dectile, 

and the dark grey spans the lower quartile to upper quartile. The lines inside the 

dark grey box marks the median zonal wind. The lower and upper whiskers 

indicate the minimum and maximum zonal wind among the 20 ensembles. 

Additionally, the blue line represents the linear fit between the extratropical 

mode and the median zonal wind, with their correlation coefficient displayed in 

the bottom right-hand corner. (b)−(f) Composite differences in zonal-mean zonal 

wind from July to November between the Pos-Exmode and Neg-Exmode 

according to CESM simulations. The dotted regions mark the differences 

between the Pos-Exmode and Neg-Exmode are statistically significant at the 95% 

confidence level. 

 

Additionally, in the revised manuscript, we have rewritten the introduction and 



included the following citations.    

“The quasi-biennial oscillation (QBO) is a dominant mode of interannual 

variability in the tropical stratosphere (Lindzen and Holton 1968; Andrews and 

McIntyre 1976; Baldwin et al. 2001; Anstey and Shepherd, 2014; Yamashita et al., 

2018; Rao et al., 2019; 2020a; 2023a). It is well known to the alternating westerly 

and easterly zonal wind that periodically descends from the tropical upper 

stratosphere to the tropical tropopause (Lindzen and Holton, 1968; Andrews and 

McIntyre, 1976; Baldwin et al., 2001), as well as its influence of the atmospheric 

circulation and chemical species outside the tropical stratosphere (Holton and Tan, 

1980; Ruti et al., 2006; Garfinkel and Hartmann, 2011; Yamashita et al., 2015; 

Gray et al., 2018; Rao et al., 2019; 2020a, b, c; Zhang et al., 2021).” 

 

“In the Southern Hemisphere (SH), upward-propagating planetary waves are weak 

due to the weaker thermal contrast between land and sea. Consequently, the 

QBO-vortex coupling, which is closely related to planetary waves, has received less 

attention than those in the Northern Hemisphere (Garcia and Solomon, 1987; Lait 

et al., 1989; Baldwin and Dunkerton, 1998; Naito, 2002; Hitchman and Huesmann, 

2009; Yamashita et al. 2018; Rao et al., 2023a, 2023b).” 

 

“Yamashita et al. (2018) examined the influence of the QBO on SH extratropical 

circulation from austral winter to early summer using a multiple linear regression 

approach. Their findings suggest that the QBO-SH polar vortex connection 

operates through two distinct pathways: the mid-stratospheric pathway, which tends 

to suppress the propagation of planetary waves into the stratosphere during WQBO, 

and the low-stratospheric pathway, which tends to enhance upward planetary waves 

in EQBO. The QBO-SH polar vortex connections established by Yamashita et al. 

(2018) are statistically significant. However, in QBO-resolving models from phases 

5/6 of the Coupled Model Intercomparison Project (CMIP5/6), fewer than half of 

the General Circulation Models (GCM) successfully reproduce a weakened SH 

polar vortex during EQBO (Rao et al., 2023a). Furthermore, they also suggest that 



even the high-skill models capture only about 30% of the observed deceleration in 

westerlies during the EQBO. Although previous studies have revealed the potential 

relationship and mechanisms linking the QBO with the Antarctic stratospheric 

polar vortex, the weak statistical correlation between them and the limited 

performance of GCMs indicate that the QBO-vortex coupling in the SH is not yet 

fully understood.” 

 

p.2, L35-40: Baldwin and Dunkerton (1998) also mentioned “the zonal-mean zonal 

wind in the lower stratosphere decelerates more rapidly from September to October 

during the EQBO than during the WQBO”. 

Response: Thank you for your comment. Baldwin and Dunkerton (1998) 

demonstrated that in the Southern Hemisphere (SH), the QBO modulates the 

vortex throughout the winter, with its largest influence occurring in late spring. 

However, their composite analysis indicated only a slightly cooling of the vortex 

during the westerly QBO phase (WQBO), and no statistical test to confirm these 

findings. In the original manuscript, we cited these articles to emphasize that the 

QBO-polar vortex coupling in the SH is not yet fully understood. We apologize if 

the original phrasing was unclear, and we have revised the sentence as follows.  

“In the Southern Hemisphere (SH), upward-propagating planetary waves are weak 

due to the weaker thermal contrast between land and sea. Consequently, the 

QBO-vortex coupling, which is closely related to planetary waves, has received less 

attention than those in the Northern Hemisphere (Garcia and Solomon, 1987; Lait 

et al., 1989; Baldwin and Dunkerton, 1998; Naito, 2002; Hitchman and Huesmann, 

2009; Yamashita et al. 2018; Rao et al., 2023a, 2023b).” 

 

Reference 

Baldwin, M. P. and Dunkerton, T. J.:  Quasi-biennial modulation of the 

southern hemisphere stratospheric polar vortex, Geophys. Res. Lett., 25, 

3343–3346, doi: 10.1029/98GL02445, 1998. 

 



p.2, L40, 45: The relationship between the below two sentences are not clear. 

“the extratropical response to the QBO in late-winter SH can be interpreted as a 

modulation of the final warming by the QBO” 

“the timing of the Antarctic stratospheric polar vortex’s response to the QBO signal 

remains unclear” 

Response: Thank you for your comment. We agree that this part was not clearly 

written, and it has been revised as follows: 

“Naito et al. (2002) examined the QBO signal in the SH and found that from 

September to October, the zonal-mean zonal wind in the lower stratosphere 

decelerates more rapidly during the EQBO than WQBO. This deceleration is 

attributed to the stronger upward wave propagation from the troposphere and 

larger wave convergence during the EQBO in these two months. However, Anstey et 

al. (2014) demonstrated that the extratropical response to the QBO occurs in 

November, interpreted as the modulation of the Antarctic polar vortex’s final 

warming. Thus, it remains unclear when the response of Antarctic stratospheric 

polar vortex to the QBO reaches its peak.” 

 

p.2, L45: “Wang et al. (2022) examine the QBO signals in stratospheric ozone.” The 

implication of the Garcia and Solomon (1987) will be also mentioned in this context. 

Response: Thank you for your comment. This point has been added to the 

revised manuscript. 

“In addition to the Antarctic stratospheric polar vortex, previous studies have also 

investigated the QBO signals in stratospheric ozone. Garcia and Solomon (1897) 

demonstrated that the year-to-year fluctuations in Antarctic ozone may be linked to 

the tropical QBO. In contrast, Wang et al. (2022) suggested that the Antarctic total 

column ozone (TCO) shows no significantly respond to the QBO signal (Figure 2 in 

Wang et al., 2022). So far, the impacts of the QBO on the Antarctic stratospheric 

polar vortex and ozone have not been well documented.”  

  

Reference 



Garcia, R. R. and Solomon, S.: A possible relationship between interannual 

variability in Antarctic ozone and the quasi-biennial oscillation, Geophys. 

Res. Lett., 14, 848–851, doi: 10.1029/GL014i008p00848, 1987. 

 

p.3 L70: There is no reasonable explanation for why 20 hPa was chosen as a single 

pressure level. 

Response: Thank you for your comment. In the manuscript, we discussed the 

reason why a single-level wind (20 hPa) has been used to select the WQBO and 

EQBO years as follows:  

“Previous studies have employed different methods to define the QBO index. Some 

are based on the tropical zonal-mean zonal wind at a single pressure level (Holton 

and Tan, 1980; Gray et al., 1992; Baldwin et al., 2001; Garfinkel and Hartmann, 

2007), while others use two QBO indices on different pressure levels (Andrews et al., 

2019) or use empirical orthogonal function (EOF) analysis applied on the tropical 

zonal-mean zonal wind (Randel et al., 1999; Anstey et al., 2010; Rao and Ren, 

2018), which can better capture QBO’s vertical structure. The QBO phase defined 

by the EOF method is similar to that defined by the single pressure level QBO index 

(Baldwin et al., 2001; Rao et al., 2020b). Typically, when tropical stratosphere 

winds near 50 hPa are used to define the QBO phase, the NH stratospheric polar 

vortex during winter tends to strengthen during the WQBO and weaken during the 

EQBO (Baldwin et al. 2001; Anstey and Shepherd, 2014; Anstey et al., 2022). In the 

SH, the Antarctic stratospheric polar vortex shows responses to the tropical winds 

around 20 hPa (Baldwin and Dunkerton 1998; Baldwin et al., 2001; Baldwin and 

Dunkerton 1998; Anstey et al., 2022; Rao et al., 2023b). Therefore, this study uses 

the standardized zonal-mean zonal wind averaged over 10°S−10°N at 20 hPa to 

define the QBO phase. The EQBO phase is defined as years when the tropical 

standardized zonal-mean zonal wind is less than −1, while the WQBO corresponds 

to years when the tropical standardized zonal-mean zonal wind is greater than 1.” 

 

To clarify further, the empirical orthogonal function (EOF) analysis is applied to 



the tropical zonal-mean zonal wind, averaged over 10°S–10°N from 10 hPa to 70 

hPa (following Randel et al., 1999; Anstey et al., 2010; Rao and Ren, 2018). The 

first EOF mode depicts the in-phase changes in equatorial stratospheric zonal 

wind from the lower to the upper stratosphere (black line in Figure R6a), 

accounting for 56.04% of the total variance and showing the maximum 

correlation with the single-level equatorial wind at 20–30 hPa. The second EOF 

mode represents the contrasting variations between the lower and upper 

stratosphere (black line in Figure R6b), and it agrees well with the equatorial 

wind at 50 hPa (blue line in Figure R6b) variation. However, the second EOF 

mode explains only about 30% of the total variance, suggesting that the first 

EOF mode-like equatorial wind at 20–30 hPa serves as a good indicator of the 

QBO phase.  

 

Additionally, years in WQBO are selected according to the equatorial wind at 20 

and 30 hPa, respectively, as shown in Table R1. Note that the years identified by 

the 20 hPa zonal wind are largely contained by those at 30 hPa, except for 2022. 

Therefore, we use 20 hPa equatorial wind to define the QBO phase, consistent 

with previous studies (Baldwin et al., 2001; Naito, 2002; Rao et al., 2020). 

 

Figure R6. We first obtain the first two principal components (PCs) of the 

monthly mean zonal-mean zonal wind, averaged over 10°S–10°N from 10 hPa to 



70 hPa in July, through empirical orthogonal function (EOF) analysis. (a) The 

vertical structure of the in-phase QBO mode (black line), and the correlation 

between this PC and the tropical zonal-mean zonal wind at different levels (blue 

line). (b) Same as panel (a), but for the out-of-phase mode. 

 

Table R1. Years categorized as WQBO based on the tropical zonal wind at 20 

hPa and 30 hPa, respectively. 

Level WQBO 

20 hPa 1980, 1985, 1990, 1997, 2004, 2006, 2008, 2013, 2015, 2016, 2022 

30 hPa 
1980, 1985, 1990, 1995, 1997, 1999, 2002, 2004, 2006, 2008, 2013, 

2015, 2016, 2019 

 

Reference 

Anstey, J. A., Shepherd, T. G. and Scinocca, J. F.: Influence of the quasi-biennial 

oscillation on the extratropical winter stratosphere in an atmospheric 

general circulation model and in reanalysis data, J. Atmos. Sci., 67, 1402–

1419, doi: 10.1175/2009JAS3292.1, 2010. 

Baldwin, M. P., Gray, L. J., Dunkerton, T. J., Hamilton, K, Haynes, P. H., Randel, 

W. J., Holton, J. R., Alexander, M. J., Hirota, I., Horinouchi, T., Jones, D. B. 

A., Kinnersley, J. S., Marquardt, C., Sato, K. and Takahashi, M.: The 

quasi-biennial oscillation, Rev. Geophys., 39, 179–229, doi: 

10.1029/1999RG000073, 2001. 

Naito, Y.: Planetary wave diagnostics on the QBO effects on the deceleration of 

the polar-night jet in the southern hemisphere, J. Meteor. Soc. Japan, 80, 

985–995, doi: 10.2151/JMSJ.80.985, 2002. 

Rao, J., Garfinkel, C. I. and White, I. P.: Impact of the Quasi-Biennial 

Oscillation on the Northern Winter Stratospheric Polar Vortex in CMIP5/6 

Models, J. Climate, 33, 4787–4813, doi: 10.1175/JCLI-D-19-0663.1, 2020. 

Yamashita, Y., Naoe, H., Inoue, M. and Takahashi, M.: Response of the Southern 



Hemisphere Atmosphere to the Stratospheric Equatorial Quasi-Biennial 

Oscillation (QBO) from Winter to Early Summer, J. Meteorol. Soc. Jpn., 96, 

6, 587−600, doi: 10.2151/jmsj.2018-057, 2018. 

 

p.5, L130: In this nudging method, the zonal asymmetric component is relaxed to the 

observation as well as the zonal component. The wave propagation (zonal asymmetric 

component) is affected in this method. 

Response: Thank you for your comment. Like many other General Circulation 

Models (GCMs), the Whole Atmosphere Community Climate Model (WACCM) 

cannot reproduce a realistic QBO and instead produces weak easterlies in the 

equatorial lower stratosphere. Therefore, in most studies on the QBO, the 

equatorial zonal winds are relaxed toward idealized wind patterns (Matthes et al., 

2010; Wang et al., 2022; Luo et al., 2024; Zhang et al., 2024).    

 

Firstly, we try to use nudging simulations to generate more ensemble members 

with varying initial conditions. To achieve this, the meteorological fields should 

be nudged to real three-dimensional meteorological data rather than zonal mean 

fields. Figure R7 shows the temperature and zonal wind differences between the 

model simulations and the JRA55 reanalysis dataset, where near-zero differences 

appear in the nudging regions. This setup provides greater samples and reduces 

noise from the initial fields.    

 

Secondly, the climatological mean geopotential height averaged over the nudging 

regions is shown in Figure R8a. This is then decomposed into wave numbers 1, 2, 

and 3 (thin lines in Figure R8a). The deviations from the zonal mean value in 

equatorial regions are three orders of magnitude smaller than the zonal mean 

itself, suggesting that the zonal asymmetry component is relatively minor in the 

nudging region and would have minimal impact on wave propagation. 

Furthermore, the spatial distribution of the climatological mean geopotential 

height deviations from the zonal mean (Figure R8b) illustrates a much smaller 



zonal asymmetry in the nudging region. 

 

Thirdly, Zhang et al. (2024) used the same QBO-nudging simulation to analyze 

precipitation in East Asia, showing that the nudged QBO can induce wave-flow 

feedback in the upper tropospheric. Their findings further validate the 

effectiveness of nudging simulations for analyzing QBO influences on other 

processes via Rossby waves.  

 



 

Figure R7. (a), (c), (e), (g), (i), and (k) Difference in temperature between the 

CESM model simulation and JRA55 reanalysis dataset at 50 hPa on 1 September 

2021 from different ensembles. (b), (d), (f), (h), (j), and (l) Difference in zonal 

wind between the CESM model simulation and JRA55 reanalysis dataset on 1 

September 2021.   



 

Figure R8. (a) The climatological mean geopotential height, averaged over 20°S–

20°N and derived from JRA55 reanalysis dataset from 1980 to 2022, is shown as 

the thick black line. This geopotential height averaged over 20°S–20°N is 

decomposed into wave numbers 1, 2, and 3 using the simple Fourier analysis, 

with their respective amplitudes represented by the thin grey, blue, and red lines, 

respectively. The X-axis represents the geopotential height in logarithmic 

coordination. (b) The climatological mean geopotential height deviations from 

the zonal mean at 50 hPa, derived from the JRA55 reanalysis dataset from 1980 

to 2022. The dashed lines indicate the full nudging regions. 

 

Reference 

Luo, J. L. et al.: The impact of the QBO vertical structure on June extreme high 

temperatures in South Asia. npj Clim. Atmos. Sci., 7, 236, doi: 

10.1038/s41612-024-00791-2, 2024 

Matthes, K. et al.: Role of the QBO in modulating the influence of the 11 year 

solar cycle on the atmosphere using constant forcings. J. Geophys. Res., 115, 

D18110, doi: 10.1029/2009JD013020, 2010.  

Wang, W. K., Hong, J., Shangguan, M., Wang, H. Y., Jiang W. and Zhao S. Y.: 

Zonally asymmetric influences of the quasi-biennial oscillation on 

stratospheric ozone, Atmos. Chem. Phys., 22, 13695–13711, doi: 

10.5194/acp-22-13695-2022, 2022. 

Zhang, R. H., Zhou W., Tian, W. S., Zhang, Y., Zhang, J. X. and Luo, J. L.: A 



stratospheric precursor of East Asian summer droughts and floods, Nat. 

Commun., 15, 247, doi: 10.1038/s41467-023-44445-y, 2024. 

 

p.6, L135: The MERRA-2 is used in this study (L60), while the atmospheric 

conditions of the model are nudged to the JRA-55. The equatorial 40-hPa data is 

lacked in JRA-55 (it is important to the QBO disruption in 2016.) 

Response: Thank you for your comment. We agree that discrepancies may exist 

between different reanalysis dataset, and validating the results across multiple 

datasets can enhance their robustness. First, we present the WQBO years 

selected based on the MERRA-2 and JRA55 reanalysis datasets, respectively, in 

Table R2. The WQBO years show strong agreement between these two datasets. 

Since only 20 hPa equatorial winds are used to identify the QBO phase, the 

absence of 40 hPa data in JRA55 does not affect our results. 

 

Secondly, we reprinted Figure 3 (shown in Figure R9 here) of the manuscript 

using the JRA55 reanalysis dataset (Figure R10). It also shows a strong 

correlation between the extratropic mode in July and the Antarctic polar vortex 

in late austral spring, suggesting that the conclusions in the original manuscript 

are not influence by the choice of reanalysis dataset. Additionally, in the 

manuscript, we clarified the use of different reanalysis datasets, and the 

consistency of the results across both datasets further demonstrates the 

robustness of our findings as follows: 

“Note that different sets of reanalysis data are used to force the CESM and perform 

other analysis. The consistency of the results across both datasets indicates the 

robustness of the findings.” 



  

Figure R9 Spatial patterns for the first paired mode of the (a) monthly mean 

zonal-mean zonal wind over 0−40°S and 1−70 hPa in July, i.e., extratropical 

mode (b) zonal-mean zonal wind over 50°S−70°S and 1−70 hPa in November by 

the singular value decomposition (SVD) analysis during WQBO years, based on 

the MERRA-2 reanalysis dataset from 1980 to 2022. The right panel of (a) is the 

profile of the extratropical mode averaged over 0−5°S. The variance explained 

by the first mode is shown in the top right-hand corner. (c) The corresponding 

time series for the paired mode, with their correlation coefficient are shown in 

the bottom right-hand corner (text in blue). The solid blue line represents the 

linear regression of the extratropical mode and polar mode. The size and color of 

the circle markers in panel (c) are proportional to the Niño 3.4 index, with yellow 

dots indicating a positive Niño 3.4 index and blue dots indicating a negative Niño 

3.4 index. The standardized ozone volume mixing ratios, averaged over 

60°S−90°S at 70 hPa in November, against the extratropical mode time series are 

shown in triangular markers (right Y-axis), with their correlation coefficient 

displayed in the top left-hand corner (text in black). The dashed black line 

represents the linear regression of the extratropical mode and ozone in 

November. 

 



 

Figure R10. Same as Figure R9, but it derived from JRA55 reanalysis datasets. 

 

Table R2. Years categorized as WQBO based on the MERRA-2 and JRA55 

reanalysis datasets, respectively. 

Dataset WQBO 

MERRA-2 1980, 1985, 1990, 1997, 2004, 2006, 2008, 2013, 2015, 2016, 2022 

JRA55 1980, 1985, 1990, 1997, 2004, 2006, 2008, 2013, 2015, 2016, 2022 

 

p.6, L145: “consistently reaching their maximum in November”: This result will be 

compared to that of Baldwin and Dunkerton (1998). 

Response: Thank you for your comment. This sentence has been written as 

follows. 

“The QBO-SH polar vortex connection emerges in July and persists until austral 

late spring, with the effect peaking in November (i.e., the influence of the July QBO 

on the polar vortex peaks four months later, the influence of the August QBO peaks 

three months later, and so on). This result is consistent with the previous studies 

(Baldwin and Dunkerton, 1998; Yamashita et al., 2018).” 

 

p.6, L155: The “direct impact” is not clear. The results only show that the correlation 

between the QBO index and the zonal wind at 60S, 70hPa. 

Response: Thank you for your comment. In the manuscript, we first analyzed 



the correlation between the winter QBO index and the spring Antarctic polar 

vortex (Figure 1b in the manuscript). However, the correlation is only 0.23, 

indicating that the winter WQBO (EQBO) does not consistently lead to a 

stronger (weaker) Antarctic polar vortex in late austral spring, as previous 

suggested (Baldwin et al., 2001; Naito, 2002; Anstey et al., 2010). We described 

this as the ‘direct impact’ of the QBO on the Antarctic polar vortex. We further 

proposed that when the QBO aligns with mid-latitudes wind in the upper 

stratosphere, the predictability of the spring Antarctic polar vortex’s strength 

could be enhanced (Figure R9c).       

 

Despite the correlation between the QBO index and the zonal wind at 60°S and 

70 hPa, Figure R11 shows the composited difference in zonal-mean zonal wind 

between the WQBO and EQBO. Even with a large sample size of 22 in this 

composite analysis, it remains difficult to achieve statistical significance, 

indicating high sample variance. This further suggests that the winter WQBO 

(EQBO) cannot consistently lead to a stronger (weaker) Antarctic polar vortex in 

late austral spring. 

 

Figure R11. Composite differences in zonal-mean zonal wind anomalies in 

November between the WQBO and EQBO according to MERRA-2 reanalysis 



dataset from 1980 to 2022. The phase of QBO is defined by using equatorial wind 

data in July.  

 

Reference 

Anstey, J. A., Shepherd, T. G. and Scinocca, J. F.: Influence of the quasi-biennial 

oscillation on the extratropical winter stratosphere in an atmospheric 

general circulation model and in reanalysis data, J. Atmos. Sci., 67, 1402–

1419, doi: 10.1175/2009JAS3292.1, 2010. 

Baldwin, M. P., Gray, L. J., Dunkerton, T. J., Hamilton, K, Haynes, P. H., Randel, 

W. J., Holton, J. R., Alexander, M. J., Hirota, I., Horinouchi, T., Jones, D. B. 

A., Kinnersley, J. S., Marquardt, C., Sato, K. and Takahashi, M.: The 

quasi-biennial oscillation, Rev. Geophys., 39, 179–229, doi: 

10.1029/1999RG000073, 2001. 

Naito, Y.: Planetary wave diagnostics on the QBO effects on the deceleration of 

the polar-night jet in the southern hemisphere, J. Meteor. Soc. Japan, 80, 

985–995, doi: 10.2151/JMSJ.80.985, 2002. 

 

p.6, L165: What is the “winter extratropical mode”? Is it formed through the 

secondary circulation of the QBO? 

Response: Thank you for your comment. In the manuscript, we refer to the 

‘extratropical zonal-mean zonal wind in the upper stratosphere’ as the 

‘extratropical mode’ (Figure R9a). It is not formed through the secondary 

circulation of the QBO. If influenced by the QBO phase, the winter extratropical 

mode would exhibit opposite phases between the WQBO and EQBO. Figure 

R12c shows the composited difference in zonal-mean zonal wind in austral 

winter (July) between the WQBO and EQBO. No uniform positive zonal-mean 

zonal wind anomalies are observed between 20°S and 40°S at 1−50 hPa, 

suggesting that the ‘winter extratropical mode’ discussed in the manuscript is not 

influenced by the QBO phase. This is an interesting question that warrants 

further investigation, and we plan to explore this in future work.  



 

Figure R12. (a) Composited zonal-mean zonal wind in July during the WQBO 

phase. (b) Same as panel (a), but for the EQBO phase. (c) Composited difference 

in zonal-mean zonal wind between the WQBO and EQBO. The dotted regions 

mark the differences are statistically significant at the 95% confidence level.   

 

p.6, L180: “Thus, we can conclude that the winter extratropical mode, in conjunction 

with the WQBO, is closely linked to the spring Antarctic polar vortex and ozone.”: 

This probably responds of the upper stratospheric vortex shift to the upper in July, 

together with the poleward and downward movement from winter to summer 

(Yamashita et al. 2018, DOI:10.2151/jmsj.2018-057). 

Response: Thank you for your comment. First, we agree that the center of the 

stratospheric polar vortex shifts poleward and downward from winter to spring, 

reflecting its seasonal variation (dark green lines in the first and second columns 

of Figure R13). Compared with the Neg-Exmode events, the center of Antarctic 

polar vortex during Pos-Exmode is located at lower latitudes, resulting in the 

dipole pattern in Figure R13k. This dipole pattern evolves and shifts poleward 

and downward, ultimately leading to a strong polar vortex in November through 

wave-mean flow interactions (Figures R13k–o). Therefore, in the manuscript, we 

conclude that this winter extratropical mode under the WQBO is closely linked 

to the spring Antarctic polar vortex and ozone.    

 



 



Figure R13. Monthly mean zonal-mean zonal wind from July to November. (a)–

(e) Zonal-mean zonal wind averaged over Pos-Exmode years derived from 

MERRA-2 reanalysis dataset (the first column). The contours indicate the 

climatological zonal-mean zonal wind from 1980 to 2022, and the contour 

intervals are 10 m/s. (f)–(j) Zonal-mean zonal wind averaged over Neg-Exmode 

years (the second column). (k)–(o) Composite difference in zonal-mean zonal 

wind between the Pos-Exmode and Neg-Exmode years. The dotted regions mark 

the differences are statistically significant at the 95% confidence level.   

 

Secondly, while this dipole mode in July seems similar to that in Figure 4a 

(Figure R14) of Yamashita et al. (2018), the underlying mechanisms are entirely 

different. Since our analysis of Pos-Exmode and Neg-Exmode events are both 

under the WQBO phase, it emphasizes that during WQBO, the anomalous 

westerly winds in the mid-latitudes of the upper stratosphere are essential for 

strengthening the polar vortex in austral spring.  

 

Figure R14. QBOa coefficients of zonal wind in June, July, August, September, 



and October, together with climatology (cite from Yamashita et al., 2018). 

 

Reference 

Yamashita, Y., Naoe, H., Inoue, M. and Takahashi, M.: Response of the Southern 

Hemisphere Atmosphere to the Stratospheric Equatorial Quasi-Biennial 

Oscillation (QBO) from Winter to Early Summer, J. Meteorol. Soc. Jpn., 96, 

6, 587−600, doi: 10.2151/jmsj.2018-057, 2018. 

 

p.9, L210: “We further revealed that the positive anomalies in zonal-mean zonal wind 

can be reasonably explained by the E-P flux divergence anomalies and their poleward 

shift from July to November.”: The causality of the zonal-mean zonal wind is 

explained in this context, while the E-P flux divergence term is generally balanced 

with the fv* tern in the monthly timescales. Thus, the causality is difficult and there is 

only a consistency between the TEM terms. 

Response: Thank you for your comment. Newman et al. (2001) demonstrated 

that planetary waves propagate into the stratosphere, depositing easterly 

momentum that further decelerates the jet stream. Additionally, this momentum 

deposition is balanced by a southward residual circulation in the SH, consistent 

with the quasi-geostrophic Transformed Eulerian-Mean (TEM) equation R1: 

* 1

0 0
d u

f v X F
dt

−− − =                       (R1)    

Where the convergence of planetary waves (negative F ) is balanced by the 

decelerated jet stream (negative 
d u

dt
) and strengthen Brewer-Dobson (B-D) 

circulation (positive 
*

0f v ).  

 

In the manuscript, we concluded that the anomalous E-P flux divergence, along 

with its poleward and downward shift, results in the positive anomaly in 

zonal-mean zonal wind and a stronger polar vortex in November. We attributed 



these anomalous E-P flux divergences to anomalous positive stream function 

(Figure R15a). A question arises to whether the anomalous positive stream 

function is the result of the anomalous E-P flux divergence (Figure R15b). The 

causality should be clarified here. 

 

First, we replotted the Figure 7 of the original manuscript, ensuring that the 
d u

dt
 

and F  share the same unit for consistency (Figure R16). From July to August, 

positive 
*

0f v−  anomalies are located equatorward of the E-P flux divergence 

and are much larger in magnitude (Figures R16b and l), suggesting that the E-P 

flux divergence cannot fully account for the positive stream function anomaly. In 

contrast, from July to November, the location and magnitude of positive 
d u

dt
 

anomalies align well with the positive anomalous E-P flux divergence. We agree 

that while the positive anomalous E-P flux divergence might contribute to the 

positive 
*

0f v−  anomalies, its contribution is relatively minor. Thus, the 

mechanisms depicted in Figure R15a is in accord with the present findings.  

 

 

Figure R15. (a) The mechanisms of how the positive winter extratropical mode 

induce a stronger Antarctic polar vortex in November under the WQBO phase in 



the manuscript. (b) The reviewer’s comment on our mechanisms. 

 

 

Figure R16. Composite differences in the (a)−(e) the divergence of E-P flux 

anomalies, (f)−(j) 
d u

dt
 anomalous, and (k)−(o) − f v*  from July to November 

between the Pos-Exmode and Neg-Exmode according to MERRA-2 reanalysis 

dataset. The dotted regions mark the differences in (a)−(e) the divergence of E-P 

flux, (f)−(j) 
d u

dt
, and (k)−(o) − f v*  between the Pos-Exmode and Neg-Exmode 

are statistically significant at the 90% confidence level.  

 



Secondly, the time series of the difference in E-P flux divergence (purple line) 

and w*  (yellow line) between Pos-Exmode and Neg-Exmode events are shown 

in Figure R17. Note that the peak value of w*  (orange dashed lines) precedes 

the peak of E-P flux divergence (purple dashed lines), suggesting that the 

anomalous upward motion drives the positive E-P flux divergence anomalies. 

This lead-lag relationship between the w*  and E-P flux divergence further 

support the mechanisms depicted in Figure R15a, where positive stream function 

anomalies result in E-P flux divergence. Additionally, the model simulation also 

supports this point (Figure R18). 

 

Figure R17. Composite evolutions of the difference in E-P flux divergence 

(purple line) and w* (yellow line) between Pos-Exmode and Neg-Exmode events 

according to the MERRA-2 reanalysis dataset. Thick lines indicate that the 

differences are significant at the 90% confidence level according to the Student’s 

t-test. The dashed lines indicate the times when E-P flux divergence and w*  

reach their peak values. 

 



 

Figure R18. Same as Figure R17, but the data is derived from the CESM 

simulations. 

 

Additionally, the sensitivity nudging simulations provide additional confirmation 

of these findings. First, we calculated the composite meteorological fields for 

WQBO, Pos-Exmode and Neg-Exmode. Nudging is then applied to the WQBO 

stratospheric zonal wind, meridional wind, and temperature fields from 1 to 100 

hPa between 20°S and 20°N, using a nudging coefficient of 1.0 to simulate 

WQBO forcing. Secondly, the meteorological fields from 1 to 70 hPa and 20°S to 

40°S are nudged to the Pos-Exmode and Neg-Exmode fields, respectively, to 

simulate the extratropical forcing described in the manuscript. Then the Whole 

Atmosphere Community Climate Model (WACCM) in the Community Earth 

System Model version 2 (CESM2) to conduct 7 ensemble experiments. The 

difference between the Pos-Exmode and Neg-Exmode simulations represents the 

atmospheric response to the extratropical mode during WQBO phase.  

 

Figure R19a shows the composite difference in zonal-mean zonal wind between 

the Pos-Exmode and Neg-Exmode simulations in July, derived from CESM2 

simulations. Note positive and negative zonal-mean zonal wind anomalies are 

observed at 30°S and 60°S between 1 hPa and 70 hPa, respectively, which 



resembles those in Figure 4a of the original manuscript. This forcing can lead to 

a consistent positive stream function anomaly across the 7 ensembles. However, 

the E-P flux divergence anomalies do not exhibit a consistent positive value, 

suggesting that the extratropical mode align with the WQBO can induce a 

positive stream function (Figure R15a) rather than the E-P flux divergence 

(Figure R15b). Although these sensitive simulations cannot consistently 

reproduce positive E-P flux divergence anomalies due to model nudging for only 

one months and the discrepancy among the initial fields, the downward and 

poleward shift of the anomalous zonal-mean zonal wind, E-P flux divergence, 

and the stream function can be reproduced (Figure R20).       

 

 

Figure R19. (a) Composite difference in zonal-mean zonal wind between the 

Pos-Exmode and Neg-Exmode simulations in July derived from CESM2 sensitive 

simulations. The dotted regions mark the differences between the Pos-Exmode 

and Neg-Exmode simulations are statistically significant at the 90% confidence 

level. (b) Composite difference in stream function averaged over 1−30 hPa and 

0°−40°S between the Pos-Exmode and Neg-Exmode simulations in July derived 

from CESM2 simulations. (c) Same as panel (b), but for the E-P flux divergence 



averaged over 1−30 hPa and 40°−70°S. 

 

Figure R20. (a)−(e) Composite difference in zonal-mean zonal wind between the 

Pos-Exmode and Neg-Exmode simulations from July to November derived from 

CESM2 sensitive simulations. The dotted regions mark the differences between 

the Pos-Exmode and Neg-Exmode simulations are statistically significant at the 

90% confidence level. (f)−(j) Same as panels (a)−(e), but for the E-P flux 

divergence. (k)−(o) Same as panels (a)−(e), but for the stream function. 

 

Reference 

Edmon, H. J., Hoskins, B. J. and McIntyre, M. E.: Eliassen‐Palm cross sections 



for the troposphere. J. Atmos. Sci., 37, 2600–2616, doi: 

atsc-1520-0469_1980_037_2600_epcsft_2_0_co_2, 1980. 

Newman, P. A., Nash, E. R. and Rosenfield J. E.: What controls the temperature 

of the Arctic stratosphere during the spring, J. Geophys. Res., 106, 19999–

20010, doi:10.1029/2000JD000061, 2001. 

 

p.11, L240: “favours heterogeneous chemistry”: Is the PSC area also increased in this 

time? 

Response: Thank you for your comment. Here, we use TOMCAT/SLIMCAT 

global three-dimensional offline chemical transport model (CTM) to estimate the 

Polar stratospheric cloud (PSC) areas. This model can capture the seasonal and 

interannual verbalities of PSCs well, as evaluated in our other study (Li et al., 

2024). Additionally, the CTM can estimate the chemical ozone loss rate driven by 

chlorine catalytic reactions. Figure R21 compares the PSC area and ozone loss 

rate from chlorine catalytic reactions between Pos-Exmode and Neg-Exmode 

events. During Pos-Exmode, lower temperature in the Antarctic lower 

stratosphere from September to October lead to larger PSC areas than in 

Neg-Exmode events, resulting in more chemical ozone loss (absolute value of the 

ozone loss rate). Therefore, we concluded that “Lower temperature in the lower 

stratosphere favors increased PSC area and chemical ozone depletion in the polar 

regions (Figs.4m−n). Consequently, the temperature decrease induced by the 

positive extratropical mode leads to negative anomalous ozone in the Antarctic 

lower stratosphere from September to November (Figs. 4m−o).” The difference in 

PSC area between the Pos-Exmode and Neg-Exmode has been added in the 

revised manuscript (as shown in Figure R22 here).        



 

Figure R21. (a) Composited PSC area at 475 K isentropic level from September 

to November during the Pos-Exmode and Neg-Exmode years derived from 

SLIMCAT simulations. (b) Same as panel (a), but for the composited ozone loss 

rate averaged over 63°S−90°S. 

 



 

Figure R22. Composite differences in (a)−(e) the zonal-mean zonal wind 

anomalies, (f)−(j) the scaled E-P flux anomalies (green vectors; horizontal 

component unit: 107 kg s−2; vertical component unit: 105 kg s−2) and the E-P 

flux divergence anomalies (shadings), (k)−(o) the zonal-mean temperature 

anomalies (shadings) and the zonal-mean ozone volume mixing ratio anomalies 

(contours; dashed lines are negative, and thick lines are zero contours. The 

contour intervals are 200 ppbv) from July to November between the Pos-Exmode 

and Neg-Exmode according to MERRA-2 reanalysis dataset. Composite 

differences in PSC areas between the Pos-Exmode and Neg-Exmode, based on 

the NASA ozone watch dataset from September to October, are shown at the top 

of Panels (m) and (n). The E-P flux and its divergence are calculated from wave 1 

to 3. E-P flux vectors are scaled by the factor cosφ and multiplied by the square 



root of 1000.0/p in both the vertical and horizontal directions, where p is 

pressure in hPa. The dotted regions mark the differences in zonal-mean zonal 

wind, E-P flux divergence, and zonal-mean temperature are statistically 

significant at the 90% confidence level. Green shading marks the regions where 

the differences in ozone volume mixing ratio between the Pos-Exmode and 

Neg-Exmode are statistically significant at the 90% confidence level. Only the 

significant (at the 90% confidence level) E-P flux vectors have been plotted in 

panels (f)−(j).  

 

Reference 

Li, D. W., Wang, Z., Li, S., Zhang, J. K. and Feng, W. H.: Climatology of Polar 

Stratospheric Clouds Derived from CALIPSO and SLIMCAT. Remote Sens. 

16, 3285. doi: 10.3390/rs16173285, 2024. 

 

p.11, L260: “maintained by the downward motion”: The w* northward of 10 hPa, 30S 

is not clear and the relationship between the w* and temperature is not seen. 

Response: Thank you for your comment. North of 30°S above 10 hPa, a negative 

vertical gradient of zonal-mean zonal wind anomaly induces a negative stream 

function anomaly, accompanied by anomalous downward motion (dashed lines 

in Figure R23a). The mechanism is similar to that in Figure 5 of the manuscript. 

In this case, the negative zonal-mean zonal wind shear anomaly is balanced by a 

colder center to the north and a warmer center to the south. These temperature 

anomalies are sustained by the anticlockwise secondary vertical motion. 

Additionally, in Figure R23, the location of positive temperature anomalies aligns 

well with the downward motion, indicating adiabatic heating associated with 

these downward motions.  

https://doi.org/10.3390/rs16173285


 

Figure R23. Composite differences in the temperature anomalies (shadings) and 

vertical component of residual mean circulation ( *w ) anomalies (contours; 

dashed lines are negative, and thick lines are zero contours. The contour 

intervals are 0.1 mm/s). The dotted regions mark the differences in temperature 

between the Pos-Exmode and Neg-Exmode are statistically significant at the 90% 

confidence level. Green shading marks the regions where the differences in *w  

between the Pos-Exmode and Neg-Exmode are statistically significant at the 90% 

confidence level. 

 

p.12, L265: “induced by the extratropical mode”: I suppose that the B-D circulation 

difference is induced by the difference in the E-P flux divergence in the TEM terms. 

Response: Thank you for your comment. We acknowledge that the anomalous 

E-P flux divergence can lead to a weak B-D circulation and, to some extent, a 

positive anomalous stream function. However, in Figure R16, the positive 
*

0f v−  

anomalies are located equatorward of the E-P flux divergence and are much 

larger in magnitude, suggesting that the E-P flux divergence alone cannot fully 

account for the secondary circulation anomaly from July to August. Therefore, 

we agree that while the positive anomalous E-P flux divergence might contribute 

to the secondary circulations, its contribution is relatively minor in our study.  

 

Secondly, in Figures R17 and R18, the peak value of w*  (orange dashed lines) 

precedes the peak of E-P flux divergence (purple dashed lines), suggesting that 



the anomalous upward motion drives the positive E-P flux divergence anomalies. 

This lead-lag relationship between the w*  and E-P flux divergence further 

support the mechanisms depicted in Figure R15a, where positive stream function 

anomalies result in E-P flux divergence. 

 

Additionally, the sensitive test from CESM2 nudging simulations also support 

these findings. In Figure R19, extratropical forcing consistently leads to a 

positive stream function anomaly across the 7 ensembles. However, the E-P flux 

divergence anomalies do not exhibit a consistent positive value, suggesting that 

the extratropical mode align with the WQBO can induce secondary circulation 

anomalies rather than the E-P flux divergence (Figure R15).   

 

p.13, L275-280: “which dominates the wave refractive index and results in anomalous 

E-P flux divergence around 50S in the upper stratosphere in July”: Please indicate the 

contribution of the PV anomaly to the total wave refractive index. 

Response: Thank you for your comment. Here, we calculated the 

quasi-geostrophic refractive index (RI; Chen and Robinson, 1992), which is 

shown in equation R2. 

2 2

1
2

cos 2
RI = 




term

term

q k f

a NHu

   
− −   

                     (R2)  

Where the zonal mean potential vorticity meridional gradient q  is defined as 

follows: 
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           (R3) 

 

The H, k, N2, a, and   are the scale height, zonal wave number, buoyancy 

frequency, Earth’s radius and angular frequency, respectively. The N2 is defined 



as: 

2 
z

R T
N T

H H

 
= + 

 
                      (R4)   

Where the R is the specific gas constant for dry air, and the 
p

R c= . 

 

The RI consists of the zonal mean potential vorticity meridional gradient term 

and two additional terms. Figure R24 presents the climatological mean RI along 

with its components. Note that except south of 85°S, the term1 accounts for 

nearly all the variation in RI. In the region between 60°S and 70°S above 5 hPa 

(red rectangle), where RI is essential to the E-P flux divergence in Figure 4f of 

the manuscript, term2 appears larger than term1 in the climatological mean. 

However, we have confirmed that the sign of RI (Figure 25a) in this region is 

primarily determined by the negative anomalies in the potential vorticity 

meridional gradient term (term1 in R2, Figure R25b). The conditions in the 

subsequent four months are similar to those in July, so we do not describe them 

again in detail.     

 

  

Figure R24. (a) Climatological mean RI, averaged in July from 1980 to 2022, 

derived from the MERRA2 reanalysis dataset. (b) Zonal mean potential vorticity 

meridional gradient term (the first term on the right side of R2). (c) The term2 

on the right side of R2. 

 



 

Figure R25. Composited difference in (a) RI calculated by R1, (b) term1, and (c) 

term2 between the Pos-Exmode and Neg-Exmode in July derived from 

MERRA-2 reanalysis dataset. 

 

Reference 

Chen, P., and Robinson, W. A.: Propagation of planetary waves between the 

troposphere and stratosphere, J. Atmos. Sci., 49, 2533–2545, doi: 

10.1175/15200469(1992)049<533:POPWBT>2.0.CO;2, 1992. 

 

Figure 7: The unit of the du/dt must be the same as that of E-P flux divergence. In 

addition, the fv* term will be also discussed in this context. 

Response: Thank you for your comment. Figure 7 of the original manuscript has 

been replotted as Figure R26, converting the unit of E-P flux divergence to m s-1 

day-1 to match the unit of du/dt. Same as those in the original manuscript, the 

anomalous E-P flux divergence induces the poleward and downward shift of the 

positive anomalous zonal-mean zonal wind.   

 

Additionally, the 
*

0f v−  align with E-P flux divergence and 
du

dt
are show in 

Figure R16. First, from July to August, positive 
*

0f v−  anomalies are located 

equatorward of the E-P flux divergence and are much larger in magnitude, 



suggesting that the E-P flux divergence cannot fully account for the positive 

stream function anomaly. In contrast, from July to November, the location and 

magnitude of positive 
d u

dt
 anomalies align well with the positive anomalous E-P 

flux divergence. We agree that while the positive anomalous E-P flux divergence 

might contribute to the positive 
*

0f v−  anomalies, its contribution is relatively 

minor.  

 

 

Figure R26. Composite differences in the 
du

dt
 anomalies (color shadings) and 

E-P flux divergence anomalies (contours; dashed lines are negative, and thick 



lines are zero contours. The contour intervals are 0.25 m s-1 day-1) from July to 

November between the Pos-Exmode and Neg-Exmode according to MERRA-2 

reanalysis dataset. The dotted regions and green shadings mark the differences 

in 
du

dt
 and the differences in E-P flux divergence between the Pos-Exmode and 

Neg-Exmode are statistically significant at the 90% confidence level. 

 

p.18, L385: “pushing the positive anomalous zonal-mean zonal wind towards the 

pole”: The causality is not derived from this analysis, as mentioned above. 

Response: Thank you for your comment. Figures R15 to R20 provide additional 

validation of the causality. In summary, the positive extratropical mode under 

the WQBO initiates a secondary circulation, which subsequently modifies the PV 

distribution and planetary wave propagation, ultimately strengthening the polar 

vortex in November.  

  

p.18, L395: “we propose an upper stratospheric pathway for the QBO’s impact on the 

stratospheric polar vortex”: The comparison to the Yamashita et al. (2018)’s results 

will be needed in this context. 

Response: Thank you for your comment. We have compared with the Yamashita 

et al. (2018) in the introduction in the revised manuscript.  

“Yamashita et al. (2018) examined the influence of the QBO on SH extratropical 

circulation from austral winter to early summer using a multiple linear regression 

approach. Their findings suggest that the QBO-SH polar vortex connection 

operates through two distinct pathways: the mid-stratospheric pathway, which tends 

to suppress the propagation of planetary waves into the stratosphere during WQBO, 

and the low-stratospheric pathway, which tends to enhance upward planetary waves 

in EQBO. The QBO-SH polar vortex connections established by Yamashita et al. 

(2018) are statistically significant.”  

 

Reference 



Yamashita, Y., Naoe, H., Inoue, M. and Takahashi, M.: Response of the Southern 

Hemisphere Atmosphere to the Stratospheric Equatorial Quasi-Biennial 

Oscillation (QBO) from Winter to Early Summer, J. Meteorol. Soc. Jpn., 96, 

6, 587−600, doi: 10.2151/jmsj.2018-057, 2018.   

 

Other comments 

Figure 2(c): “Sepetmber” -> “September” 

Response: Thank you for your comment. It has been corrected 

 

Figure 3: The “solid blue line” is not found. 

Response: Thank you for your comment. Figure 3c from the original manuscript 

is now presented as Figure R27. The solid blue line represents the linear fit 

between the extratropical mode and polar mode, with the correlation coefficient 

displayed in the lower-right corner of the panel. 

 

Figure R27. The corresponding time series for the paired mode, with their 

correlation coefficient shown in the bottom right-hand corner (text in blue). The 

solid blue line represents the linear regression of the extratropical mode and polar 

mode. The size and color of the circle markers are proportional to the Niño 3.4 

index, with yellow dots indicating a positive Niño 3.4 index and blue dots 

indicating a negative Niño 3.4 index. The standardized ozone mixing ratios, 

averaged over 60°S−90°S at 70 hPa in November, against the extratropical mode 

time series are shown with triangular marker (right Y-axis), with their 



correlation coefficient displayed in the top left-hand corner (text in black). The 

dashed black line represents the linear regression of the extratropical mode and 

ozone in November. 

 


