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Abstract. Mountain glaciers are located in highly complex terrain and their local micro-climate is influenced by mountain

boundary layer processes and dynamically-induced gravity waves. Observations (turbulence flux towers) and simulations

(large-eddy simulation) over the Hintereisferner (HEF) glacier in the Austrian Alps have shown that down-glacier winds are

often disturbed by cross-glacier flow from the North-West associated with gravity waves. In this work, we explore how the

glaciers located upstream of HEF influence the gravity wave formation and intensity and and the feedback this has on bound-5

ary layer flow over HEF. In semi-idealized large-eddy simulations, we explore the impact of changing surface properties on

HEF’s microclimate by removing the upstream glaciers only (NO_UP) and removing all ice surfaces (NO_GL). Simulations

suggest that removing the upstream glaciers (which causes a change of boundary layer stratification from stable to unstable)

leads to a weaker gravity wave breaking earlier than in the reference simulation and leading to enhanced turbulent mixing over

HEF. As a consequence, this results in higher temperatures, sensible heat fluxes, and stronger warm-air advection over HEF10

tongue. Removing all glaciers results - as expected - in higher temperatures of up to 5 K over the missing ice surfaces, while

the gravity wave pattern is similar as in the NO_UP simulation, indicating that the upstream boundary layer exerts dominant

control over downstream response in such highly dynamic conditions. This study shows that a single glacier tongue is never

isolated from its environment and that surrounding glaciers and local topography have to be taken into account when studying

glacier boundary-layer processes. Furthermore, glaciers have a stabilizing effect on the boundary layer, impacting gravity wave15

formation and downslope windstorm intensity and their impact on the flow structure in valleys downstream.

1 Introduction

The Earth’s mountainous regions are important sources for global freshwater resources, and are being strongly affected by

climate change and elevation-dependent warming (Hock et al., 2022; Byrne et al., 2024). In recent years, the European moun-

tain cryosphere (permafrost, glaciers, snow) is experiencing significant changes (Beniston et al., 2018) with decreasing overall20

snow depths (Matiu et al., 2021) and rapid and accelerating glacier recession (e.g., Voordendag et al., 2023; Cremona et al.,

2023). While there is a clear scientific consensus on the large-scale patterns of glacier recession, there is still a knowledge gap
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on how glacier shrinkage influences the mountain boundary layer and how that in turn will influence subsequent glacier melt

(Beniston et al., 2018).

The mountain boundary layer (MoBL) forms due to complex interactions between heterogeneous, complex topography and25

the atmosphere aloft on timescales of less than an hour (Rotach and Zardi, 2007; Lehner, 2024). One of the major features of

the MoBL are thermally-induced circulations at several scales, from slope flows over valley winds up to Alpine pumping (Zardi

and Whiteman, 2013; Goger and Dipankar, 2024) influencing the exchange of heat, mass, and momentum between the free

atmosphere and the surface. European glaciers are located in mountainous terrain, and although they develop their own micro-

climate with katabatic down-glacier flows, they are also affected by valley winds or the larger-scale synoptic flow (Oerlemans,30

2010). For example, observations over Breidamerkurjökull, Iceland, show that the katabatic glacier boundary layer flow is

mostly undisturbed even by storms (Parmhed et al., 2004). On a glacier in the Alps, however, Litt et al. (2017) suggest that

under strong synoptic forcing, the large-scale flow disturbs the glacier boundary layer and no katabatic signal is detectable.

During the FLOHOF campaign over Hofsjökull glacier, Iceland, gravity waves induced pressure perturbations between -2 hPa

and 2 hPa in the glacier boundary layer (Reuder et al., 2012; Egger and Kühnel, 2010). Gravity waves are common over the35

Alps (Jiang and Doyle, 2004) and are a well-known phenomenon in mountain meteorology that interact on various scales within

the stable boundary layer (Vosper et al., 2018). Therefore, gravity waves are among the dynamically-induced processes over

complex terrain frequently interacting with valley and glacier boundary layers (Finnigan and Einaudi, 1981; Lott, 2016), and

they influence glacier-atmosphere exchange especially during summer on snow-free glacier surface (Nicholson and Stiperski,

2020). Under a changing climate, recent observations and modelling over the Haut d’Arolla glacier in the Swiss Alps suggest40

that with a decreasing glacier ice area the thermally-induced up-valley flow progressively dominates the glacier micro-climate

and ultimately might contribute to increased melting (Shaw et al., 2023, 2024). Besides the aforementioned localized studies,

observations by Conway et al. (2021) in the Canadian Rockies suggest that local glacier boundary-layer flow is also influenced

by local breeze systems (“Icefield breezes”), and that a single glacier tongue might not be isolated from its environment.

During the Hintereisferner Experiment (HEFEX, Mott et al., 2020), along- and across-glacier transects of eddy-covariance45

(EC) stations were employed at the Hintereisferner (HEF) glacier, Austrian Alps. This allowed an analysis of spatial heat

advection patterns and mostly cold-air advection was found on the glacier during down-glacier katabatic winds. However,

the katabatic glacier wind was often disturbed by lateral (cross-glacier) flow associated with warm-air advection. Within the

HEFEX observational setup, the reason for these disturbances could not be immediately identified; and one of the major

questions was the origin of the cross-glacier flow and whether the presence of nearby glaciers have a strong impact on the50

cross-glacier flow formation. High-resolution large-eddy simulations have emerged as a useful tool for process understanding

over complex terrain (e.g., Heinze et al., 2017; Gerber et al., 2018; Kiszler et al., 2023; Sauter and Galos, 2016; Voordendag

et al., 2024; Omanovic et al., 2024; Draeger et al., 2024) and a large-eddy simulation (LES) setup has been used to investigate

the nature and source of cross-glacier disturbances in the HEFEX campaign (Goger et al., 2022). With a horizontal mesh size

of 48 m, the LES are able to simulate the relevant mesoscale flow structures and wind patterns on the glacier for both summer55

and winter (Goger et al., 2022; Voordendag et al., 2024).
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Two case studies with two different flow directions were conducted, and it was found that under North-Westerly synoptic

winds a gravity wave forms upstream of HEF. The gravity wave in the Goger et al. (2022) LES case study was associated with

warm-air advection over the glacier tongue in agreement with the observations. However, the role of the upstream glaciers

on these cross-glacier “disturbances” remains is not clear. Gravity wave formation depends on the topography shape, the60

upstream profile of wind speed, and the stability (Jackson et al., 2013). The upstream glaciers present a surface with very

specific characteristics compared to ice-free terrain. The melting glaciers during summer daytime exhibit a constant surface

temperature of 0degC, and their surface roughness differs strongly from ice-free areas. At the same time, glaciers present a

comparatively smoother surface than ice-free mountainous areas. Thus the effect of removing upstream glaciers manifests

itself in the change of surface roughness as well as boundary layer type (stable over ice surface and unstable during daytime65

over ice-free surfaces) and the associated potential temperature and wind speed structure. In a study of foehn flow over the

Larsen C ice shelf, Antarctica, Turton et al. (2018) hypothesize that upstream ice surfaces influence the isentrope downdraw in

downslope windstorms. A numerical sensitivity study over Hofsjökull ice cap, Iceland, suggests that downslope windstorms are

stronger due to the ice surfaces, while removing the icecap from the simulation domain led to weaker gravity waves (Jonassen

et al., 2014), where the authors attribute this change mostly to changed surface roughness with a minimal effect of temeprature70

change.

At Hintereisferner glacier, we continue the study from Goger et al. (2022) and remove the upstream glaciers in a semi-

idealized setup for a case study day and pose the following research questions:

– What is the impact of the upstream glaciers on gravity wave formation and on the resulting cross-glacier flow over HEF?

– What is the overall impact of removing upstream ice surfaces on the boundary layer development over HEF and how are75

surface exchange and temeprature patterns affected?

– What is the impact of deglaciation on the valley boundary layer and surface exchanges?

To anser whtese questions, we organize this paper as follows: In Section 2, we describe the area of interest and our model

set-up. Section 3 describes the impact of the changing ice surfaces on the wind structure and upstream profiles, followed by

Section 4, where we discuss the impact of the missing upstream glaciers on the sensible heat fluxes and temperatures on the80

(remaining) glacier, before we discuss the results and conclude.

2 Location of interest and numerical simulations

2.1 The Hintererisferner (HEF) glacier

We are interested in the Hintereisferner (HEF), a large valley glacier in the Ötztal Alps, Austria. In 2018 (the year of our

case study), HEF was around 6.3 km long, decending from its highest point, Weißkugel (3738 m asl), to 2460 m asl, where the85

glacier tongue terminates. The glacier has been subject to continuous mass balance monitoring and meteorological observations

for more than 150 years (Obleitner, 1994; Strasser et al., 2018) and is one of the benchmark glaciers of the World glacier

3

https://doi.org/10.5194/egusphere-2024-2634
Preprint. Discussion started: 27 August 2024
c© Author(s) 2024. CC BY 4.0 License.



Figure 1. Overview of the model topography of the innermost domain (color contours) and the glacier outlines in light blue for (a) the

reference run with realistic glacier outlines (REF), (b) no upstream glaciers (NO_UP), and (c) without glaciers (NO_GL). The black lines

show the cross-section lines, the black dot shows the location “HEF tongue”, and the black plus shows the location “upstream”.

monitoring network (WGMS, 2017). The glacier is, as the rest of the European mountain cryosphere (Beniston et al., 2018),

affected by persistent and accelerating mass loss since the 1980’s. While it loses around 1 m ice thickness per year over the

last 20 years(Piermattei et al., 2024), extreme mass loss has been observed in some recent years (Voordendag et al., 2023). The90

HEFEX campaign took place on the glacier in the summer of 2018, with an array of EC stations placed on the glacier tongue

(Mott et al., 2020), revealing among the expected katabatic down-glacier flow also frequent intrusions from the North-West,

leading to an erosion of the glacier boundary layer. These disturbances were investigated with numerical simulations by Goger

et al. (2022), revealing gravity waves over the North-Western ridge to be the major mechanism behind the intrusions into the

katabatic flow.95

2.2 Numerical model

We employ the Weather Research and Forecasting (WRF) model version 4.1 (Skamarock et al., 2019) for our numerical study.

Most of the model set-up is similar to Goger et al. (2022), therefore we only repeat the most relevant information for our

present study. We use a nested set-up consisting of four domains, where the outermost domain spans Europe with ∆x=6 km

and receives ERA5 input data (Hersbach et al., 2020) as boundary and initial conditions. We subsequently nest down over100

∆x=1 km, and ∆x=240 m to the innermost domain at ∆x=48 m. We use the Thompson microphysics (Thompson et al., 2008),

the MM5 revised surface layer scheme (Jiménez et al., 2012), and the RRTMG two-stream radiation scheme (Iacono et al.,

2008) with topographic shading for all domains. We switch off the boundary layer parameterization in the two innermost

domains and employ the turbulence closure after Deardorff (1980). Since the boundary-layer flow is of turbulent nature, we

utilize the online averaging module “WRF LES diagnostics” by Umek (2020) and create 15-minute averages of selected model105
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variables. All simulations were initialized on Aug 17, 03:00 UTC and ran for 18 hours. Test simulations from Goger et al.

(2022) suggest that the first three hours of simulation have to be regarded as spin-up time, and therefore we will analyze the

model output for the time period of 06:00 UTC until 12:00 UTC to allow direct comparison to the reference simulation, which

delivered most reliable results during this time period according to a validation with observations (Goger et al., 2022). In this

study, we only show the output domain 4 for our analysis, and any mentioned numerical data will stem from this domain at110

∆x=48 m.

The run with the realistic glacier surfaces from 2018 (NW flow, Goger et al., 2022) will serve as the reference run (REF,

Fig. 1a). We conduct two extra sensitivity runs of domain 3 (∆x=240 m) and domain 4 (∆x=48 m) with changes in glacier ice

surfaces: For the first sensitivity run, we remove the upstream glaciers North of HEF (NO_UP, Fig. 1b), while for the second

sensitivity run, we remove all glacier surfaces, including HEF, from the domain (NO_GL, Fig. 1c). At this point, we want115

to mention that the two sensitivity runs do not represent realistic glacier surfaces under future climate projections (Zekollari

et al., 2019), because the projections predict a continuous shrinkage of all ice surfaces instead of removing the entire upstream

glaciers as in our NO_UP run. Furthermore, real world glacier recession progresses from lower to higher elevations, while our

case study involves the unrealistic removal of high elevation ice surrounding HEF. However, the aim of this study is not to

investigate the glacier boundary layer development under future climate scenarios, but rather to explore to role of the upstream120

glaciers on the local boundary layer over HEF and the associated surface exchange. Compared to the REF run where a stable

boundary layer is present over all ice surfaces upstream of HEF and thus impacts the gravity wave, in the NO_UP and NO_Gl

simulations, a convective boundary layer can develop thus affecting the flow. Therefore, we see the NO_UP and NO_GL runs

as “semi-idealized” simulations. As outlined in the introduction, we choose August 17, 2018 as a case study day, because the

synoptic flow direction was mostly North-Westerly disturbing the small-scale glacier boundary layer (Goger et al., 2022, their125

NW day case study).

3 Wind patterns and upstream flow structure

The reference simulation (REF) is a real-case simulation of the glacier boundary layer from August 17, 2018. Under North-

Westerly synoptic influence, a gravity wave formed over the North-Western ridge close to HEF, leading to a continuous dis-

turbance of the glacier boundary layer. The model suggested mostly cross-glacier flow and high values of non-stationarity of130

the sensible heat flux with a strong mesoscale influence on the glacier boundary layer. Details on the simulation and further

results can be found in Goger et al. (2022), their “NW day”. In the following sections, we describe two further simulations

exploring the impact of removing the upstream glaciers (NO_UP) and of removing all ice surfaces in the domain altogether

(NO_GL) on gravity waves and local boundary layer development. We will investigate the time period from 06:00 UTC until

12:00 UTC, because REF delivered most reliable results in comparison with observations from the HEFEX campaign during135

this time period (Goger et al., 2022). After 12:00 UTC, the simulation started to deviate, especially in terms of wind speeds,

from the observed values; to keep a fair comparison to REF, we will also only analyse the 6 hours of simulation time in NO_GL

and NO_UP.
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Figure 2. Simulated horizontal wind speed (colors) from the lowest model level and streamlines (black arrows) at four different times

(06:00 UTC, a-c; 08:00 UTC, d-e; 10:00 UTC, g-i; 12:00 UTC, j-i). Left row: REF; middle: NO_UP, right row: NO_GL. The blue contours

represent the glacier outlines in the simulations, while dashed blue lines in the middle row indicate the ’missing’ ice surfaces. The thin black

contours show model topography.

3.1 Spatial patterns of the wind field

A comparison of horizontal wind speeds from the lowest model level between the REF, NO_UP and NO_GL simulations140

reveals differences in the flow structure over the glacier dependent on time of the day (Fig 2). In the morning (06:00 UTC,
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Figure 3. Vertical cross-section along the black line in Fig. 1b of simulated total TKE (subgrid + resolved, colors), isentropes (black contours),

and cross-valley wind speed (arrows) from the REF simulation (panels a-d), the NO_UP simulation (panels e-h) and the difference in TKE

of NO_UP-REF (panels (i-l).

Fig 2a-c), cross-glacier flow with wind speeds of around 6 m s−1 dominates in all three simulations. In the REF simulation,

this cross-glacier flow is present throughout the simulation. In the NO_UP and NO_GL simulations, however, we note the

weakening of the cross-glacier flow after 08:00 UTC (Fig 2e,f). While the cross-glacier flow prevails with reduced wind speeds

in the REF simulation at 10:00 UTC (Fig 2g), the NO_UP and NO_GL simulations show an up-glacier flow dominating the145

wind field at the glacier tongue (Fig 2h,i). This up-glacier flow persists until 12:00 UTC (Fig 2k,l), together with a horizontal

wind speed maximum at the North-facing slope next to the glacier. In the next paragraphs, we will explore the nature and origin

of the up-glacier flow in the two simulations without the upstream glaciers.

3.2 Vertical structure of the upstream flow

To better understand the wind patterns and the reasons for the up-glacier flow in the NO_UP and NO_GL simulations, we150

examine the vertical structure of the upstream flow conditions in the next paragraphs.
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Although the surface flow showed similar characteristics between the different simulations at 6 UTC, vertical cross-section

shows some marked differences. In the REF simulation, the cross-section of steepening isentropes at around 3500 m above

mean sea level in the HEF valley at 06:00 UTC reveals a gravity wave with hydraulic jump-like features (Fig. 3a), with an ele-

vated turbulence kinetic energy (TKE) maximum around 200 m above the surface. At the same time in the NO_UP simulation155

(Fig. 3e), the general structure of the gravity wave is similar to REF, but with already overturning isentropes, indicating wave

breaking, associated with reduced stability and a weaker TKE maximum (-5 m2 s−2) that is more in the valley central flow-

line than in REF (Fig. 3i). Two hours later (08:00 UTC), the gravity wave overturns in the REF simulation as well (Fig. 3b),

while the gravity wave in NO_UP simulation already broke, with reduced upstream stability under the influence of and in-

crease of surface friction (Fig. 3f) and strong turbulent mixing over HEF tongue with higher TKE values than REF (Fig. 3j). At160

10:00 UTC, the gravity wave in REF also breaks (Fig. 3c), while NO_UP shows no distinct gravity wave pattern anymore in the

isentropes (Fig. 3g) with strong turbulent mixing and higher TKE values are present over HEF tongue (Fig. 3k). At 12:00 UTC,

the highest TKE values are simulated over the glacier by the REF simulation, and the gravity wave re-established with shoot-

ing downslope flow, while in the NO_UP simulation, reduced stability is visible upstream in association with a much weaker

gravity wave (Fig. 3h) and reduced TKE values (Fig. 3j). To summarize, a gravity wave is present in both simulations over165

the glacier valley. However, in the NO_UP simulation, the gravity wave is weaker with a different breaking pattern, leading to

higher TKE values and enhanced mixing over the glacier tongue. In the NO_GL simulations, the general structure and gravity

wave formation as similar as in the NO_UP simulation (not shown). Therefore, we conclude that most of the gravity wave’s

dynamics is governed by the upstream glacier and not by HEF itself.

To further explore how the upstream profiles influencing gravity wave formation, we show vertical profiles of potential170

temperature, wind speed, wind direction, and the Scorer parameter from HEF tongue and from a point upstream in Fig. 4. The

Scorer parameter is defined as

l2(z) =
N2

U2
− (

∂2U

∂z2
)/U (1)

where N = N(z) is the Brunt-Väisälä frequency dependent opn the height z, and U = U(z) is the vertical profile of the

horizontal wind. When l2(z) decreases or changes strongly with height, conditions are favorable for the formation of trapped175

lee waves, forming with stable boundary layers below an inversion and lower static stability aloft (Scorer, 1949). The Scorer

parameter is also useful to explore flows over glaciated areas to identify wave trapping in katabatic flows (Parmhed et al., 2004;

Söderberg and Parmhed, 2006).

At 06:00 UTC, the potential temperature profile at HEF tongue reveals a stable boundary layer (Fig. 4a) in all simulations at

both locations (HEF tongue and upstream), in accordance with a weak down-glacier jet (Fig. 4b). The only difference between180

REF and the simulations without the upstream glaciers is the location of the jet maximum. At the upstream location, we

find stable stratification in the potential temperature profiles in all simulations and already North-Westerly flow. The Scorer

parameter (Fig. 4i) shows mostly local maxima close to the inversions (cf. Fig. 4a) except for one large decrease in the REF

simulation at the upstream location. Two hours later, differences start to emerge between the simulations: At HEF tongue, we

note that higher potential temeprature values by 2 K in NO_UP and NO_GL compared to REF (cf. Fig. 4b). At the upstream185
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Figure 4. Vertical Profiles of potential temperature (panels a-d), horizontal wind speed and direction (panels e-h), and the Scorer parameter

(panels i-l) from REF (blue), NO_UP (orange), and NO_GL (red) from two locations (“HEF tongue”, full lines; and “Upstream”, dashed

lines) from four times.

location, this potential temperature difference is even higher by up to 4 K, and the profiles in the simulations without the

upstream glaciers now show unstable stratification (and a convective boundary layer) compared to the stable stratification in

the REF simulation. The wind speeds show a less distinct jet in the simulations without the upstream glaciers, while there is

still a distinct low-level jet maximum in REF over HEF tongue (cf. Fig. 4f). The Scorer parameter shows almost no favorable

conditions for gravity wave formation, in accordance with the weakened gravity wave visible in the cross-sections at 08:00 UTC190
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Figure 5. Vertical cross-section along the line in Fig. 1c of simulated total TKE (colors), isentropes (black countours), and along-valley wind

speed (arrows) from the REF simulation (panels a-d), the NO_GL simulation (panels e-h) and the difference in TKE in NO_UP-REF (panels

(i-l).

(cf. Fig. 3b,f). At 10:00 UTC, the potential temperature profiles (cf. Fig. 4c) show a similar picture as at 08:00 UTC at both

locations. However, the wind direction now reveals a distinct up-valley flow in the NO_UP and NO_GL simulations (Fig. 4g),

while the flow remains cross-glacier in the REF simulation, while the upstream flow direction remain North-Westerly in all

simulations. The Scorer parameter again shows favorable conditions for gravity wave formation, while they are strongest

in the REF simulation (Fig. 4k). Finally, at 12:00 UTC, there are clear differences in the potential temperature profiles: At195

HEF tongue, we note a convective boundary layer in NO_GL, while there is mostly neutral stratification in REF and NO_UP

(Fig. 4d). Upstream, there is still stable stratification in REF, while the simulations wihtout the upstream glaciers show neutral

or convective boundary layers. The wind patterns (Fig. 4h) show a chaotic behaviour, due to the gravity wave breaking and

strong turbulence (cf. Fig. 3), while it is clear that the synoptic flow from aloft changes direction at heights below crest height:

All simulations show now an up-glacier flow. The Scorer parameter agin reveal no signs favorable for gravity wave formation200

(Fig. 4l).
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Figure 6. Panel a) UWI for REF, NO_UP, and NO_GL for the location HEF tongue. Panel b) Scatter plot of wind direction (+) at locations

’Upstream’ and at ’HEF tongue’ for all three simulations for our time period of interest. The lines in purple, black, andgrey show the idealized

categorizations from Whiteman and Doran (1993).

Since we noted a distinct up-valley flow in the simulations without the upstream glaciers (NO_UP and NO_GL), we explore

the vertical structure of the atmosphere along the glacier (Fig. 5) as well.

The REF simulation exhibits at 06:00 UTC a strong stable boundary layer (SBL) at the upper parts of the glacier (Fig. 5a)

and a down-glacier flow, and reduced stability and higher TKE values at the lower part. In NO_GL, there is a neutral layer205

with a weaker inversion aloft (Fig. 5e) and generally weaker stratification and lower TKE values (Fig. 5i). Two hours later,

the SBL over the upper part of HEF is still present in REF, while it is now much weaker in NO_GL. Furthermore, NO_GL

exhibits higher TKE values than REF at the lower part, related to the earlier breaking cross-glacier gravity wave. at 10:00

and 12:00 UTC (Fig. 5c,d,g,h), the atmosphere above HEF is well-mixed in both REF and NO_GL. In REF, the SBL is still

noticeable in upper parts, but it dissipated in the NO_GL simulations. This might be one of the major reasons why the gravity210

wave is able to plunge and break into the glacier valley earlier in the NO_GL and NO_UP simulations than in REF, because

there is a weaker (or no) cold-air pool which has to be eroded by the upper-level flow (Haid et al., 2022). Furthermore, the

up-glacier flow is also noticeable in the NO_GL simulations with enhanced turbulent mixing. At this point, it is not clear

which kind of forcing (thermally- or dynamically-induced) leads to the distinct up-glacier flow in the NO_GL and NO_UP

simulations, therefore we will explore the origin of the up-glacier flow in the next section.215

3.3 Wind direction shift in the glacier valley

In the following paragraphs, we disentangle the dynamical mechanisms related to the change of the wind direction from cross-

glacier to up-glacier in the simulations without the upstream glaciers. Shaw et al. (2023) developed an “up-valley wind index”

(UWI) based on the wind direction

UWI = cos(
|wdir−ϕ|π

180
) (2)220
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where wdir is the wind direction at 10 m above ground at HEF tongue, and ϕ is the orientation of the glacier valley (in

our case 45◦). When UWI = 1, the flow is exactly up-glacier, while UWI ≈ 0− 0.5 indicates cross-glacier flow. In our

simulations, the flow is cross-glacier for all three cases (Fig. 6a) before 08:00 UTC, related to the gravity wave present over

the glacier tongue. However, after 08:00 UTC, the situation changes: In REF, there is a gradual shift in UWI towards 1 until

12:00 UTC, suggesting a gradual weakening of the cross-glacier flow associated with the gravity wave. However, in the other225

two simulations, UWI shows a sudden shift towards 1 already at 08:00 UTC (NO_GL) and 08:30 (NO_UP), suggesting up-

glacier flow. When the gravity wave breaks (cf. Fig. 3, at 10:00 UTC), the up-valley flow can develop (cf. Fig. 2) and, in contrast

to the REF simulation, the gravity wave is unable to re-develop and the up-glacier flow persists after 09:00 UTC in NO_UP

and NO_GL.

However, the UWI only gives an overview on the wind direction over the glacier, and does not give information on the230

kind of forcing leading to the wind direction shift. Whiteman and Doran (1993) defined four scenarios of interactions between

the (synoptic) flow aloft and the flow within a valley: thermally-driven, downward momentum transport by gravity waves,

forced channeling, and pressure-driven channelling. To learn about which forcing is responsible for the wind direction in the

glacier valley in our simulations, the wind direction of the synoptic flow aloft (in our case the upstream location) and the wind

direction of the valley flow can be compared. The resulting pattern (Fig. 6b) shows whether the flow falls into one of the four235

categories of Whiteman and Doran (1993). In the REF simulation, the points collapse onto a diagonal line, suggesting that the

wind structure in the HEF valley is indeed dominated by downward momentum transport by the gravity wave. For the NO_GL

and NO_UP simulations, a different picture emerges: Some of the points still follow the diagonal line (hence, downward

momentum transport), but most of the points are either present in the lower left or lower right corner. This pattern corresponds

to forced channelling, where the synoptic flow is channelled into the valley. In theory, pressure-driven channeling could also be240

a reason for the up-glacier flow (with a slightly different wind direction pattern), but this requires a horizontal pressure gradient

along the valley axis. We calculated the horizontal pressure gradient (not shown), but it showed no distinct signal, hence we

conclude that forced channelling is the major mechanism at play in the simulations without the upstream glaciers. In general,

shallow valleys (e.g., the Rhine Valley or the Tennessee Valley) are more prone to channelling of synoptic flows (Whiteman

and Doran, 1993; Steyn et al., 2013) than deep Alpine valleys like the Inn Valley, where thermally-induced flows are very245

resilient to synoptic influence (Zängl, 2009). Given that the HEF valley is also rather shallow compared to its surroundings

(the height difference between HEF tongue and the upstream location is around 500 m), channelling of synoptic cross-glacier

flows is a realistic scenario. To summarize, we conclude that the gravity wave leads to downward momentum transport over

the HEF valley, and when it breaks and henceforth weakens, the synoptic flow is channelled via forced channelling into the

glacier valley. In this case study, the up-glacier flows after 09:00 UTC can be explained with dynamical forcing and and the250

thermal forcing component (e.g., slope/valley flow due to differential heating) is negligible.
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4 Impact on glacier boundary layer

We described the major features of the wind patterns and gravity wave formation in the NO_UP and NO_GL simulations in

compared to the REF simulation in the previous Sections. In this Section, we will compare the three simulations with respect

to sensible heat fluxes, advection patterns, and 2 m temperature.255

The energy exchange over mountain glaciers is - especially during the summer months - strongly influenced by the sensible

heat flux at the glacier surface. In the typical application of bulk formulation of turbulent fluxes to glacier surfaces, sensible heat

fluxes over glaciers strongly depend on the wind speed, and to some extent also on the wind direction, dependent on whether

the flow origin is, e.g., up-glacier (which would suggest a katabatic glacier wind is present and henceforth cool advection), or

cross- or up-glacier (with warm advection) under clear-sky conditions.260

4.1 Spatial patterns of sensible heat flux

In the REF simulation with the realistic glacier surfaces, we note that the sensible heat flux is negative (from the ice to the

atmosphere, atmospheric notation) during the entire simulation time (Fig. 7a,d,g,j). Over the remaining ice surface (i.e., HEF)

in NO_UP, sensible heat fluxes are already reduced by 50 W m−2 compared to REF at 06:00 UTC (Fig. 7b). This patterns

continues during the entire simulation time at the remaining ice surface in NO_UP. Interestingly, the sensible heat flux differ-265

ence between NO_UP and REF is very small at the upper part of the remaining glacier, where cross-glacier flow is present

(Fig. 7h,k,i,l). The largest differences between REF and NO_UP are visible at 12:00 UTC, when the gravity wave broke and

the strong up-glacier flow is present (Fig. 7i,l). It is not surprising the sensible heat fluxes over the missing ice surfaces change

sign and are positive now which range up to 500 W m−2 between REF and NO_UP (Fig. 7k). Still, even on the slope between

the (missing glaciers) and HEF sensible heat fluxes are now higher in the NO_UP simulation, which is likely related to the270

strong turbulent mixing induced by the earlier breaking gravity wave in NO_UP and advection processes (see next section).

This indicated that the missing upstream glaciers with their influence on atmospheric flow structure and the resulting spatial

variability in sensible heat fluxes have a potential impact on HEF’s melting patterns.

When we remove all glaciers from the model domain (Fig. 8), sensible heat fluxes reveal a large difference between NO_GL

and REF changing over simulation time. At 06:00 UTC, SH fluxes exhibit a difference of around 100 W m−2 over the missing275

ice surfaces (Fig. 8b), while with progressing simulation time these differences change up to more than 500 W m−2 with oppo-

site signs (Fig. 8k). This is not surprising, since changing the land-use category in the model from “ice” to “bare rock” leads to

changes in albedo and roughness length, henceforth leading to positive sensible heat fluxes during the daytime. Interestingly,

sensible heat fluxes remain smaller in the glacier valley than its surroundings in the NO_GL simulation (Fig. 8c,f,i,l), likely

due to the sheltered location of the valley and topographic shading. Highest sensible heat flux values are recognizable at the280

mountain ridges and in regions with high wind speeds.

13

https://doi.org/10.5194/egusphere-2024-2634
Preprint. Discussion started: 27 August 2024
c© Author(s) 2024. CC BY 4.0 License.



Figure 7. Simulated sensible heat flux (colors) from the lowest model level at four different times (06:00 UTC, a-c; 08:00 UTC, d-e;

10:00 UTC, g-i; 12:00 UTC, j-i). Left row: REF; middle: Difference between REF and NO_UP, right row: NO_UP. The blue contours

represent the glacier outlines in the simulations, while dashed blue lines in the middle row indicate the ’missing’ ice surfaces. The thin black

contours show model topography.
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Figure 8. Simulated Sensible heat flux (colors) from the lowest model level and 10 m wind speed (black arrows) at four different times

(06:00 UTC, a-c; 08:00 UTC, d-e; 10:00 UTC, g-i; 12:00 UTC, j-i). Left row: REF; middle: Difference between REF and NO_GL, right row:

NO_GL. The blue contours represent the glacier outlines in the simulations, while dashed blue lines indicate the ’missing’ ice surfaces. The

thin black contours show model topography.
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Figure 9. Panel a) Time series of horizontal wind speed (lines) and wind direction (+) for REF (blue), NO_UP (orange), and NO_GL (red)

simulations at HEF tongue. Panel b) as panel a), but for sensible heat flux. Panel c) Scatter plot of horizontal temperature advection and

horizontal wind speed over the time period of interest. Panels d)-f) Time series of the total heat budget over HEF tongue for REF (d), NO_UP

(e), and NO_GL (f) simulations.

4.2 Advection patterns

Time series of horizontal wind speed and direction at HEF tongue (Fig. 9a) reveal no large differences in the absolute values of

wind speeds between REF, NO_UP, and NO_GL. However, there is a clear difference in wind direction, where the up-glacier

flow develops after 08:00 UTC related to the earlier gravity wave breaking in the NO_UP simulation. Time series of sensible285

heat flux at HEF tongue (Fig. 7) suggest weaker sensible heat fluxes in the NO_UP simulation compared to REF (Fig. 9b),

while sensible heat fluxes in the NO_GL simulation are entirely positive. The glacier tongue is in REF and NO_UP simulations

during the entire time period of interest under the influence of horizontal warm-air advection (Fig. 9c). While this is mostly
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associated with the gravity wave and cross-glacier flow in the REF simulation, also up-glacier flow leads to stronger warm-air

advection over HEF tongue. In theory, we could have assumed that the cross-glacier flow enhances the katabatic glacier wind290

from the upstream glaciers and would lead to cold-air advection of HEF tongue, however, this did prove as not true given

that the horizontal warm-air advection patterns are very similar in the REF and NO_UP simulations (Fig. 9c). In the NO_GL

simulation, the location of the missing glacier is under the influence of cold-air advection, which is surprising at the first glance.

However, the surface is not cooler than its environment anymore due to the entirely missing ice surfaces, and it is likely that

colder air is advected by the gravity wave from aloft.295

When we consider the total vertical heat budget, we calculate it as in Goger et al. (2022):

∂θ

∂t
=−U

∂θ

∂x
−V

∂θ

∂y
−W

∂θ

∂z︸ ︷︷ ︸
Adv

− ∂w′θ′

∂z︸ ︷︷ ︸
vHFD

(3)

with temperature advection with the mean wind in all three directions (ADV) and the vertical heat flux divergence (vHFD). The

heat budget of the REF simulation (Fig. 9d) reveals cooling of the column above HEF tongue between 06:00 and 08:30 UTC,

with slight interruptions above 2800 m a.g. with a wavy structure. This is likely related to the gravity wave pattern, and since it300

does not break before 08:30, the glacier remains under cold-air advection. This pattern changes with the gravity wave breaking,

the glacier is suddenly under warming until 12:00 UTC. In the NO_UP simulation, a different picture emerges (Fig. 9e) :

HEF tongue is under influence of either cooling or heating, but not as continuous as in REF and also with weaker absolute

heating values. Similar patterns are visible in the NO_GL simulation (Fig. 9f) with stronger warming effects. We relate this

phenomenon to the much weaker gravity wave (which breaks earlier) in the simulation without the upstream glaciers, which305

has a large influence on the heating rate over the glacier. To summarize, when we consider the vertical heating rate, large

differences are present between the two simulations; while REF shows distinct heating or cooling patterns in relation to the

gravity wave, the patterns in the NO_UP and NO_GL simulations show a general warming effect.

4.3 Resulting temperature structure on the glacier

Finally, the impact of changing the glacier surfaces on the 2 m temperature is shown in Figure 10. We choose the (diagnostic)310

2 m temperature instead of the skin temperature, because the skin temperature is constant at 0◦C over the melting glacier, but the

2 m temperature is closest to the surface and gives an overview of near-surface thermal conditions, athough we have to keep in

mind that the formulae calculating 2 m temperature still rely on Monin-Obukhov similarity theory (Monin and Obukhov, 1954;

Jiménez et al., 2012). The 2 m temperature, averaged over our time period of interest (06:00–12:00 UTC) shows temperatures

close to zero over all ice surfaces, especially over the upstream glaciers (Fig. 10a), while the glacier surroundings are up to315

10◦C warmer. The NO_UP simulation shows higher 2 m temperatures over the missing upstream glaciers with a temperature

contrast of up to 5◦C compared to REF (Fig. 10b). Furthermore, HEF tongue is warmer by 1◦C than the REF counterpart

(Fig. 10c), suggesting that the glacier tongue is influenced by the (warmer) surroundings, due to warm air advection (cf. Fig. 9.

Finally, removing all glaciers (Fig. 10c) leads to a temperature increase of 5◦C at all missing ice surfaces compared to REF.
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Figure 10. Panels a-c) Averaged 2 m temperature (colors) over the simulation period of interest (06:00–12 UTC) for REF, NO_UP, and

NO_GL, respectively. Panels d-f) Difference in averaged 2 m temperature from REF. All panels: Topography (black contours), ice surfaces

(blue outlines), missing ice surfaces compared to REF (red outlines).

The surroundings also are by 1◦C warmer than REF (Fig. 10f), suggesting a strong influence by the strong turbulent mixing320

induced by the breaking gravity wave.

5 Discussion

In general, our LES simulations proved as an ideal test bed to study the impact of dynamically-induced flows on the glacier

boundary layer. As already discussed in Goger et al. (2022) and Voordendag et al. (2024), we have to note that despite our high

horizontal and vertical resolution (∆x = 48 m and lowest model half-level at z = 3 m), we cannot assume that the local glacier325
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boundary layer with the katabatic down-glacier wind is simulated realistically. Observations by Mott et al. (2020) over HEF

suggest that the katabatic jet is located at 2 m above the ice surface. Given that, strictly speaking, a LES of stable boundary layer

would require ∆x = 1 m according to Cuxart (2015), which is currently not possible with the WRF model. Still, more than 10

grid points across the glacier valley are present in our domain, and this hints that the major ABL processes are resolved (Wagner

et al., 2014). In this study, however, we focus on dynamical aspects and gravity waves, which form on scales larger than the330

small-scale glacier boundary layer, and therefore we can expect that the model delivers reliable results on these processes.

We mostly analyzed results from 6 hours of simulation time (06:00-12:00 UTC), not only because REF started to deviate

from observations after 12:00 UTC (Goger et al., 2022), but also, because the two sensitivity simulations (NO_UP and NO_GL)

did not give new insights on the gravity wave dynamics: In both NO_UP and NO_GL, the gravity wave does not re-establish

itself and up-glacier flow prevails as in the REF simulation after 12:00 UTC (not shown). Although the simulations are semi-335

idealized, results suggest that HEF cannot be seen as an individual isolated glacier in terms of its boundary-layer development.

While we only show findings from a single case study, it is clear that HEF is strongly affected by the upstream glaciers under

North-Westerly flow, given their strong influence on gravity wave formation. The gravity wave is most persistent in the REF

simulation, not only because of the stronger stability over the upstream glaciers, but also because cold air is present above HEF

hindering an immediate plunge into the glacier valley. A study of foehn flows over the Larsen C ice shelf, Antartica by Turton340

et al. (2018) found that the stabilizing effect of upstream ice surfaces indeed influences the isentrope drawdown of gravity

waves. Jonassen et al. (2014) simulated gravity waves over the Hofsjökull icecap, Iceland, and also found stronger downslope

flow acceleration in simulations with the icecap, while removing the icecap from the domain led to weaker downslope flows.

Although our study is located in a different region and especially at smaller scales, we found an agreement with the afore-

mentioned literature. A gravity wave is present in both the NO_UP and NO_GL simulations, but it is weaker and breaks earlier,345

leading to strong turbulent mixing and an earlier. The force balance due to gravity wave breaking changes the flow regime in-

side the valley from across glacier caused by downward momentum transport, to up-valley due to forced channeling. This

up-valley flow might be additionally supported by thermally driven up-valley flows, but is primarily of dynamic nature. Due

to the gravity wave breaking, the synoptic flow is channelled into the glacier valley, resulting in a change of wind direction

towards up-glacier, ultimately affecting sensible heat fluxes and advection patterns. Another interesting aspect is that the flow350

structure in the NO_UP and NO_GL simulations are very similar, despite the presence of the glacier tongue in the NO_UP

simulation. This suggests that in our particular case study the flow structure in the glacier valley is so strongly dominated by

the upstream conditions, so that local effects by HEF itself do not have a large impact on local wind patterns. The upstream

glaciers play a relevant role in influencing the upstream flow structure, and henceforth the local flows over HEF. Given that, it

makes sense to speak of a system of glaciers influencing each other’s local micro-climates on a scale of around 5 km - similar355

as in Conway et al. (2021) speaking about ice field breezes instead of looking at isolated glacier tongues.

19

https://doi.org/10.5194/egusphere-2024-2634
Preprint. Discussion started: 27 August 2024
c© Author(s) 2024. CC BY 4.0 License.



6 Conclusions

We conducted semi-idealized large-eddy simulations at ∆x =48 m over the Hinterisferner (HEF) glacier in the Austrian Alps

of a case study with North-Westerly synoptic flow. The reference simulation (REF) was run with realistic glacier surfaces,

while the NO_UP simulation ran without upstream glaciers, and in the NO_GL simulation all ice surfaces were removed from360

the domain. The results allow us to draw the following conclusions:

– Under North-Westerly synoptic flow, a gravity wave forms over HEF’s tongue in all three simulations, which eventually

breaks leading to turbulent mixing over the glacier surface.

– Removing the upstream glaciers in the NO_UP simulation leads to a neutral stratification with an unstable surface layer

and henceforth less favorable conditions for gravity wave formation. The gravity wave in the NO_UP simulation is365

weaker than in REF and breaks earlier, leading to strong turbulent mixing over the remaining glacier surface and finally

changing the cross-glacier flow towards up-glacier. A similar pattern is present in the NO_GL simulation.

– The upstream glaciers are not necessary for gravity wave formation, but strongly influence their strength by stabilizing

the upstream profile.

– The wind patterns in the glacier valley are governed by downward momentum transport by the gravity wave. When it370

breaks, the synoptic flow is channelled into the valley leading to up-glacier flows.

– Due to the changed gravity wave structure, higher temperatures, a higher spatial variability in sensible heat fluxes, and a

overall positive heat budget are present at HEF tongue in the NO_UP and NO_GL simulations.

– The local boundary layer in the NO_GL simulation is very similar to the NO_UP simulation, suggesting that the local

glacier boundary layer over HEF is therefore less governed by the surface below (ice), and rather by dynamical forcing.375

– The results suggest that HEF is not isolated from its nearby environment (rock surface/slopes), and that the influence

of upstream ice surfaces on local ABL development cannot be disregarded. Henceforth, it makes sense to investigate a

system of glaciers instead of only studying processes on isolated glacier tongues in the near future.

The present study gave insight to the impact of ice surfaces on gravity wave formation and breaking affecting glacier boundary

layer development. In the future, similar studies with different upstream conditions could be conducted. However, one of the380

open questions in glacier boundary layer dynamics is still the future changes in glacier boundary-layer structure in a warming

climate, which could be quantified with high-resolution LES using ice surfaces from future climate projections.

Code and data availability. The WRF v4.1 model code can be downloaded from github (WRF, 2019), and the averaging module “WRF

LES diagnostics” is available at Umek (2020). The model output is available upon request from BG. Figures were generated with python-

matplotlib (Hunter, 2007) using colormaps by Crameri (2023).385
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