Review Egusphere-2024-2374

Dear Pascal,

We would like to thank you and the three reviewers for your careful review of our paper. We appreciate the time and
effort you and the reviewers dedicated to providing valuable feedback on our manuscript. We are grateful for the
insightful comments that helped improve the paper. We have incorporated your and the reviewers’ suggestions into
the revised version of the manuscript. Please find below our responses (in blue) to all the comments and a list of the
major changes made to the manuscript. We have also attached the revised version of the manuscript.

Best regards,

Cristina Pérez-Guillén

List of major changes

¢ Manuscript: We have revised the entire text based on the review and corrected minor errors.
* Figures: We have modified Figures 1, 5, 6, 7 and 9.

» Tables: We have updated Tables 1 and B1.

* Section 4: We have revised the text based on the review.

* Discussion: We have restructured and modified this section based on the review. Some parts have been moved
to the Results section.

Reply to comments from Pascal Haegeli

1) L48: It seems odd to have a reference at the end of the sentence that describes your research objectives. I assume
the reference refers to the model, but this is not necessarily obvious. A possible way for making this clearer could be
“... generated by the avalanche danger level model developed by Pérez-Guillén et al. (2022).” I think Simon Horton
also commented on this.

Thank you very much. This has been changed in the revised version.

2) L158: Are the (a) subscripts really necessary? I think I understand what they refer to, but the text seems to
describe the analysis approach sufficiently already, and these particular subscripts do not seem to be used later in the
manuscript. So, they do not seem pertinent.

Thank you very much for your comment. We have modified this part of the manuscript following Simon’s review.
We would like to keep the subscripts since they are used in Tables 1 and B1, Figure 5, and in the text (for example,
in Section 5.2).

3) Some passages in the result section seem to describe methods for the first time (e.g., L239: approach used in
Section 5.3), or information about the methods are described in ways that makes it look like they are presented for
the first time (e.g., L229 or L268). I always find that a bit confusing: Did I miss something in the methods section?.
Please make sure that all details of the analysis approach are described in the methods section (i.e., .164 could be a
potential spot for the additional information described later). If you want to describe aspects of the methods again
in the result section, word it in a way that makes it clear to the reader that this is just to provide context but not to
introduce new information.
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Thank you for your comment. Some sentences repeated the methods used as an introduction to the subsection. We
have moved some of them to the Methods section and removed them from the Results section in the revised version.

4) L334: Some sections in the discussion seems to introduce substantial amounts of new results (e.g., Section 7.3.2).
I think this information should be moved into the results section, which will result in a more focused discussion
where the implications of the research can come out more strongly.

We have followed your suggestion and modified the discussion.

5) L354: Section 7.2, which talks about the operational experience with the model, does not directly relate to the
study results presented earlier, which makes this subsection different from the preceding and following ones. Hence,
it seems to disrupt the discussion of the results. It might therefore be better to move this subsection to the end of the
discussion section.

We have moved this section as suggested.
6) L369: The first two sentences of this section seem to be too basic and detailed. A reader who gets to this part of

the paper should know this already. If this information is necessary (and cannot be assumed), it could be moved to
an earlier part of the manuscript.

We have removed these two sentences.

7) L375: These results are consistent with the results presented in the masters theses of Moses Towell (https:
//sfuarp.ca/publications/2019_towell_avprobmodel/ and https://doi.org/10.5194/
nhess-20-3551-2020) and Heather Hordowick (https://sfuarp.ca/publications/2022_hordowick_

mrm/). Part of the reason for this pattern might be related to issues in the human assessment dataset: Forecaster
hang on to persistent weak layer problems for too long.

Thank you very much for your comment and the references. We have added them in the new version.
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RC1: Comment on egusphere-2024-2374 (Simon Horton, 14 Aug 2024)

1. One limitation that could be more clearly emphasized is that the model only accounts for dry snow avalanches.
It’s important to clarify whether the analysis excluded situations when wet avalanches may have influenced the
danger rating, especially since the study period extended into May. According to the EAWS workflow, the danger
level is determined based on the highest level indicated by the EAWS matrix for each avalanche problem. If wet
snow problems significantly contributed to the danger rating on certain days, those days should be excluded from the
evaluation, as the ML model was designed exclusively for dry snow avalanches.

Thank you very much for your suggestion. We have now emphasized clearly in the revised manuscript that the model
was developed to predict danger levels for dry-snow conditions. You are correct that on some days, the danger level
for wet snow conditions was higher than that for dry snow conditions. In Switzerland, two separate danger levels
are issued in the public bulletin on those days, corresponding to dry and wet snow conditions. Typically, on such
days, the danger levels for dry snow conditions are low (mostly danger level 1 or 2). Thus, we filtered the dataset to
include only dry-snow conditions. Since we aim to evaluate the time series of the predictions comprehensively, we
chose to use the complete dataset in our evaluation.

2. Within/outside categories. The within/outside categories could be described more clearly. It seems that the
"within" group requires both the station elevation to be within the critical elevation range of the bulletin and the
virtual slope to be a critical aspect. How are flat slopes within the critical elevation treated? The "outside" predictions
are defined as not being in the critical elevation range. But then where would a simulation that falls within the
critical elevation range but on a virtual slope that isn’t a critical aspect belong? Also, is a subcategory for predictions
on critical aspects outside the critical elevation range relevant? It might also be clearer to consistently use "critical"
elevations and slope aspects, as in Fig. 1 and Sect. 3, instead of switching to other terms that appear to be synonyms
such as "core zone" and "active slope", which may contribute to confusion.

We have clarified to be consistent with the terms used in the revised version of the manuscript. For flat slopes,
we grouped the predictions as Within the core zone when the station was above the critical elevation and Outside
otherwise. For virtual aspects, we grouped predictions Within when the station’s elevation was above the critical
elevation and the aspect was considered critical in the bulletin. Outside the core zone predictions refer to those below
the elevation range specified in the bulletin. Predictions for virtual aspects are further categorized into those where
only one criterion was not fulfilled (i.e., aspect aligns with the forecast but falls below the indicated elevation), and
those where neither condition was met.

3. The deviations between the expected danger and sub-levels might stem from the fact that expected values
calculated with Eq. 3 would gravitate towards average values and away from extremes. Fig. B1 suggests the
sub-level assessments have a wider spread compared to the expected values. This characteristic of expected values
could be worth discussing in more detail. (Section 5.2.4 / Fig. B1)

Yes, this is correct. The expected values are constrained between 1 and 4. Additionally, the model rarely predicted
danger level 4 with a high probability (> 0.7) (Fig. 5), so the maximum expected values are rarely above 3.5 or
within the bin of 4- (Fig. B1). The same applies to the lower limit, danger level 1. However, since no sub-level
danger is assigned for this level, the agreement rate is the highest (Fig. B1). We have emphasized this aspect in the
revised version.

Technical comments

I appreciate several interesting results from this study, including how the model often predicted lower danger than
human forecasters, responded to increases/decreases in danger faster than humans, and showed overall poorer
performance for persistent weak layer problems. It was encouraging to see the recommendations for improving
performance on persistent weak layers, as this seems to be the biggest limitation for operational adoption.
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Line 20: Several hundred million Swiss francs “per year”?

It can reach several hundred million Swiss francs, as seen in the catastrophic winter of 1999 [1].

Line 48: Consider a narrative in-text citation to be very clear that “a model” is precisely Pérez-Guillén et al. (2022),
which may not be clear with a parenthetical citation.

Thank you very much. We have modified this.

Fig. 1 and 7: These figures label wind-drifted snow problems as “snowdrift/SD” instead of “wind slab/WS” as
defined in line 68.

Thank you very much. We have changed Figures 1 and 7 according to your suggestion.

Eq. 1: The lowercase probability from each tree (pt) is not defined.

Thank you very much. We defined t in line 98. To clarify further, we have modified this in the new version.

Fig. 2: This is an excellent and clear illustration that helps the reader understand a complex model system.

Thank you for your positive feedback.

Line 157-163: I found these lines difficult to understand until reading Appendix B. Consider moving some details
from the appendix to the main text for clarity. This also warrants its own paragraph. I assume that the nowcast versus
forecast comparison involved comparing a nowcast with the forecast issued 24 hours earlier — if so, this could be

stated explicitly. Additionally, please clarify that the rounding strategy was applied to the expected danger values, as
it is initially unclear which variable is being rounded for the comparison.

Thank you for your comment. We have clarified these points in the revised version.
Line 183: Were the forecast predictions often higher than nowcast predictions due to a systematic bias in the COSMO

forecasts compared to what was measured at stations? This could be worth discussing later, and perhaps linking with
the case where COSMO underestimated precipitation from March 15 to 17.

Based on our analysis, we cannot confirm the existence of a systematic bias in the COSMO forecasts compared to
the data measured at the stations. Figure 7 shows that, for predictions at the VDS and WF]J stations, the forecast
predictions are not always higher than the nowcast predictions throughout the entire time series. This would be a
very interesting topic to investigate in a future study.

Line 192: “Frequently” or “often” are better choices than “essentially always”.

Thank you for your comment. We have changed it to "mostly".

Fig. 4: Perhaps clarify in the caption that the numbers below the percentages represent counts.
We have modified it.
Sect 5.2.2: It would be interesting to discuss possible reasons for trends in model performance on flat/south/north

aspects in the discussion section, perhaps linking with which meteorological/snowpack features may be causing the
differences.

Thank you for your suggestion. While this would be very interesting, linking the differences in performance to the
variations in snowpack features across different aspects is beyond the scope of this paper.

Line 216: Why is Table A2 with nowcast predictions cited when sections 5.2.2 onward are supposed to focus on
forecast predictions? Table 1 seems like a better citation showing many predictions were within one level.

Thank you for your comment. This is an error, and Table 1 should be cited instead. We have corrected this in the
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new version.

Line 227: The phrase "model bias was towards the forecast in the bulletin" is unclear. Bias typically suggests a
consistent directional trend, but Fig. 5b shows that when the model assigns the highest probability to a rating different
from the bulletin, its second-highest probability often aligns with the bulletin rating. This doesn’t necessarily suggest
a positive/negative bias.

We have rephrased the sentence to improve clarity.

Fig. 5: The second-row plot for level 2 has some random characters in the middle (7BA7FS).

Thank you very much; we have deleted them and updated the Figure.

Line 237: The phrase “showing a decrease in the number of samples with a larger difference” is unclear.

We have rephrased this sentence in the new version.

Line 261: The model’s response to precipitation several hours earlier might be attributed to its 3-hour temporal
resolution, compared to the 24-hour resolution of the bulletin. Similarly, the patterns in Fig. 7 could reflect both the
different temporal resolutions and the inherent differences between the two methods. A fairer comparison might
involve using only the 1800 LT model predictions. unless the goal was to emphasize the advantages of higher
temporal resolution.

To compare the model predictions with the public bulletin forecast and compute the statistics (Tables 1 and Al,
Figures 4 and 5), only the model predictions at 1800 LT were used (Lines 142-145). However, in Figure 7, we
display the full time series of the model predictions with 3-hour resolution to qualitatively demonstrate the advantage
of higher temporal resolution.

Line 288: I agree that the SHAP distribution of MS_Snow for levels 1 and 2 are inverted compared to level 4.
however, the distribution for level 3 appears to be scattered.

Yes, you are correct. We have rephrased this sentence in the new version.

Fig. 9: The plot titles for Moderate and Considerable are incorrect. Additionally, could the top panel legend for the
black and blue lines use consistent terms from the rest of the paper? I assume the black line is the sub-levels forecast
in the bulletin and the blue line is the expected danger from the model.

Thank you very much. We have modified this Figure.

Line 310-311: It would be more intuitive to explain the transition from level 1 to level 2 before discussing the
transition from level 2 to level 3. This order would make it easier for readers to follow and avoid confusion (I
initially looked at the wrong table when trying to visualize the thresholds). Additionally, it might be helpful to guide
readers on how to interpret approximate thresholds from Fig. 9. You could clarify this by stating: "Approximate
thresholds for a given danger level can be estimated by identifying feature values when the SHAP values switch
from negative to positive" (assuming this was the method).

Thank you very much for your comment. We have improved this in the reviewed paper.

Line 318: MS_Snow is not shown for level 1.

Thank you very much for your comment. This is an error, and Figure 8 should be cited.

Line 324-326: Why would an unstable snowpack with regards to natural avalanches favour level 2? This would
make sense for higher danger levels, but I would expect natural avalanches to be unlikely for level 2. The fact low

Sn values favour levels 2 and 4, while high Sn values favour levels 1 and 3 suggests the impact of this variable may
not be that simple.
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We agree with you. As highlighted in previous studies [2, 3, 4], the Sn computed by SNOWPACK shows limited
discriminatory ability, and its direct impact by SHAP values is difficult to interpret. We have rephrased this sentence
to clarify this point.

Line 333: Why is Fig. 6 cited here?

Thank you very much for your comment. This is an error, and Figure 7 should be cited.

Line 371: Wrong citation style.

Thank you very much for your comment. We have corrected this in the revised version.

Appendices: The grouping of tables and figures into 2 appendices seems illogical. Why is Fig. B1 included in an
appendix titled “Evaluation Metrics”. Consider splitting these into separate appendices.

We have corrected this.

Line 490: Dbu,a should be defined here.

We have changed it in the new version.

Line 577: Is there a reason both the discussion paper and final paper are listed?

No, we have corrected this.
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RC3: Comment on EGUsphere 2024-2374 (Karsten Miiller, 08 Nov 20244)
Paper title: Consider replacing "explainability" by "interpretability".

Thank you very much for your suggestion. However, we think that the term "explainability" is more appropriate in
this context.
Line 10: "...though it decreased the performance during periods..." - the performance of what?

We have rephrased the sentence to improve clarity.

Line 111: remove "the" before 60% and "s" in predicts and remove "of" after danger level.
Thank you very much, we have corrected this.
Line 136: "...with only one avalanche forecaster having access to the predictions.” Do you mean "only one that

is currently on duty" or "only one forecast from the entire forecasting group not necessarily participating in the
assessment"? Please clarity.

Only Frank Techel from the SLF avalanche warning team forecasters could access the model’s predictions. We have
rephrased this.

Table 1: the abbreviation, ADy, , is only explained in appendix. Please explain it here if you use it in the table
caption.

We have added the explanation in Tables 1 and B1.

Line 244: "old snow problem (OS)" - consider replacing the term "old snow" by the EAWS standard name for the
avalanche problem "persistent weak layer (PWL)".

Thank you very much for your suggestion. We have replaced "old snow" by "persistent weak layer (PWL)" in the
new version.

Figure 6: Please consider using the same scales in plots a and b and ¢ and d. Or add a note in the caption that
different scales are used. "old snow" see comment to line 244.

We prefer using two scales for each avalanche problem to visualize the differences between regions better. We have
added in the caption that different scales are being used.

Line 327 and following paragraph: It is not clear to me what is meant here - please consider rephrasing.

Thank you very much. We have rephrased it for clarity.

Line 339: Swap words "slope" and "virtual": ...for four virtual slope aspects...

Thank you very much. We have done it.

Line 352: Please state more clearly what do you mean by "both types"?

We refer to "nowcast’ and ’forecast’ predictions with both types. We have rephrased it.

Line 371: put "Schweizer et al., 2020" at all in parenthesis.

Thank you very much. We have done it.

Line 373: "rapid increases and danger levels correlating with forecast in the bulletin. .. " Replace "forecast" with
"danger level" or just leave it out.

We have done it.
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Line 374: again, consider replacing OS problem by PWL problem.

Thank you for the suggestion. We have changed it.

Line 405: have you considered using "minimum and maximum temperature or temperature difference during the
day" or "strongest temperature change over six hours" as an input parameter to capture rapid temperature changes?

In the initial stages of model development, we tested the model by incorporating maximum, minimum, daily range,
and differences for all meteorological features. However, as this did not improve performance, we decided to reduce
the number of features and correlations by including only mean values. Nevertheless, features that capture short-term
temperature changes could be valuable for testing in future model developments.

Line 431: please check this sentence. Is there a comma missing after stability indices?

We have modified it.

Line 577: remove reference to Techel et al. ... discussion.

‘We have removed it.
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