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Abstract. This-study-estimates-In the face of climate change and increasing anthropogenic pressures, a reliable water balance
efa-is crucial for understanding the drivers of water level fluctuations in large lakes. However, in poorly-gauged large-lake

usinghydrosystems such as Lake Titicaca, most components of the water balance are not directly measured. Previous estimates

for this lake have relied on scaling factors to close the water balance, which introduces additional uncertainty. This study

presents an integrated modeling framework that-aceounts—forbased on conceptual models to quantify natural hydrologic

processes and net irrigation consumption. Fhe-modeling frameworklt was tested-on-Lake Titicaca located-inthe Altiplano-of
nimplemented in the Water Evaluation and

Planning System (WEAP) platform at a daily time step for the period 1982-2016, considering the following terms of the water
balance: upstream inflows, direct precipitation and evaporation over the lake, and downstream outflows. To estimate upstream
inflows, we evaluated the impact of snow and ice processes and net irrigation withdrawals on predicted streamflow and lake
water levels. We also evaluated the role of heat storage change in evaporation from the lake. The results showed that the
proposed modeling framework makes it possible to simulate lake water levels ranging from 3,808 to 3,812 m a.s.l. with good
accuracy (RMSE = 0.32 m d') under a wide range of long-term hydroclimatic conditions. The estimated water balance of Lake
Titicaca shows that upstream inflows account for 56% (958 mm yr™') and direct precipitation over the lake for 44% (744 mm
yr'!) of the total inflows, while 93% (1,616 mm yr™') of total outflows are due to evaporation and the remaining 7% (121 mm
yr'!) to downstream outflows. The water balance closure has an error of -15 mm yr'—At the scale-of the Lake Titicaca

eatehmentsnew without applying scaling factors. Snow and ice processes, and net irrigation withdrawals had minimal impact

on predicted-upstream-inflowvariations in lake water level. Thus, Lake Titicaca is prlmarlly driven by variations in precipitation

and high evaporation rates.

weThese results will be useful to support decision-making in water resources management. We demonstrate that a simple

representation of natural-hydrologic processes and irrigation enables accurate simulation of water levels. The proposed
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modeling framework could be replicated in other poorly-gauged large lakes because it is relatively easy to implement, requires

few data, and is computationally inexpensive.

1 Introduction

1.1 i On the need for an integrated, water balance in large lakes

Lakes are water reservoirs of vital importance for the development of regions as they provide many ecosystem services,
including fisheries, water supply, tourism and energy generation (Sterner et al., 2020). However, these services can be impacted
by fluctuating lake water levels. For instance, Yao et al. (2023) showed that, in the period from 1992 to 2020, there was a
significant decrease in water levels in 43% of natural lakes (457), an increase in 22% (234), and non-significant trends were
observed in 35% (360).
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challengeUnderstanding the main drivers of fluctuations in water levels is crucial for effective lake management, which

requires a realistic water balance that accounting for both natural processes and anthropogenic pressures (Wurtsbaugh et al.,

2017). Several studies on large lakes (>500 km?) (e.g. Rientjes et al., 2011; Vanderkelen et al., 2018; Wale et al., 2009) have

estimated water balance under the assumption that net water withdrawals in the contributing catchments are negligible.

However, this assumption may no longer be valid due to changing climate conditions and increased competition for water

uses, potentially leading to reduced upstream inflow (Wurtsbaugh et al., 2017). For example, Schulz et al. (2020) demonstrated

that net withdrawals for irrigation exacerbate the decline in storage at Lake Urmia, which is also impacted by climate change,

Kizza-et-al;2012)This-ean-lead-to-significant inaceuracies-because Jarge -lakes(>500-km?)In large lakes, it is essential to

adopt integrated water balance modeling, which represents the interactions and feedbacks between natural hydrological

processes and water management within a single modeling framework (Niswonger et al., 2014). Unlike traditional decision

support systems applied to large lakes (Hassanzadeh et al., 2012), which typically simulate natural flows and irrigation water

requirements independently, integrated modeling enables these processes to be simulated in a coupled and dynamic manner.

2
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Few studies have attempted to address an integrated water balance in large lake hydrosystem (e,g. Hosseini-Moghari et al.,

2020; Lima-Quispe et al., 2021). These studies tend to focus on some components of the water balance, while others are

addressed superficially. For example, Hosseini-Moghari et al. (2020) focused on estimating upstream inflow of Lake Urmia,

with less emphasis on direct precipitation over the lake and evaporation, which both play very important roles in the water

balance of large lakes (Gronewold et al., 2016). This is partly because large lake hydrosystems involve numerous hydrological

processes, and there is often insufficient data to represent these processes in detail and evaluate them comprehensively. The

issue is further complicated in transboundary lake hydrosystems, where hydrometeorological monitoring is not always

coordinated (Gronewold et al., 2018).

1.2 Challenges in estimating the water balance of large lakes

It is widely recognized that large lakes have a major influence on regional climate (Scott and Huff, 1996; Su et al., 2020). For

example, it has been observed that direct precipitation over many-lakesthe African Great Lakes is more intense than in their

surrounding areaareas (Anyah et al., 2006; Kizza et al., 2012; Nicholson, 2023; Thiery et al., 2015). According to Scott and
Huff (1996) this is due to the differences in heat capacities between the lake surfaces and the surrounding area, and the large

amount of moisture that lakes provide to the lower atmosphere, which can lead to increased cloudiness and precipitation over

lakes (Seott-and Huff, 1996). Regardi
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Direet-evaporation—from—thelakes. Estimating precipitation based on ground stations, which are mainly located in the«

surrounding areas, can lead to inaccuracies. Despite the current availability of remotely sensed datasets, they have been shown

to still have significant biases (Hong et al., 2022; Satgé et al., 2019). Regarding direct evaporation, it depends not only on

meteorological conditions, but also on the size of the lake, water depth and water clarity, which all influence the energy
balance due to changes in water temperature and vertical mixing (Lenters et al., 2005). Thus, estimating lake evaporation based
on meteorological data alone can lead to inaccuracies (Bai and Wang, 2023). Fhe best known methods inchude eddy-covarianee
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i < = ~The energy balance method is considered to be one of the most appropriate and
accurate for estimating evaporation (Lenters et al., 2005), but requires large quantities of data, meaning it is generally difficult
to implement. The original Penman formulation, which does not include changes in heat storage, has been used to estimate
lake evaporation (e.g. Kebede et al., 2006; Lima-Quispe et al., 2021). However, Blanken et al. (2011) observed a 5-month
delay between peak net radiation and evaporation due to heat storage in Lake Superior in North America. One of the limitations
of estimating the change in heat storage is the lack of water temperature data at different depths, and so models are used to

simulate the thermal stratification dynamics of the water (e.g. Antonopoulos and Gianniou, 2003).

For upstream inflow, ideally, measured streamflow data will be available. However, there are always areas in the catchments

that contribute to the lakes that are ungauged (Wale et al., 2009). ln-addition historical records-of measured streamflowmay

5
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Upstream inflow is mostly estimated with hydrologic models (e.g.

Rientjes et al., 2011; Zhang and Post, 2018). For ungauged catchments, regionalization methods are applied based on the

parameters obtained in the gauged catchments (e.g. Guo et al., 2021). Rientjes—et-al(2011)-addressed-theparameter

natural hydrological processes and water management. Integrating both aspects is essential for hydrosystems under significant

anthropogenic pressure (e.g. Ashraf Vaghefi et al., 2015; Fabre et al., 2015; Hublart et al., 2016). In-high-meuntain-catchments;

complex—beeause—it-is-difficultto-obtainacecurateforeingdata—(e-gIn high mountain catchments, snow and ice processes

significantly impact hydrological responses. Estimating melt is challenging because it is difficult to obtain accurate forcing

data (c.g. precipitation and temperature) in high elevation areas where the measurement network is very sparse (Ruelland,

2020), as well as control data (e.g. upstream-area streamflow and glacier mass balance). In this context, temperature-index

4
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approaches (Hock, 2003) are more suitable than energy balance approaches and can produce simulations with acceptable
accuracy using a reduced number of parameters and forcing data (e.g. Ruelland, 2023). In terms of water usemanagement,
according to Wu et al. (2022), 60% of freshwater withdrawals worldwide are made for agricultural irrigation.-Aceounting for

irrigath i-irrt c itieal: Catchment scale irrigation has been addressed using approaches
based on soil water deficit (Kannan et al., 2011; Shadkam et al., 2016) and those that additionally consider irrigation scheduling
(Githui et al., 2016; McInerney et al., 2018). Regardless of the approach chosen, one of the limitations is the lack of measured
irrigation data (Mclnerney et al., 2018), which hinders the evaluation of irrigation simulations. This evaluation can
consequently only be undertaken indirectly by attempting to more realistically reproduce observed outlet discharges by

accounting for net consumption for water uses within the catchments (e.g. Fabre etal., 2015; Hublart et al., 2016).- Nevertheless;

TFheyNet groundwater exchanges are neglected in some studies under the assumption that these fluxes are very small (Duan et
al., 2018; Lima-Quispe et al., 2021). The-interaction-between-Lake-groundwater and-lakesinteractions has been addressed

using conceptual (Parizi et al., 2022) and physically-based models (Vaquero et al., 2021; Xu et al., 2021), chemical and isotopic
balances (Bouchez et al., 2016), and the water balance (Chavoshi and Danesh-Yazdi, 2022). The water balance is a fairly easily
option, as the net flux is the results of the other components. However, it is crucial to dispose of accurate measurements or
estimates of the other water balance terms to avoid propagating uncertainty (Chavoshi and Danesh-Yazdi, 2022).
Hydrochemical or isotopic analyses are considered accurate (Bouchez et al., 2016), but can be very costly for a large lake.
Modeling approaches are often limited by data availability (Barthel and Banzhaf, 2016), espeeialbyparticularly when using
models are-used-thatrely-on-physieallaws-andto dynamically simulate the-interaction-between-surface water-and--groundwater
interactions (Xu et al., 2021). On the other hand, downstream outflow is-a-component-of the-water balance-to-take-inte
consideration-in exorheic lakes that-can be estimated in-several-ways-ineladingby direct measurements (Chebud and Melesse,
2009), the-use-of-a rating curve relating lake level to outflow (Sene and Plinston, 1994), and as a residual of etherthe water
balance-terms (Duan et al., 2018).
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1.3 Integrated-Placing Lake Titicaca in the context of an integrated water balance-in

Lake Titicaca, located on the Altiplano of the tropical Andes of South America, is one of the highest large lakes in the world«
and an interesting case study for an integrated water balance. This lake is part of a vast endoreic catchment, and is connected
by the Desaguadero River to Lake Poopo in Bolivia (see Fig. 1) (Lima-Quispe et al., 2021). As a transboundary lake shared

by Peru and Bolivia and a poorly-gauged hydrosystem, it faces many of the aforementioned challenges. The region experiences

significant interannual climate variability (Garreaud and Aceituno, 2001), which, coupled with complex water management

issues (Revollo, 2001), intensifies the difficulties of managing Lake Titicaca. These challenges include extreme hydrological

events (droughts and floods), lake releases, and water pollution (Revollo, 2001; Rieckermann et al., 2006). Water levels

measured in Puno (Peru) have fluctuated by approximately six meters over the past century, with the lowest recorded in 1943—

1944 and the highest in 1984-1986 (Sulca et al., 2024), causing US$125 million in flood damage (Revollo, 2001). In response

to these challenges, a management plan was developed in the early 1990s for both Lake Titicaca and the Altiplano hydrosystem

(Revollo, 2001). A key component of this plan was the construction of an outflow gate to regulate lake releases and the

establishment of operating rules. Although the outflow gate was completed in 2001, lake releases remain nearly the same as
under natural conditions because the operating rules have not yet been implemented. Addressing these water management

challenges requires an accurate integrated water balance allowing a better knowledge on the drivers of the lake water level

variations,
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Unlike other large lakes, very few studies have been conducted on Lake Titicaca. The only study modeling the water balance

of Lakes Titicaca and Poop6 was the one by Lima-Quispe et al. (2021) using the Water Evaluation and Planning System

(WEAP) platform with a monthly time step for the period 1980-2015. The study aimed to distinguish the relative contributions

of climate and irrigation management to water level fluctuations. However, the modeling approach proposed by the authors

has a significant limitation because it is based on a scaling factor for precipitation over the lake to close the water balance,

which clearly introduces additional uncertainty. Other methodological shortcomings include: (i) the omission of snow and ice

processes, which can play non-negligible role in this high-elevation region; (ii) the estimation of evaporation using the Penman

method. without accounting for changes in heat storage; and (iii) the use of historical monthly averages (humidity, wind speed
and incoming solar radiation) to calculate reference evapotranspiration and evaporation, without considering interannual
variability.

1.4 Scope and objectives
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In addressing the challenges and limitations of representing hydrologic processes in poorly-gauged large lakes such as Lake

Titicaca, we pose the following key question: How can a reliable water balance be estimated? To answer this, we present an

integrated modeling framework based on conceptual models to estimate the water balance of Lake Titicaca more reliably. The

modeling framework is applied at a daily time step for the period 1982-2016, allowing us to represent water level fluctuations

over a wide range of hydroclimatic conditions. The specific questions are: To what extent are water level variations sensitive

to net irrigation withdrawals and to snow and ice processes? What is the role of heat storage change in evaporation from the

lake? To address these questions, new approaches are introduced for: (i) predicting upstream inflow, including hydrologic

sensitivity to net irrigation consumption and snow and ice processes; and (ii) estimating evaporation from the lake using the

Penman method, while accounting for changes in heat storage.

2 Material
2.1 The Lake Titicaca hydrosystem

Lake Titicaca-is, located at 3,812 m a.s.l. inon the Altiplano of the eentraltropical Andes of South America-—ttis-, covers an
arca of approximately 8,340 km”in-size-and-erosses-the borders-of Peru-and Belivia. The elevation of the catchments that

contribute to the lake ranges between 3,812 and 6,300 m a.s.l. (average 4,200 m a.s.1.) and cover an area of approximately
48,780 km?. The lake has an average volume of 958 km? and a maximum depth of 277 m according to the bathymetry carried
out between 2016 and 2019 (Autoridad Binacional del Lago Titicaca, 2021). Lake Titicaca belongsto-a—wideendereie

—Lake Titicaca is of regional
hydrological importance and the outflows of Lake Titicaca represent up to 79% of the inflows of Lake Poopo (Lima-Quispe
et al., 2021). As a result, a significant reduction in the wa vel-of La iticaca-can-hav ignificant impact-on-inflows

impoverishment-(Perreault; 2020).The Lake Titicaca Authority (Spanish acronym ALT) was also created as an autonomous

binational entity with the mission to manage the lake.
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Figure 1: Main geographical features of the Lake Titicaca hydrosystem and location of the main streamflow gauges. The reference
year for the limits of the glacier is 2000 (RGI Consortium, 2017). The reference year for croplands is 2010 (Ministerio de Desarrollo
Rural y Tierras, 2010; Ministerio del Ambiente, 2015).

2.2 Climate data

Daily precipitation and air temperature (see Fig. 2) were obtained from the data generated in Bolivia (Ministerio de Medio
Ambiente y Agua, 2018) with the gridded meteorological ensemble tool (GMET) (Clark and Slater, 2006; Newman et al.,
2015). GMET has a spatial resolution of 0.05° for the period 1980-2016. }t-is-based-en-aprobabilistic methed-using sround

nd Newman-et-a 0 ME un-seauentiallv in two

consequently-also-includesthe Peruvian-eatehments:It is based on a probabilistic method using ground station data, with further

details provided by Clark and Slater (2006) and Newman et al. (2015). Lima-Quispe et al. (2021) used the same data. In some
catchments in the study area, Satgé et al. (2019) evaluated 12 satellite-based products and found that MSWEP and CHIRPS

products were the most promising at the 10-day time step. As a result, for daily precipitation, four datasets including GMET,

11
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MSWEP, CHIRPS, and basic interpolation of ground station data with inverse distance weighting (IDW) (Ruelland, 2020)

were initially tested according to daily hydrological sensitivity analyses. The results showed that GMET led to more accurate

simulations in most catchments and Lake Titicaca (not shown here for the sake of brevity).

_Daily data on relative humidity, wind speed, and solar radiation are very scarce in space and over time. Many values were

missing in the time series from the weather stations, thus calling their quality and representativeness into question. For this

m ERAS-Land (Mufoz-Sabater et al., 2021) which-is-available from-1950-to-the present-at

reason, we used reanalysis data froi i
nati eso 1OR-6 d ho e reco on—P were-asoresated-at-a-d v time-sten—for-thenrecen v he
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Figure 2 shows the spatial pattern of precipitation (Fig. 2a) and air temperature (Fig. 2b) based on GMET for the period 1980—

2016. Annual precipitation varies between 440 and 1,100 mm (mean 725 mm). The wettest areas are concentrated in the

northwest and over Lake Titicaca. The driest areas are to the south. The spatial distribution does not show generalized

dependence on elevation, but there are small areas on the eastern and western margin where precipitation increases with

12
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elevation. The annual mean air temperature varies between -2°C and 11°C (average 6°C). The coldest areas are on the western

and eastern areas, coinciding with the highest mountains. The warmest areas are located over Lake Titicaca. The spatial

distribution of air temperature depends on elevation.
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Figure 2. Spatial distribution of (a) annual precipitation and (b) mean temperature for the hydrological period 1980-2016 according
to GMET (Gridded Meteorological Ensemble Tool).

2.3 Snow and glacierized areas

According to MODIS snow cover (Hall et al., 2002) computed over the period 20002016 based on a method described in
Ruelland (2020), 80% of the upstream catchments are completely free of snow throughout the year. Areas where the snow
cover persists for more than 20% of the year are located above 4,700 m a.s.l. These high elevations areas represent less than
0.5% of the total surface area. Glacierized areas are located above 4,600 m a.s.l. and represented 231 km? in the early 2000s
(RGI Consortium, 2017), i.e. less than 0.5% of the total area. The estimated glacier volume is ~12 km? (Farinotti et al., 2019),
which represents ~1.3% of the mean volume of Lake Titicaca (958 km?).-As-aresult; the contribution-of snew-and-ice proeesses

2.4 Croplands and irrigable area

According to the-20+6-land cover mapmaps (Ministerio de Desarrollo Rural y Tierras, 2010; Ministerio del Ambiente, 2015)
(see Fig. 1), cropland in-the-catehments-covers 8,069 km? representing- (17% of the total-area-in-the-upstream catchments:).
Agriculture is largely traditional, rainfed, and constrained by frequent-droughts, perieds-ef-frostfrosts, and hailstorms (Garcia |
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signifieant-portionOnly 40% of the-arable land is net-cultivated due to crop rotation practices-and agroclimatic eenstraints—For
example;—the ratio-of eultivated-landto-arable-land-doesnet-exeeed-40%constrains (INTECSA et al., 1993c). Interms—of

The-land-cover maps-of Peru-and BeliviaPotatoes are planted in October-November and harvested after six months, while

quinoa has a similar cycle. Beans and onions, mostly irrigated, are planted from July to September. The land cover maps

(Ministerio de Desarrollo Rural y Tierras, 2010; Ministerio del Ambiente, 2015) do not distinguish between rainfed and

irrigated areas (see Fig.

the identification of changes in irrigated areas over

time. The ESA CCI-LC dataset (ESA, 2017) also does not identify irrigated areas in the Altiplano.

Available data comes from inventory of irrigation systems. The inventory on the Bolivian side was carried out in 2012

(Ministerio de Medio Ambiente y Agua, 2012). For the Peruvian side, the "rights of use" granted by the Autoridad Nacional
del Agua (ANA) until 2023 were used (https://snirh.ana.gob.pe). TheThese inventories provide information on location
(latitude; and longitude;). irrigable area, and volume granted (Peru) or reference volume of irrigation (Bolivia). Figure 3b3

illustrates the-available information-on irrigation systems in terms of location and irrigable area. The irrigable area is 767 km?

(see Table 1), which represents 1.6% of the upstream catchments that contribute to Lake Titicaca. Only 9.5% of the croplands
are located in ‘irrigable areas’, i.e., cropland within the area of influence of an irrigation system that can potentially be irrigated.
However, not all of the irrigable area is irrigated because irrigation depends on the availability of water in space and over time.
Due-to-the lack-of informationThen, we assumed the irrigable area was constant over the period 1980-2016. Figure 363 also
shows that most of the irrigation systems cover an area of less than 5 ha, i.e. small-scale irrigation predominates. Also, irrigation
is mostly practiced by smallholder farmers. Furrow irrigation is the most common system and irrigation-netwerkits efficiency
is about 35% (Autoridad Nacional del Agua, 2009; Instituto Nacional de Recursos Naturales, 2008; Ministerio de Medio
Ambiente y Agua, 2012). The main sources of water are rivers and reservoirs (see Fig. 3)tocated-in-the-upperparts-of-the
upstream-catehments:). The main reservoir is Lagunillas (see Fig. 3b); builti for irrigation ¢ inki 3), with
a capacity of 500 million m®. The remaining 15 reservoirs have capacities of less than 30 million m. Due to lack of data on
dam management, streamflow regulation frem-these-dams-was not accounted-for-in-this study-and-we-assumed-that streamtlow
regulation, assuming it has atimited-impaetminimal on natural flows.
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Figure 3. Location of irrigation systems in terms of irrigable area (Ministerio de Medio Ambiente y Agua, 2012;
https://snirh.ana.gob.pe).

2.5 Glaciological and hydrological control data
2.5.1 Geodetic mass balance of the glaciers

370 Within the study area, no observations are available at the scale of small glacierized catchments. However;sinee-the 1990s;
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peried1991-2016(seeFig—6b)—Only geodetic mass balance data are computed at the scale of the entire Lake Titicaca
hydrosystem (e.g. Dussaillant et al., 2019; Hugonnet et al., 2021). The Hugonnet et al. (2021) dataset, which is based on
ASTER satellite stereo imagery, is available for the period 2000-2019. The mass balance at a 5-year time step is provided for
RGI 6.0 glacier outlines. i i i i i

~The error range of the Hugonnet et al. (2021) dataset is smaller than
the Dussaillant et al. (2019) dataset, and the interpolation of glacier elevation changes is based on Gaussian process regressions.
Feor-thisreasonTherefore, we used the Hugonnet et al. (2021) dataset.

2.5.2 Streamflow records

Seven streamflow gauges (see Table 1 and Fig. 1) with daily records were used in this study. The gauged (ungauged) area
represents 76% (24%) of the total area of the catchments that feed the lake. The quality of the Peruvian gauge data can be
considered satisfactory since monthly streamflow gauging is performed to calibrate the rating curves, but on the Bolivian side,
the quality of the Escoma and Achacachi data is questionable. According to SENAMHI-Bolivia, the river stage measured in
Escoma and Achacachi are prone to systematic errors due to erroneous measurements made by the observers with limited
measurement training (Escoma), and/or due to changes in the geomorphology of the riverbed (Achacachi). Streamflow gauging

is only carried out twice in a hydrological year.

Table 1. Main characteristics of the gauged and d catch ts that contribute to the lake. Glacier area was estimated using
RGI 6.0 glacier outlines (RGI Consortmm, 2017). Cropland area (including rainfed and irrigated area) was estimated using the 2010
land cover maps of Peru and Bolivia (Ministerio de Desarrollo Rural y Tierras, 2010; Ministerio del Ambiente, 2015). Irrigable area
was estimated using data from the inventories of agricultural land use rights (Peru) (https://snirh.ana.gob.pe), and irrigation systems
(Bolivia) (Ministerio de Medio Ambiente y Agua, 2012). The reference year for irrigable area in Bolivia is 2012, and in Peru it has
been updated to 2023. Elevations were extracted from a digital elevation model (DEM) at 90m spatial resolution from the Shuttle
Radar Topographic Mission (SRTM, Jarvis et al., 2008).

Glacier Elevation
River Source area in Cropland  Irrigable [ma.s.l.
Area 2000 in 2010 area

Streamflow gauges [km?] [km?] [km?] [km?] Min  Max
Ramis Ramis SENAMHI-Peru 14,943 19 2,680 150 3812 5,735
Ilave Ilave SENAMHI-Peru 7,814 0 262 39 3813 5,587
Coata Unocolla Coata Unocolla SENAMHI-Peru 4,475 0 261 113 3,813 5447
Huancane Huancane SENAMHI-Peru 3,518 0 333 19 3,814 5,079
Suchez Escoma SENAMHI-Bolivia 2,933 101 68 19 3819 5939
Katari Tambillo SENAMHI-Bolivia 2,612 3 255 31 3,832 5,905
Keka Achacachi SENAMHI-Bolivia 802 53 70 68 3,835 6,024
Ungauged catchments - 11,680 54 4,140 328 3,812 6,300
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2.5.3 Lake water levels

We had access to data recorded at two water level gauges: Puno and Huatajata (see Fig. 1). The Puno gauge (also known as
Muelle ENAFER) is managed by SENAMHI, Peru while the Huatajata gauge is managed by SENAMHI, Bolivia. The daily
historical water levels from Puno are more reliable. In the case of Huatajata, inconsistencies were detected in the records made
prior to 1998. Additionally, during a field visit, it was observed that the Huatajata measurement scale is prone to displacement.
Therefore, in this study we used data from Puno, which provides continuous daily water levels (in m a.s.l.) over the period
1982-2016.

3 Method
3.1 Modeling chainframework used to quantify the water balance in a high mountain lake hydrosystem

The water balance of Lake Titicaca was modeled at a daily time step for the hydrological period from September 1, 1981 to
August 31,2016 (hereafter 1982-2016)-The-water balance-wasmodeled-in) using a lumped mode store following the equation:

dh
Piake + Qin — Etare — Qour =Ei ngi&‘ (1)

where Pigre, Qin»> Elake and Quy; are, respectively, direct precipitation over the lake, inflow from upstream catchments,
evaporation from the lake, and downstream outflow. The term dh/dt represents the storage change in the lake over a time
window. Qg represents net groundwater exchange and ¢ represents the error that cannot be explained by the components of
the water balance. The unit of the water balance terms is mm d'.

The WEAP platform (Yates et al., 2005) was adapted and used to represent the water balance dynamics. WEAP-effersseveral

The models in WEAP typically seek a compromise between data availability and the complex representation of hydrologic

processes. This is essential in the context of poorly-gauged regions, where it is not possible to represent all hydrological

processes in sufficient detail.

seetionsUnlike the study by Lima-Quispe et al. (2021), which also uses WEAP., this study uses a daily time step and a different

approach to simulating irrigation water allocation. We acknowledge that there is an overlap in the precipitation and air

temperature data, and in the irrigable area on the Bolivian side. However, in order to implement the model at daily time step,

it was necessary to collect new data updated to the required time scale. In addition, new data were available, such as lake

bathymetry and irrigable area on the Peruvian side. Figure 4 shows the main processes and parameters of the modeling chain

used.

[ Formatted: Footer




tatke Yva

JE o he-6 ine-of-the-lake. H re nrown-thatlarse lakes-ha
regional-influence-on-preeipitation(Secott-and Huff; 1996):3.1.1 Direct precipitation over the lake

Pygie was extracted from GMET for the outline of the lake. The large area and volume of Lake Titicaca favor absorption of

solar radiation and results in higher water temperatures than the surrounding area, which, in turn, induce convection and higher
430 precipitation over the center of the lake (Roche et al., 1992). However, the magnitude and spatial distribution of precipitation
over the lake are not well understood. GMET included two precipitation gauges located on two different islands in the lake. In
this study, the extracted data were used directly without correcting for scaling factors. Significant underestimation of

precipitation could lead to a significant error.

3.1.2 Upstream inflow

435 Q; was estimated using a conceptual modeling approach that e [Formatted: Space Before: 0 pt

upstream-catchments.combines a degree-day model to simulate snow and ice processes with the soil moisture model (SMM.

part of WEAP) (Yates et al., 2005) to simulate the processes contributing to the generation and regulation of water storage and

water flow in the catchments, including irrigation. The model was applied using the same 100-m elevation bands in each
catchment to account for snow and ice accumulation and melt, and glacierized and non-glacierized areas were distinguished

440  in each elevation band.
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Figure 4. Main processes and parameters (in red) of the modeling chain used to simulate the water balance of Lake Titicaca. P, T,
ETo, Pe, Piakes Qins Elakes Qgws Qour> and h stand for, respectively, precipitation, air temperature, reference evapotranspiration,
effective precipitation, direct precipitation over the lake, upstream catchment inflow, evaporation from the lake, net groundwater
exchange, downstream outflow and lake storage. Root zone and deep zone stores were modified based on Yates et al. (2005).

For snow and ice processes, a degree-day model was applied that considered two stores: one for ice and one for snow (see Fig.
4) in a semi-distributed mode with 100m elevation bands. However, each glacier in each catchment was simulated separately.
For snow accumulation, the liquid (Py4;y,, in mm) and solid (P, in mm) fractions of total precipitation were estimated from
a linear separation between the snow (T) and rain (T;) temperature thresholds according to values (see Table 2) recommended
in Ruelland (2023). Potential (maximum) snowmelt was calculated as DDF;,,,, (T — Ty,,), where DDFy,,,,, is the degree-day

factor in mm day'°C!, T is the air temperature in °C, and T}, is the melting temperature threshold in °C. Ty, was calibrated
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according to two values (Ty, max and Ty, min), Where the maximum value occurs in austral summer and the minimum value in
winter. In outer tropical regions, the amplitude of the diurnal range of air temperature is indeed considerable in winter. This
means that it is warmer during the daytime, which can increase melting, while cold conditions prevail at night. The seasonal

variation of T,,, was calculated using the following equation:

Tm — Tm,max;'Tm,min + Tm,max=Tmmin sin (27_[ D;::) (2)

where T max and Ty i are the maximum and minimum temperature thresholds in °C, and D is the Julian day. The maximum

value of T;,, was assumed to occur on January 10 and the minimum on July 12.

Actual snowmelt (Mg,,,,) Was determined as a function of maximum snowmelt and snow accumulation. For ice melt (M;.,),
the same approach was used as for potential snowmelt, except that DDF,,,,,,, was replaced by an ice degree-day factor (DDFj.,).
Ice melts when it is not covered by the snowpack. The daily mass balance (B, in mm w.e.) and effective precipitation in

glacierized areas (Pegy, in mm w.e.) in each elevation band (j) were computed as follows:
Bj = Psnaw,j - Msnow,j - Mice,j 3)
Peg,j = Prain,j + Msnow,j + Mice,j 4)

The annual mass balance in each evaluation band, B ;, was estimated as the sum of the daily mass balance in a hydrological
year. The annual mass balance was also calculated for individual glaciers (Bg,g) for comparison with the available glaciological

and geodetic mass balance. B, ; was calculated as:

_ 27e1(Ba,jXAg,))
Bog = 2
g

(5)
where A, ; and A, are glacier area in the elevation band j and total glacier area, respectively.

The glacierized surface area (RGI Consortium, 2017) was fixed for the period simulated. The area provided for the year 2000
was considered as an intermediate value for the period 1982-2016. Ice thickness was also assumed to be infinite. The air
temperature in each elevation band (T;) was estimated as Toypr,j + ['(Zomer — Z;), Where Tgygr ) is the air temperature
derived from GMET for each elevation band, Zgpgr is the mean areal elevation signal from GMET in the elevation band j, Z;
is the mean elevation of the elevation band, and I is a constant temperature lapse rate that was set to the value calculated from

GMET (i.e. 5.8°C km™). The precipitation extracted from GMET for each elevation band was used directly with no

modification.
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ranoffRegarding SMM., it is a one-dimensional model based on two stores (see Fig. 4). The first store represents the root zone

and the second the deep zone (Yates et al., 2005).

teps ates— 100 Howeave en-SMM

a)The model without irrigation has seven free parameters

as shown in Figure 4, of which crop coefficient (Kc) can be set using reference values from the literature. In addition, there
are two parameters associated with the initial state of the two stores called z; and z,. Sinee-this-study used-a-daily-time-step
and-catchments—are-up—to—15;000-km>-in-size—anAn additional stereparameter was eensideredincluded for runoff routing
withusing the Muskingum equation. SMM is driven by precipitation and reference evapotranspiration estimated by the

modified Penman-Monteith method (Maidment, 1993) for a grass crop 0.12 m in height and with a surface resistance of 69 s
m!. The climate input data are detailed in Sect. 2.2. The effective precipitation in the elevation band j of both the non-

glacierized and glacierized fractions is given as:
Pej = (Prain,ng,j + Msnaw,ng,j)Ang,)‘ + Peg,j(1 _Ang,j) (6)

where Prginng and Mgnow ng refer to rainfall and snowmelt in the non-glacierized fraction in mm. The term Ay is the relative
area of the non-glacierized fraction.

In SMM, water requirements (WR) for irrigation are a-funetion-ofdetermined by crop evapotranspiration (from seasonal crop
coefficients (Kc) and reference evapotranspiration) and the depletion of available water in the root zone store (see Fig. 4):4).

Kc adjusts the reference evapotranspiration to reflect crop-specific characteristics (Allen et al., 1998). such as phenology. It

was derived using cropping calendar and crop type data (Autoridad Nacional del Agua, 2009, 2010; Instituto Nacional de

Estadistica, 2015). The lower and upper irrigation threshold parameters (L;,,- and Uy, see Table 2 and Fig. 4) dictate both the

timing and quantity of water used for irrigation (Yates et al., 2005). When the relative soil moisture of the root zone store drops
below the lower threshold, a water requirement is triggered and irrigation is supposed to be applied up to the upper threshold
(Yates et al., 2005). The irrigation use of runoff (I/UR) method was used to allocate water. This method consists of setting or
calibrating a percentage (IUR) of a catchment's runoff (before the runoff reaches the main river) that can be used for internal
irrigation. IUR focuses on water allocation at the catchment scale, especially when hundreds of irrigation systems are to be
represented together. Simulating each of the irrigation systems shown in Figure 3 individually would not be feasible at the

scale of this study, the IUR approach is thus better suited. The irrigation net consumption, /RR,,.,, was calculated as:
IRRy e = min(Q,,; X IUR,WR) x (1 — IRR,f) 7

where Q,,; is runoff without irrigation in mm, JUR is a calibration parameter expressed as a percentage, WR is the irrigation
water requirement in mm, and IRR,; is the irrigation runoff fraction expressed as a percentage. The term

min(Q,,; X [UR, WR) is the water withdrawn for irrigation. IRR, is calculated as: (i) in the first iteration, SMM simulates
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Qu;; (ii) in the second iteration, runoff is simulated assuming that the full WR is supplied; and (iii) finally, the IRR, is

estimated based on how much runoff would flow due to irrigation alone.

3.1.3 Evaporation from the lake

Ejqre Was estimated using the Penman method for open water (Penman, 1948). This method is justified because it requires
fewer data than an energy balance approach but is not as simple as a temperature-based approach. The Penman method also

attempts to incorporate the energy balance in a simplified manner and includes mass transfer. The equation is given as:

A Rp—G
Ay 2

Etae = + 55, fWU2)(es — ea) ®)

where Ejqx is the evaporation in mm d™', A is the slope of the vapor pressure curve in kPa °C"!, 1 is the latent heat vaporization
setat 2.45 MJ kg™, and y is the psychrometric constant kPa °C™'. The terms R,, and G are net radiation at the water surface and
heat storage changes in MJ m? d'!, respectively. f(U,) is the function of wind speed measured at 2 m above the lake surface
that is equal to c(a + bU,), where the constant of a = 10, b = 5.4, and ¢ = 0.26 for Lake Titicaca were taken from Delclaux
et al. (2007). Also, e, is the vapor pressure at the evaporating surface in kPa, and e, is the vapor pressure at 2 m above the
lake surface in kPa. A is given as (e —ey)/(Ty, —T), where T, and T are evaporating surface temperature and air
temperature in °C, respectively.

R, is the sum of net shortwave (K) and net longwave radiation (L). K is given as K;, (1 — &), where K;, is the incident solar
radiation (MJ m? d!) and a is the albedo of the water surface. The L component is the difference between the incident flux
(L) emitted by the atmosphere and clouds and outgoing radiation (L,,,) from the evaporating surface. L;, and L, can be
estimated with Eq. (9) and Eq. (10), respectively. For L;,, we used the equation calibrated by Sicart et al. (2010) on the Zongo
Glacier which is located at a distance of about 100 km from Lake Titicaca. The authors suggest that the calibration can be used

in the eentraltropical Andes.

1/7
Lin=C (Wam) (1.67 — T4 0.83)0(T + 273.15)* ©)]
Loyt = £4,0(T,, + 273.15)* (10)

where for a daily time step, C is equal to 1.24, e, is the vapor pressure in hPa, o is the Stefan-Boltzmann constant (set at
4.90x10° MJ m? K* d), 74m is the atmospheric transmissivity (-) that can be approximated as Kiy/Sextras> Sextra 1S
theoretical shortwave irradiance (MJ m d-') at the top of the atmosphere, and ¢,, is water emissivity set at 0.98 (-).

The term G (heat storage changes) in Eq. (8) was estimated using the approach and assumptions of the study conducted by

Pillco Zola et al. (2019) on Lake Titicaca.

Vmix & (1 1)

G =q
whw Alake At
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where c,, is the specific heat of water (4.18x107 MJ kg! °C*"), p,, is the water density (1000 kg m-3), V,,,;, is the volume above
the mixing depth in m> and A4, is the surface area of the lake in m2. dT,, /dt is the change in water temperature (°C) over

the time interval (day).

Air temperature was obtained from GMET, while all the other meteorological variables were obtained from ERAS-Land (see

Sect. 2.2). Since there are no long-term measurements of lake surface water temperature (LSWT) and the remotely sensed data

sets do not cover the entire study period, the Air2Water model (Piccolroaz et al., 2013; Toffolon et al., 2014) was used to

simulate LSWT. Calibration and evaluation were performed against ARC-Lake V3 remotely sensed data (MacCallum and
Merchant, 2012) (see Appendix B).

3.1.4 Downstream outflow

Qour Was simulated using the rating curve shown in Figure 5a. This curve was established 30 years ago based on a
hydrodynamic simulation of the Desaguadero river (INTECSA et al., 1993b). The elevation corresponds to the vertical datum
of Peru. The rating curve was used for the entire study period—The ratingeurve-—was and implemented in the model in
combination with lake bathymetry (see Fig. 5b) carried out between 2016 and 2019 by the ALT.
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Figure 5. Information used to simulate Q,,, for (a) the rating curve and (b) bathymetry. The rating curve of the lake outlet to the
Desaguadero river was obtained from the master plan (INTECSA et al., 1993b). In both figures the elevation is referenced to the
Peruvian vertical datum. The bathymetry (i.e. the relationship between lake water level and storage volume) was recorded by ALT
between 2016 and 2019.

3.1.5 Storage change

dh/dt was calculated directly from the water levels measured in Puno gauge. Storage change is basically the difference

between the water level of a current time step and the previous time step.

3.1.6 Net groundwater exchange

QgW was considered negligible. According to INTECSA et al. (1993a) the leakage from Lake Titicaca to the aquifers is very
limited and the lake can be considered as an almost completely closed surface system. This is because the lake bed is composed
of sediments with very low permeability. In this case, the only areas of high permeability would be limited to alluvial deposits
saturated by water that flows mostly towards the lake. According to the same study, the inputs from alluvial deposits were 0.56

m3s’!. Therefore, omitting Qgw from the water balance is justified.

32A tEvaluation of the modeling ehainframework

The performance of the lake water balance model was evaluated using both the error term of Eq. (1) and root mean square
error (RMSE) computed between observed and simulated water levels. Since the Q;, and Ejqy, terms—of-the-lakewater

stinie ‘i swere modeled, intermediate calibration and evaluation were necessary. Evaporation

measurements are not available in the study area to evaluate the performance of the Ej 4. Therefore, a formal calibration and
evaluation procedure was implemented only for the Q;,, estimates. The procedure was applied sequentially, first to obtain the

model parameters simulating snow and ice processes; (see Appendix C), and then to calibrate and evaluate the preductionand
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3.2:2 Upstream catchment model

The upstream catchment model shown in Figure 4 has 15 parameters. However, seven of the parameters were set to reduce the
number of free parameters. Four parameters (T, max> Tmmin» DD Finow and DDF;,) related to snow and ice store were set to
values obtained in the Zongo catchment: (see Appendix C). The simulated mass balance of all glaciers of the Titicaca
hydrosystem was compared with the geodetic mass balance (Hugonnet et al., 2021) for the period 2000-2009. Similarly, two
parameters of the irrigation module, L, and Uj,.,., were set to 80%. Winter et al. (2017) used a threshold of 100% for furrow
irrigation in California. However, a value of 80% is reasonable for our study area because it is irrigated in conditions of limited
water availability. X (routing store) was set to default value (0.2) in WEAP. A total of eight free parameters were kept, as
shown in Table 32. The procedure used to obtain the set of parameters with the best performance and subsequent evaluation

consisted of the four steps-deseribed-below-.

First (Step 1 in Fig. 76), the model was run for the period 1980-2016 (of which the first two years were used as a warm-up+
period) with 10,000 parameter sets generated from a random sample of hypercubes from the Monte Carlo approach within the
parameter intervals tested (see Table 32). Second (Step 2 in Fig. 76), the best performing parameter sets in terms of NSEq,.
were identified along with subperiods consisting of (i) 5five continuous years (i.e. seven subperiods between 1982 and 2016);
and (ii) 5five discontinuous years identified as the coldest, warmest, driest, and wettest (i.e. four discontinuous subperiods
between 1982 and 2016). The 11 best performing parameter sets were selected using different subperiods. Third (Step 3 in

Fig. 76), the mean of 11 streamflow simulations generated with the selected parameter sets was calculated. Fourth (Step 4 in
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Fig. 76), the performance of the mean of the streamflow simulations over the 11 subperiods was evaluated using the NSEq;.
criterion.

Two objectives justify the use of seven continuous and four discontinuous subperiods. The first objective was to evaluate the
transferability of the model parameters to non-stationary conditions within the period 1982-2016, including particularly
contrasted subperiods in terms of precipitation and temperature. In addition, continuous subperiods were suitable for assessing
the transferability of the water allocation parameter (IUR). If there had been a significant and sustained increase in irrigation
withdrawals, the [UR parameter would not be tr