
Reply on RC2

Summary

The authors make use of in situ observations taken from a research vessel located in the
Amundsen Sea Polynya, Antarctica, to investigate ocean-atmosphere turbulent heat fluxes
at this location. The authors examine the performance of the ERA5 reanalysis turbulent flux
product in this region by comparing with the fluxes derived from observations. A 1D model is
then used to evaluate the impact of differing turbulent heat fluxes on the sea surface
temperature and heat content of the ocean mixed layer.

The paper is generally well-written, clear, and easy to read. It is interesting to see
measurements of turbulent heat fluxes derived from in situ observations at the Amundsen
Sea Polynya. Comparing these to the ERA5 reanalysis product provides a useful validation,
and showing the impact of turbulent heat fluxes on SST and ocean heat content is also of
value.

However, the paper is missing some detail on background, methods and implications of
these results, which would make it more informative.

Questions asked below are intended as pointers to aid improvement of the paper, rather
than solely as questions to answer in response to this review.

We thank referee #2 for their comments and suggestions for improvements. Throughout this
document the initial comments from referee #2 are in black and our answers in blue.

Major comments

Background

The introduction should make clear what work in the paper is novel, and how it fits in with the
existing literature. Literature should be referenced in the introduction to provide background
and to put this research into context. What does this work add to the existing literature?

More general background on coastal polynyas should be included, for example could use
Morales Maqueda et al. (2004) as a starting point: Morales Maqueda, M. A., A. J. Willmott,
and N. R. T. Biggs (2004), Polynya dynamics: A review of observations and modeling, Rev.
Geophys., 42, RG1004, doi:10.1029/2002RG000116.

More information on previous in situ observations at the ASP should be included as well as
satellite observations and available reanalyses.

More background information on the ASP itself would be helpful. What is the polynya size?
Frequency of occurrence? Does it change on the timescale of the field campaign?
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In this paper, we add a new understanding of turbulent heat fluxes in the ASP, providing the
first observational evidence of flux magnitude and variability across the summer period, and
its impact on the seasonal evolution of SST. We have adjusted the final part of the
introduction in L. 64–68 to make this clearer:

“We perform the first study of turbulent heat flux (THF) in the Amundsen Sea based
on austral summer in situ observations and we (i) identify the temporal and spatial
variability of the 2022 THF from shipboard observations, (ii) assess ERA5 accuracy
at representing these fluxes, and (iii) investigate the relative importance of THF on
the summer evolution of SST. Our findings provide evidence of the synoptic-scale
air-sea interactions in the ASP and their impacts on seasonal evolution of SST.”.

More background regarding the polynya has been added to the manuscript:

- In the introduction (P. 2, L. 36–44) we added general background regarding coastal
polynyas and specific background regarding the Amundsen Sea Polynya itself

- In the methods (P. 6, L. 104–107) some details have been added regarding the
sea–ice evolution throughout the field campaign

It should be noted that during the research cruise, the sea ice gradually
melted, so that from February 2022 onwards, we can no longer really speak
of a polynya, as only a tongue of ice attached to the Thwaites ice shelf
remains visible in the satellite-derived product
(https://data.seaice.uni-bremen.de/databrowser/). We therefore refer to the
polynya region.

Regarding the request of adding more information on previous observations (in situ, from
satellite) and reanalysis, we assume referee #2 wants more information on turbulent fluxes
in the ASP. There has been no turbulent heat flux studies using in situ observations in the
ASP, this is clarified in the manuscript (see above).

Methods

## Questions on the transfer coefficients used to compute the fluxes from
observations

What are the sensible and latent heat transfer coefficients (Ct , Cq) used for the COARE 3.5
algorithm? Are these valid for open ocean or sea ice? Do they change depending on the
surface? How were they calculated? Is neutral stability being assumed? Is this a reasonable
assumption?

Latent and sensible heat fluxes are computed using bulk parameterisations. Ct and Cq are
the bulk transfer coefficients. They scale the exchange of heat (for Ct) and water vapour (for
Cq) exchange at the air-sea interface. The coefficients depend on the height of measurement
of wind speed and air humidity and temperature. Atmospheric stability is accounted for in the
definition of Ct and Cq. Neutral stability is therefore not assumed and this is a reasonable
assumption. We refer to Edson et al., 2013 and Biri et al., 2023 for more details. We
acknowledge that details regarding the transfer coefficients were missing in the initial
manuscript and it has been modified in the revised manuscript: (P. 7, L. 121–123)
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The AirSeaFluxCode applies a logarithmic correction in the transfer coefficient
definitions (Ct(zm, zu)and Cq(zm, zu)) to account for the height zu of wind speed and zm
of air temperature and humidity measurements (Biri et al., 2023). Atmospheric
stability is accounted for in the definition of the transfer coefficients Ct and Cq through
stability functions.

The validity of the transfer coefficients over sea–ice is a concern also raised by referee #1
and that we address by scaling the flux by the sea–ice concentration (SIC), when SIC >
15%. While we acknowledge that this is a simplified method, we assume the impact is
minimal as the RV spent only 3 days out of 57 in the sea–ice covered region. We added the
following sentences in the manuscript: (P. 7, L. 131–134)

To account for the insulating effect of sea–ice we scale the turbulent fluxes by the
sea–ice concentration (SIC) when SIC ≥ 15 % (Eq. (3), (4) and (5)). We acknowledge
that this is a simplified method to account for sea–ice effect on turbulent fluxes, but
accept this considering the little time spent by the RV in sea–ice covered area (3
days out of 57) and low importance of the flux variability in sea-ice for the results of
this study.

## Questions on ERA5 fluxes

How are ERA5 fluxes calculated? What heat transfer coefficients are used here? Is this
different when the reanalysis thinks the surface is an ice shelf? Where does the ice shelf
location dataset come from? What dataset does ERA5 use to define sea ice or open water?
How is surface temperature determined? What validation has previously been performed on
this product? What is the spatial and temporal resolution of this product? A spatial map of
the data in the polynya region would be helpful.

ERA5 information regarding fluxes computation can be found in the documentation CY41R2
of the ECMWF Integrated Forecast System (IFS) Part IV - Physical processes. ERA5 fluxes
are computed using bulk formulation as well. Just as the COARE 3.5 algorithm, the ECMWF
algorithm uses transfer coefficients relying on stability functions and logarithmic adjustment
for height of measurement. Even though the stability functions slightly differ between
COARE 3.5 and ECMWF, the differences in the turbulent heat flux output is negligible
compared to the differences between the observations and ERA5. Transfer coefficients rely
on the Monin–Obukhov theory and consequently are functions of the roughness length.
ECMWF turbulent fluxes are computed using the skin temperature. The roughness length is
defined differently over land, sea or sea–ice in ECMWF. Antarctic RAMP2 (Radarsat
Antarctic Mapping Project DEM Version 2, http://nsidc.org/data/docs/daac/nsidc0082 ramp
dem v2.gd.html) is used by ECMWF to code the land fraction in Antarctica. A grid cell with a
land fraction below or equal to 0.5 is a cell that is either open water or sea–ice. Sea–ice
dataset comes from OSI SAF and surface temperature from OSTIA (Operational
Sea-surface Temperature and sea Ice Analysis) product (Donlon et al., 2012).

We add a second panel on Fig. 7 showing the sea surface temperature from ERA5.

## Co-location method
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The co-location method to match up THF observations and the ERA5 reanalysis would be
improved by using interpolation (e.g. nearest neighbour interpolation) of the reanalysis to the
observation location, rather than a simple selection of the nearest neighbouring point. It
would also be usual to perform a quality check on the data beforehand, which should
remove points classified as the ice shelf in the reanalysis dataset.

To our knowledge, the nearest neighbour interpolation will include the information about the
nearest ERA5 grid point to the THF observations, which would render the co-located ERA5
value non-comparable (due to it containing data on the ice shelf). We agree with the
reviewer that one should perform a quality control check on the data beforehand and remove
points classified as the ice shelf. This is one of the findings of the manuscript that we hope is
emphasised, particularly when studying model data so close to ice shelves.

How was time co-location of the matchups of the THF observations with the ERA5
reanalysis performed? What is the temporal resolution of the ERA5 product?

The THF observations were averaged to hourly intervals to match the ERA5 resolution. We
include this in (P. 5, L. 94–96) subsection 2.1.2 Reanalysis dataset: ERA5 :

It has an hourly temporal resolution and a regular 0.25° lat-lon grid. To co-locate its
variables to the ship data, we use the nearest neighbour grid cell and the
corresponding hour (as the ship data have been hourly averaged).

Even if using the existing co-location method, why not simply choose the nearest ERA5 THF
that is an ocean point, rather than recalculating the THF using ocean temperature and the
COARE 3.5 algorithm?

This has been investigated but not presented in our manuscript. We didn’t select the nearest
ERA5 THF that is an ocean point as this method induces a bias due to the high spatial
gradients in air temperature (Figure below).

4



Indeed, we show in our study that there is a strong spatial gradient in air temperature (Figure
5d), with colder air temperature near the ice shelves. We show below a comparison of the
observed and ERA5 air temperature using (A)) the nearest neighbour grid cell that is an
ocean point, and (B)) the nearest neighbour grid cell. We see that using the nearest
neighbour grid cell on sea leads to a large overestimation of the air temperature (raw A)).

We thank the reviewer for pointing out the possibility to use the existing co-location method
on ERA5 THF. We add a sentence in the manuscript to explain why we didn’t select this
method, P. 18, L. 245–246:

We considered using the nearest ERA5 THF that is an ocean point, but this method
was not chosen as this would induce a bias in the THF magnitude caused by an
overestimation of air temperature.

## Air and saturated humidity computation

Should include the method used to calculate the air humidity and saturated humidity for the
latent heat flux from the relative humidity recorded by the measurements (as given by Table
1).

AirSeaFluxCode requires humidity input in one of three formats: relative humidity [%],
specific humidity [kg/kg] or dewpoint temperature [K] along with the specification of the
format ‘rh’, ‘q’ or ‘Td’. AirSeaFluxCode then converts the measured humidity to saturated
humidity by using the saturation vapour pressure function from Buck (2012). We add the
following sentence to the manuscript, P. 7, L. 123–124.:

The measured relative humidity is converted to saturated humidity by using
saturation vapour pressure function from Buck (2012).

## Ocean heat content computation

The method of calculation of the ocean heat content is also missing.

Indeed the equation is missing, we thank referee #2 for spotting this oversight. This is added
to the manuscript (P. 9, L. 164–171):
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We compute the ocean HC (Eq. (9)) across the 40 meters upper layer because all
ffour simulations converge below 40 meters (Fig. 9g). the mean potential densityρ

0 

in the first 40 metres computed from Absolute Salinity and Conservative
Temperature; the mean specific heat capacity in the first 40 metres computed from𝑐

𝑝
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## Sea ice observations

Were there no ship-board observations of sea ice concentration? What is the accuracy of the
ASI product?

There were no recorded observations of sea ice concentration on the cruise. The original
ASI algorithm uses Advanced Microwave Scanning Radiometer-EOS (AMSR-E) swath data.
This product was validated against observations (Spreen et al., 2008). From July 2012
onwards the ASI algorithm was adjusted to the successor instrument AMSR2. We add the
following sentence to the manuscript, P. 6, L. 103–104:

The ASI algorithm has been validated against observations and shows good
performance (Spreen et al., 2008).

## Conversion of sea surface temperature to skin temperature

Equation 1 refers to skin temperature of the ocean. However, the SST observations here are
measured at 5 m depth, which is not the same thing. How will this impact the sensible heat
flux calculation? A good description of the different SST definitions is here, if needed:
https://www.ghrsst.org/wp-content/uploads/2021/04/SSTDefinitionsDiscussion.pdf

We apologise for any confusion and lack of clarity in the manuscript. In AirSeaFluxCode and
the COARE 3.5 algorithm, the user inputs the SST and SST type: skin SST or bulk SST
(bulk SST corresponds to the sea surface foundation temperature in
https://www.ghrsst.org/wp-content/uploads/2021/04/SSTDefinitionsDiscussion.pdf).

If the bulk SST is given as input, which is the case in our study, the algorithm corrects the
temperature for the warm layer and the cool skin to output the skin temperature before
computing the sensible heat flux. This correction is made following Fairall et al., 1996.

To clarify this point, the following sentence is added in the manuscript (P. 7, L. 124–125):
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Warm layer and cool skin corrections are applied to convert the measured SST
(Table 1) to skin SST as required in Eq. (1). These corrections follow Fairall et al.
(1996).

## Uncertainties discussion

CTD and TSG measurements should also be discussed in the observations section. How
accurate are the observations? Are uncertainty estimates available? What is the uncertainty
on the results? How does this magnitude compare to the differences seen between results
from using different methods?

The shipboard measurements of temperature used in this study from the TSG and the CTD
are cross-calibrated with each other (see Figure below). The differences in temperature
between the TSG and CTD would impose uncertainties on the flux calculation, but are an
order of magnitude smaller (mean difference = 0.05 °C, Figure below) than the observed
variability (std = 0.39°C in the polynya region, Fig. 2 of the manuscript).

Implications

What are the wider implications of the results? E.g. for biological production in the ASP or
melt of the nearby glaciers? Dense water formation? Although the paper mentions that some
of this would be affected, it is not stated how.

7



The Amundsen Sea is not a site of Antarctic Bottom Water formation (Moorman et al., 2020).
The nearby Thwaite glacier is melting because of the intrusion of modified Circumpolar Deep
Water (Arneborg et al., 2012). These two points are not discussed in the revised manuscript.
However some other wider implications have been added in the subsection 4.3 Implications:

- (P. 26–27, L. 391–403): implications of this study on sea–ice formation and melting,
polynya duration and subsequent primary production

- (P. 27, L. 406–409): Implications on ice shelf basal melting from surface heating

What is the impact on heat loss over the whole polynya from the error in ERA5 ice shelf
location vs observations? Is it just a small surface area missing from the turbulent flux? Does
the fact that the area closest to the ice shelf experiences the highest fluxes change things?
Can this impact be quantified? What is the impact over a year? On longer timescales? It is
stated in the paper that the impact on sea ice formation, ice shelf melt and primary
production is not negligible, but this needs to be expanded on and quantified in some way if
possible.

The impact of the error in ERA5 air-sea heat flux for the total ocean heat gain in summer and
loss in winter is an interesting question and has clear relevance to our study. Particularly
given the importance of turbulent heat flux variability associated with rapid atmospheric
dynamics. However, with the available data, our study is only relevant at the local scale and
we do not extrapolate over the whole polynya or across other seasons. As such, we would
only be able to speculate on the misrepresentation of air-sea heat exchange across the
larger spatial scales and at longer time scales. We believe that our work provides a first step
towards this important knowledge gap and should be investigated further. We anticipate that
this would have implications for the melting of ice shelves. For instance, Stewart et al., 2019
show near the Ross Sea polynya that the ice shelf basal melting from surface heating is
more important that what is traditionally thought and is expected to increase in the future.
The fact that the area closest to the ice shelf experiences the highest fluxes implies that
modelling studies relying on ERA5 turbulent heat flux could underestimate ice shelf melting.
The quantification of this impact is beyond the scope of study.

Minor comments

Cold air outbreaks are mentioned in the literature review section, but the first half of the
paper refers to this phenomenon as heat loss events. Terminology for these events should
be made consistent throughout the paper.

Cold air outbreaks and heat loss are different. Heat loss corresponds to a transfer of heat by
the ocean into the atmosphere whereas a cold air outbreak is an intrusion of cold air over a
warm ocean. A cold air outbreak can lead to heat loss, but not all heat loss is due to cold air
outbreaks. We acknowledge that this may have come across as confusing and add a
definition of cold air outbreaks to prevent any further confusion (P. 2, L. 48–49):

CAOs are equatorward intrusion of cold air over the warmer ocean (Papritz et al.,
2015).

The validation of the ERA5 reanalysis product highlighted a mismatch between the ice shelf
edge in the product and in reality. While it is useful to point this out, this is not unusual, due
both to the resolution of the product, and the fact that ice shelf edges are not static over
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time. It looks from Figure 7 like the ship is not located at any point designated 100% land.
This implies that the issue is with the spatial resolution of the product, rather than the ice
shelf mask used for the ERA5 product being out-of-date.

We thank the reviewer for picking up on this and agree that it needs to be clarified. To avoid
any confusion we modify the manuscript:

- In the abstract

The heat loss is larger along the ice shelves, and it is also where the ERA5 turbulent heat
flux exhibits the largest biases, underestimating the flux by up to 141 W m−2 due to its coarse
resolution and misrepresentation of ice-shelf location.

- In the results (3.2.1 Turbulent heat flux bias at land–sea boundaries)

The low agreement between the two flux products is explained by a misrepresentation of the
location of the ice shelf in ERA5 the coarse resolution of ERA5 at land–sea boundaries.

It would be useful to show the RMS difference between the products in Table 4, as this
would aid in the interpretation of the differences between Fig. 8b,d and Fig. 6b,d (line 211).
Note also that these difference might reduce if using interpolation in the co-location method
(see above).

The RMS difference is added in Table 4.

The distributions of the different results shown on Figure 10 should be discussed further.

We are unsure of the particular discussion items that the reviewer has in mind regarding
Figure 10. For the sake of brevity, we refrain from adding discussion material that we do not
believe adds value.

The discussion in Section 4.1.1 should be worked in to the relevant parts of the paper rather
than separated out, e.g. see comment about line 97 below.

We thank referee #2 for this suggestion that we take into account:

- Part of the discussion is moved to the subsection The role of the broad atmospheric
system.

- Lines 291-293 are moved to the methods section as suggested (comment about the
line 97 below)

Much of the discussion of relevant literature in Section 4.1.2 should instead form part of the
introduction. This would provide background for the research and then context for the
discussion of results in this section.

We move part of Section 4.1.2 to the introduction and add a sentence about the relationship
between sea-ice and the Amundsen Sea Low. The following paragraph is now in the
introduction (P. 2, L. 45–50):
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Air–sea heat fluxes must also be considered in the context of the broader
atmospheric circulation. In the Southern Ocean near the Polar Front, at 54° S, 89° W,
Ogle et al. (2018) show that the advection of cold and dry air triggers ocean heat
loss. In the Amundsen Sea, Papritz et al., (2015) show from ERA-Interim data that
the Amundsen Sea is a hotspot for cold air outbreaks (CAOs), which contribute to the
turbulent loss. CAOs are equatorward intrusion of cold air over the warmer ocean
(Papritz et al., 2015). The large-scale atmospheric system also impacts sea–ice: in
2022 the Amundsen Sea Low (ASL), a quasi stationary low pressure center, has
enhanced sea–ice melting (Turner et al., 2022; Yadav et al., 2022).

Specific (minor) comments

Line 4: Differentiate between in situ and satellite observations – ASP is only poorly observed
through in situ observations.

Done.

Line 4: Models and reanalyses are not wholly unvalidated, clarify that what is meant here is
against in situ observations only

Done.

Line 8: “along the ice shelves” should say “along the ocean in front of the ice shelves” or
similar, for clarity, as it’s not the ice shelves themselves losing heat

Done: “The heat loss is larger along the ice shelves” became “The ocean heat loss is larger
along the ice shelf front” (P. 1, L. 8).

Line 12: underestimation of 28 W m-2 perhaps? (double negative if -28 W m-2). This is similar
on lines 271-2 (heat loss of -230 W m-2), but you may prefer to leave it as it is.

The minus sign has been removed from Line 12 and Line 272, thank you for the suggestion.

Line 31: Reference Figure 1 in this sentence, e.g. “The Amundsen Sea, West Antarctica
(Figure 1)…”

Done.

Line 37: More description of coastal/wind-driven polynyas and “ice-factory” mechanism is
needed here, including the continual off-shore transport of ice by winds.

Done, the following sentences have been added in the introduction:

(P. 2, L. 36–37): Polynyas are defined based on their opening mechanism. The ASP
is a wind-driven latent heat polynya that forms along the coastline.

(P. 2, L. 39–41): During winter, shelf water latent heat polynyas like the ASP usually
inherit the "sea–ice factory" nickname (Morales Maqueda et al., 2004; Ohshima et al., 1998)
because sea–ice is continually created and conveyed away by winds or currents.
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Line 39: Clarify here whether the observations in this study are the only in situ turbulent heat
flux observations available for the ASP

We agree this should be clarified. This is added in the introduction (see our answer above to
the comment about the background).

Line 54: Clarify that THF includes sensible and latent heat fluxes (it’s mentioned later in
section 2.2.1 but the question first arises here)

Line 54 is a subsection title (2.1.1 Observations: shipboard and glider data). We believe
referee #2 meant this should be added in the introduction. The following sentence is
modified (modification in black), P. 2, L. 59–60:

The air–sea heat flux has two components: the radiative flux (sum of the shortwave
and longwave radiations) and the turbulent flux (sum of the sensible and latent fluxes).

Line 55: What is an “underway system”?

The “underway system” is replaced by ”the thermosalinograph”.

Line 56: Clarify that it is the “bulk” turbulent heat flux being calculated, rather than using an
eddy covariance method using high-frequency observations.

Done.

Line 56: “Punta Arena” should be “Punta Arenas”

Done.

Line 59: What is the sampling frequency of the observations from which the hourly averages
(would be better to state “means” here, rather than “averages”) are made?

Done, this has been modified (modifications in black), P. 3, L. 76–77:

To determine the THF and be consistent with ERA5’s temporal resolution, we
compute hourly means of the variables in Table 1. The initial resolution was 1-minute.

Line 61: It should be mentioned that there will be a positional bias in these observations (in a
different way to e.g. airborne data) as the ship presumably won’t travel into regions of higher
concentration sea ice. What is the maximum SIC for this dataset? (Note that polynyas can
be covered in high concentration, but thin ice, with large heat fluxes still associated with
them)

While the RV certainly avoided travelling into regions of higher sea ice concentration, this
does not impact the results presented in this study. The maximum SIC for this dataset is 95
% on the 26 Feb. 2022. We add the following sentence: P. 3, L. 80–81

The RV Nathaniel B. Palmer presumably avoided regions of higher sea ice
concentration on its transit to the Amundsen Sea.
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Line 63: Define RV acronym

Done, see Line 71 of the revised manuscript.

Line 66: What depths did the glider cover? How close to the surface did it take
measurements? Why 40 m for the HC calculations – does this provide good coverage of the
mixed layer?

We added the details below: (P. 4, L. 87–88)

It sampled to the seabed, with a maximum of 901 meters, surfacing between each
dive.

Details regarding the HC calculations have been added in the method section (see above,
our response to the comment about the ocean heat content computation).

Figure 1: Suggest making the inset map a bit bigger. What is the grey in Figure 1(b)? CTD
should be mentioned in the observation section too, and the acronym defined.

The inset map is modified to be bigger. Values of sea–ice concentration equal to 0 were
masked, the grey is a background colour. This is modified in the new figure to keep values
that equal 0. A sentence about the CTD is added in the section describing the observations:
P. 3, L. 82–85.

Several Conductivity Temperature and Depth (CTD) casts were taken during the
research campaign. In the present study we use one, taken at 74.02°S, 113°W in front of
Dotson Ice Shelf (Fig. 1a, blue square) to initialise the 1D PWP model (see the model
description in Sec. 2.2.2).

Line 80: “ASMR2” should be “AMSR2”

This is modified, thank you for noticing this typo.

Line 87: Suggest rewording “the evaporation” to “sea surface evaporation” or similar, for
clarity

Done.

Line 95: Does the logarithmic wind speed adjustment assume neutral atmospheric stability?

No, this has been modified (see our answer to the questions on the transfer coefficients
above).

Line 97: What impact on the overall results would neglecting ocean surface velocity have?
Suggest move lines 291-293 here.

Neglecting rapid surface currents during periods of relatively low winds speeds can alter the
bulk air-sea flux calculations by up to 10% in highly turbulent ocean regions (Dawe and
Thompson et al. 2006). However, the effect is negligible is low current speeds and high
winds. As such, we did not take into account the impact of ocean surface velocity as we do
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not have velocity measurements available. We consider this assumption reasonable due to
the ocean velocity in this region being typically two orders of magnitude lower than the
surface wind speeds (Carvajal et al. 2013). Lines 291–293 were moved as suggested.

Line 109: Suggest changing “/=” notation as this implies “does not equal”

Done.

Line 114: Suggest changing section title to include “the heat content of the mixed layer”

The integration of the upper ocean temperature to determine the heat content was
performed across the top 40 m. As the mixed layer is occasionally shallower than 40 m, we
do not believe changing the title would accurately represent the findings of this section.

Line 116: Add “produced” before “using observations and ERA5” for clarity.

Done.

Line 119: “blue rectangle” is described as a square on figure caption, should be consistent

Thank you for noticing this, we change “rectangle” to “square”.

Figure 2: Were there any sea ice covered points which were also along the ice shelf front?
The colour coding method doesn’t allow for this, so it should be clarified if this was the case
for any points. Clarify also that the “main sea surface and atmospheric variables” are from
the ship observations. Suggest choosing a different colour for the blue area in (f) as it looks
similar to the grey, and to the Southern Ocean classification too.

There were no sea ice covered points detected near the ice shelf front. This looks
reasonable as the ASP is a wind-driven polynya so the sea ice is continually advected away
from the ice shelf. We add the following sentence in the caption:

Note that no sea ice was found near the ice shelf front.

We change the colour in (f) for clarity.

Line 131: How are the uncertainties calculated? These are very large compared to the
magnitude – this should be commented on.

The uncertainties are not computed, we provided the standard deviation of the
measurements.

We change to in order to avoid− 52 ±   51 𝑊 𝑚−2 − 52 𝑊 𝑚−2  (𝑆𝑇𝐷 =  51 𝑊 𝑚−2)
further confusion (P. 11, L. 179).

Figure 3: caption “latter” is not needed here

“Latter” has been removed from the caption.
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Line 135: What is the reason for the differing domination of LHF and SHF in different
regions?

The SHF domination in the Amundsen Sea is unravelled in the rest of the manuscript (cold
air outbreaks drive episodic sensible heat loss events). We do not explicitly state why the
LHF dominates in the Southern Ocean region (Yu et al., 2012; Liu et al., 2011). However,
this may be due to different atmospheric weather systems driving the flux variability in the
open ocean (away from the ice shelf) such as extratropical cyclones (e.g. Ogle et al. 2018).
We do not investigate this explicitly and so do not discuss it in the manuscript.

Figure 4: Suggest replace “on top of the black rectangles” with “outside of the black
rectangles” as some are shown underneath. Suggest could show empty (-130, -90] bin for
LHF so that the two figures line up.

Modification done for the caption. We update Figure 4 to show the empty (-130, -90] for LHF.

Line 148: “each time step” – suggest rewording this as it implies a model. Calculated for
hourly data?

We replaced “each time step” by “each hourly data”.

Table 3: “indice” should be “index”

We believe we should keep “indice” and not “index” for consistency throughout the
manuscript (e.g., L. 109, 112, 147, 152, 196).

Line 166: Mention that it’s the grey shaded area shown on Figure 3.

This has been added.

Line 169: add “visible on the map (Fig. 5d)”

We add Fig. 5d to the sentence.

Line 172-3: Should this be Fig. 3a,c not Fig. 3a,b? Fig. 3e might be better to refer to though.

We agree, thank you for noticing this referencing mistake. We change Fig. 3a,c to Fig. 3e.

Line 179: Suggest reword “comparing them to the COARE 3.5 fluxes from the observations”
to “comparing them to the observed fluxes, calculated using the COARE 3.5 algorithm” for
clarity.

We agree, this is done.

Figure 6 caption: Clarify that where SST is NaN it is classed as ice shelf. What happens to
the SST if the surface is covered in sea ice?

We modified Figure 6 caption:

(in blue the data points where the ERA5 cell has a SST value, in yellow where SST
is NaN: these points are then classed as ice shelf)
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If the surface is covered in sea ice we still have a SST value (for the observations and for
ERA5), an example is shown below for ERA5 on the 1st of January 2022.

Line 184: What is the ERA5 product temporal frequency? Would it be expected to capture
hourly events?

As stated in the methods, ERA5 has an hourly resolution, therefore we expect it to capture
hourly events.

Table 4: Suggest swapping LHF and SHF columns as this is the order in which they are
discussed in the text. Suggest changing column header to e.g. “LHF max diff to obs” for
clarity. Which way round is the difference calculated, e.g. obs minus product? Define “ds”.

We implement these suggestions. We provide the maximum absolute difference, as stated in
the caption, therefore the way round of the computation does not matter. We replace “ds” by
“dataset”.

Line 210: The mean LHF difference to observations in Table 4 is actually higher for the
hybrid version (though very small) – this should be addressed in the text. What is the
uncertainty range of these results?

Thank you for noticing this point. We update the text:

Initial sentence:

The hybrid heat fluxes were also on average closer to the observations-based fluxes but with
a negative bias: the mean LHF and SHF for the hybrid-based fluxes were lower by 3 and 4
W m-2 than fluxes from the observations (Table 4) because of colder air–temperature (not
shown).
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Updated sentence: P. 19, L. 257–260.

The hybrid SHF was on average closer to the observations-based fluxes (lower by 3 W m-2,
Table 4) but with a negative bias because of colder air–temperature (Fig. D1c). Regarding
the mean LHF, the hybrid dataset did not bring a clear improvement: the mean hybrid SHF is
lower by 4 W m-2 than SHF from observations whereas the mean ERA5 SHF output was
higher by 3 W m-2.

Figure 9: The colour scale is quite hard to see on the plots when comparing the three
simulations, particularly the palest colour. Is it possible to use more contrasting colours?

We modify the colours to make them more contrasting.

Line 239: What is the wider implication of this? (See comments above).

Line 239 refers to the impact of a 2-days THF overestimation on the SST and HC. We add
the following sentence: P. 22, L. 289–290

The cumulative effect of such events is critical in setting the SST and HC differences
between the simulations throughout the 35-days simulations (Fig. 9e, f).

Lines 245, 258, 340: Should replace “seasonal” with “over a month” or similar wording, as 35
days is not a full season.

This would be modified.

Line 245-6: “not negligible” – this needs to be expanded upon. What impact would this have
on these processes? Can it be quantified? (See comments above).

We add a paragraph in the discussion, subsection 4.3 Implications, on the impact of
underestimated heat fluxes for sea–ice formation and melting, ice shelf melting and primary
production (see answers to comments above).

Line 253: Should replace “less important” with “smaller”

It has been updated.

Figure 10: SST depth is given as 6 m here (and in Table 5), whereas in Table 1 it is quoted
as ~5 m. Which is correct?

6 meters depth is correct, we corrected Table 1.

Line 275: Is 12 W m-2 within the range of uncertainty?

12 W m-2 is not within the range of uncertainty. A commonly cited uncertainty requirement is
10 W m-2 for the net heat flux over a season (Bradley and Fairall, 2007; Fairall et al. 1996).
To meet this goal, an uncertainty of 5 W m-2 is required for the bulk turbulent fluxes (Bradley
and Fairall, 2007). Brodeau et al., 2017 compared ECMWF, COARE 3.5 and NCAR
algorithms and show that the major sources of discrepancies and uncertainties between the
3 algorithms arise from transfer coefficient definitions and cool skin correction. In this respect
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ECMWF and COARE 3.5 show similar results, unlike the NCAR algorithm, because they
account for cool skin and warm layer effect and convective gustiness which reduce
uncertainties.

Line 283: “any pattern of wind intensity” – this wording is a bit confusing, perhaps “any
pattern of increasing wind intensity” or similar

Done.

Line 330: Add something along the lines of “as the air was cold and dry enough to enhance
the air-sea temperature and humidity gradients” despite it being summertime.

We implement this suggestion.

Line 333: Is ERA5 likely to be the same as ERA-Interim in this respect?

Thank you for this question. We add a Figure in the Appendix (Fig. D1) to show that ERA5 is
indeed the same as ERA-Interim. A sentence is also added in the discussion (in black
below): P. 26, L. 373–374.

This hypothesis has been verified in our work with the bias found (Table 4) in ERA5
hybrid fluxes (computed from the atmospheric and sea surface ERA5 variables). This
bias indeed arises from cold and dry biases in ERA5 air and humidity (Fig. D1).

Line 349: Define Chla.

Chla has been changed to chlorophyll-a.

Figure A1: How are points outside of the range defined as outliers? (Meaning, why are they
not included within the range?)

The boxplot spans from the first quartile (Q1) to the third quartile (Q3) with the whiskers
extending from Q1 - 1.5(Q3-Q1) to Q3 + 1.5(Q3-Q1). In this respect, outliers are data points
lying outside the interval [ Q1 - 1.5(Q3-Q1) ; Q3 + 1.5(Q3-Q1) ].

We update the caption to define Q1 and Q3 (change in black):

The boxes extend from the lower (Q1) to the upper (Q3) quartile values, the
whiskers represent the range of the data and the black empty circles are outliers.

And we add the following sentence (in the caption as well):

The outliers are defined as data points lying outside the interval [ Q1 - 1.5(Q3-Q1) ;
Q3 + 1.5(Q3-Q1) ].

Source: https://matplotlib.org/stable/api/_as_gen/matplotlib.pyplot.boxplot.html

Line 384: Typo in LHF equation: I believe the overbar should not extend over the delta_q’

Indeed, thank you for noticing this typo. This is modified in the revised manuscript.
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