
Dear editor, dear reviewers.

We appreciate your encouraging comments and thorough review of our work. Below is our
point-by-point response to the second report, along with our revisions based on the reviewer’s
comments.

COMMENT 1:
The authors have thoroughly revised the manuscript, significantly enhancing its clarity.
However, one comment related to Table 1 remains, originating from an unclear description in
the original manuscript. Additionally, I have three suggestions connected to this comment.

1. For Comments 6 and 10: In my initial review, I misunderstood that HIDRA3 could handle a
72-hour time series with some missing values by filling the gaps. For this reason, I also
thought the SSH availability reported in Table 1 represented the total number of scenarios
used to train and evaluate the model. However, after reviewing the authors’ response and
the revised manuscript, it appears that HIDRA3 excludes any tide station data if there is even
one missing data point in the 72-hour series. Consequently, the SSH availability in Table 1
may overstate the actual number of usable scenarios, as only a subset of cases contains a
complete 72-hour time series. If this interpretation is correct, I recommend the authors
clarify the exact sample size used for model training and testing to ensure readers
understand the number of scenarios ultimately included.

RESPONSE 1:
We agree with the reviewer that Table 1 should reflect the sample sizes used for training and testing.
We updated the table with the new SSH availability. For stations with SSH signals without
interruptions, the numbers remain unchanged.

The new table (not latex-diff) and the text changes (latex-diff) are displayed below:



COMMENT 2:
2. Although these additional minor comments were not raised in the first review due to
misunderstanding the SSH data and Table 1, I believe they would help improve the
manuscript.

2.1. For Figure 3, how was this plot created if each station had a different amount of available
data? Was only the overlapping data for all stations used? If so, please clarify whether this
approach is valid.

RESPONSE 2:
We used overlapping data for each pair of locations individually. These differences, shown in Figure
3, estimate the increase in MAE if we were to forecast SSH at location A with some model and then
apply that forecast to location B without any modifications. While the amount of data used varies for
each pair, our primary goal is to accurately estimate the increase in MAE. Therefore, we decided to
utilize as much data as possible, prioritizing the correctness of the scores themselves rather than
the comparability of different scores. We have revised the manuscript as follows:



COMMENT 3:
2.2. Figures 10, 14, 17, and 19: Based on Figures 2 and 3, it appears that Koper, Venice, and
Ravenna have larger MAE values than other stations due to their wider water level ranges.
Additionally, each station may have a different number of test scenarios based on the SSH
availability reported in Table 1. This variation raises questions about whether the MAE
accurately reflects performance at each station. I suggest presenting normalized error
statistics instead. Please also clarify if different sample sizes were used to calculate the error
statistics and if comparing these across stations with different sample sizes is valid.

RESPONSE 3:
We agree with the reviewer that the higher MAE scores observed in northern locations are related to
greater variances in SSH in those regions. To expose this, we calculated the normalized MAE (nMAE)
scores and presented them in Fig. 11. This plot provides additional insights: even after
normalization, NEMO shows the highest errors in northern locations. In contrast, HIDRA2 exhibits
the highest normalized errors in southern locations, likely due to lower data availability in those
areas. We have also calculated the mean nMAE scores and included them in Tables 2, 3, and 4.

However, it is still important to include MAE scores without normalization. Potential users of HIDRA
tend to be more interested in MAE scores expressed without normalization, as these scores have
immediate practical significance. Additionally, MAE without normalization more effectively reflects
flood forecasting capability, since higher SSH variability indicates a greater likelihood of flooding.

Additions made to the manuscript:





Different sample sizes were used to calculate the error statistics, and we agree with the reviewer
that this diminishes the validity of comparing the errors between stations. However, we prefer not to
calculate the errors only at the time points where SSH data is available for all locations, as this would
decrease the number of samples used in computing metrics at certain locations, undermining the
validity of model comparisons at those sites. Fortunately, nearby stations tend to have similar data
availability (as detailed below), so we have decided to retain the analysis in the manuscript as it is.

SSH data availability in the test period:

Koper
2019: 100.0%
2020: 100.0%

Venice
2019: 99.7%
2020: 93.0%

Ravenna
2019: 0.0%
2020: 97.1%

Ancona
2019: 96.7%
2020: 99.8%

Ortona
2019: 0.0%
2020: 99.1%

Tremiti
2019: 0.0%
2020: 92.8%

Vieste
2019: 0.0%
2020: 99.2%

Neretva
2019: 99.9%
2020: 100.0%

Sobra
2019: 100.0%
2020: 99.9%

Stari Grad
2019: 99.9%
2020: 99.4%

Vela Luka
2019: 91.3%
2020: 99.8%

COMMENT 4:
2.3. In Section 2.1 (line 84), the period from January 2019 to June 2019 is omitted from both
training and testing. Is there a specific reason for this gap?

RESPONSE 4:
At the time of development CMEMS NEMO forecasting products were available only after June 2019,
which is why we do not include the first part of 2019 in our evaluation. However, we should use that
data for training to extend the training period.


