
Dear editor, dear reviewer.

Before we proceed with point-by-point addressing of the issues raised by the reviewer, we would
like to make a very short synopsis of what was done during this revision.

1. Based on the recommendation of Referee #2, we conducted experiments to test the failure
of regional tide gauges. In light of this, we propose changing the title of the manuscript by
removing the word “robust” and replacing it with a more descriptive phrase “in the presence
of tide gauge sensor failures,” so the new title reads: “HIDRA3: deep-learning model for
multi-point ensemble sea level forecasting in the presence of tide gauge sensor failures.”

2. We have added new sections to the manuscript: 2.4 “Summary of differences to HIDRA2,” 3.1
“NEMO model description," 3.3 “Uncertainty estimation analysis,” 3.4.2 “Extreme scenario of a
regional tide gauge failure” and 3.7 “HIDRA3 limitations”.

3. We have provided additional explanations and figures in the architecture description
sections, rewriting Section 2.2.3, "Feature fusion module," and Section 2.2.4, "SSH regression
module."

4. We have included explanations for the data quality check procedures and computation of
the tidal signal, expanded the analysis of sea surface temperature and waves' impact on the
performance of the model, and corrected some typos.

We proceed to a detailed point-by-point response below.

COMMENT 1:
Review of HIDRA3: a robust deep-learning model for multi-point ensemble sea level
forecasting.

The paper presents a new version of the HIDRA sea level forecasting model. HIDRA3 is a
machine learning model with a deep convolutional architecture. The most important update
from version 2 is that the current version uses data not just from the local tide gauge it
predicts, but also from neighbouring tide gauges, which allows prediction also when the local
tide gauge is not operational.

The paper is well written, figures are nice and the model architecture and modelling choices
are well described. I recommend publications after some minor revisions.

RESPONSE 1:
We thank the reviewer for their encouraging comments.



COMMENT 2:
General points:

1) The manuscript makes the point that their machine learning model outperforms the
numerical ocean model NEMO on SSH prediction. But that is not really what is tested. They do
get better results on most metrics than what is seen in the specific NEMO run they compare
with. However, the performance in that specific NEMO run, says almost nothing about the
capabilities of numerical ocean models in general or even of the NEMO modelling systems
capabilities. The SSH performance in the NEMO run they compare with depends on modelling
choices (resolution, parametrisations, coordinate systems used. etc.) of which NEMO has very
many and of course also on the forcing used to run the NEMOmodel.

Especially on the forcing side the HIDRA model has a great advantage in this comparison as it
is allowed to use tide gauge data, whereas as I understand it the NEMO run they compare
with does not assimilate sea level data. I would expect, although I don't know, that HIDRA3
without tide gauge data as inputs would perform worse that the specific NEMO run. Anyway,
it should be made more clear in the text that although they outperform this specific
Copernicus product it does not really imply much about the capabilities of numerical ocean
models in general.

RESPONSE 2:
Thank you for pointing this out. We now provide a more detailed description of the specific CMEMS
Copernicus NEMO model setup in Section 3.1 and include a reference. We would like to clarify that
the version of NEMO used in this paper incorporates sea-level data assimilation for satellite
altimetry (SLA), but not for tide gauges. However, tide gauge measurements are used to correct the
bias. This is discussed further in Response 6. Below is the new Section 3.1, which describes the
version of NEMO used in this study:



COMMENT 3:
2) The uncertainty quantifications and it's capabilities should be elaborated on more in the
manuscript.

RESPONSE 3:
We agree with the reviewer. To address this concern, we add a new Section 3.3, “Uncertainty
Estimation Analysis”, to discuss and analyze HIDRA3’s uncertainty prediction capabilities:



COMMENT 4:
3) The models architecture is well described, but the reasons for the modelling choices made
is not. Perhaps, much of this information is available in earlier HIDRA papers, but I would like
to see more motivations for the different modelling choices.

RESPONSE 4:
We thank the reviewer for their suggestion to provide more explanations for our modelling choices.
We include additional explanations and insights in Section 2.2.1, "Geophysical encoder module," and
Section 2.2.2, "Feature extraction module," and revised Section 2.2.3, "Feature fusion module," and
Section 2.2.4, "SSH regression module." Below, we include a latexdiff of Section 2.2.1 and 2.2.2, and
the new Section 2.2.3 and Section 2.2.4.



Below are rewritten sections (not latexdiff):





COMMENT 5:
Specific comments:

L13 I think standard numerical model NEMO is the wrong label.

RESPONSE 5:
We agree. We changed the label to be more specific into “the Mediterranean basin NEMO setup of
the Copernicus CMEMS service.”



COMMENT 6:
L44 Goes back to general point 1), these comparisons are very much of apples and oranges

RESPONSE 6:
The reviewer is raising an interesting point. We agree that it is often difficult to compare models
between themselves or at least to attribute which level of performance corresponds to which
algorithmic aspect of the model. In this sense, comparing ROMS to NEMO using different lateral
boundary conditions, different atmospheric forcing and different parameterization schemes is no
less difficult than comparing NEMO to HIDRA. We are unfortunately not in a position to feed the
exact same atmospheric input and the exact same tide gauge input into NEMO (which does not
ingest tide gauges as HIDRA3 but does assimilate satellite SLA) and into HIDRA3 (which does not
ingest SLA as NEMO but receives tide gauges), therefore any comparison needs to keep in mind that
the errors of both numerical approaches are accumulated across all input sources and the models
themselves. Both NEMO and HIDRA3 are at the end of the modeling chain so their performance also
reflects the accuracy of their input data.

We nevertheless feel that these comparisons can serve a purpose to establish the bottom line -
which of the models at our disposal gives the best forecast for civil rescue and other emergency
responses. In this optics, the comparisons presented in the paper are simply comparisons between
the best sea level prediction setups at our disposal. We agree that these setups may be structurally
quite heterogeneous but they all answer the same key question: what is the evolution of sea level in
the next 72 hours? For the civil rescue response, coastal safety and the economy, this is a key issue.

We hope the reviewer agrees that the comparisons between admittedly heterogeneous modeling
setups nevertheless hold some valuable information for the downstream services.

COMMENT 7:
L193 The NEMO setup has to be better described. What NEMO version is used? What forcing is
used (also temporal and spatial resolution). What is the vertical and horizontal resolution of
the model. What vertical coordinate system is used? Does it have a wave model? Does it have
data assimilation? Does it have a minimum depth? Information of that kind is needed to give
more context to the different comparisons.

RESPONSE 7:
We agree and have addressed this issue in our Response 2.


