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Abstract.  13 

Catchment-scale representation of the groundwater and its interaction with other parts of the hydrologic 14 
cycle is crucial for accurately depicting the land water-energy balance in Earth system models (ESMs). Despite 15 
existing efforts to describe the groundwater in the land component of ESMs, most ESMs still need a prognostic 16 
framework for describing catchment-scale groundwater based on its emergent properties to understand its 17 
implication to the broader Earth system. To fill this gap, we developed a new parameterization scheme for resolving 18 
the groundwater and its two-way interactions with the unsaturated soil and stream at the catchment-scale. We 19 
implemented this new parameterization scheme (SHARC, or Soil-Hillslope Aquifer-River Continuum), in the 20 
Geophysical Fluid Dynamics Laboratory land model (i.e., LM4-SHARC) and evaluated its performance. By 21 
bridging the gap between hydraulic groundwater theory and ESMs’ land hydrology, the new LM4-SHARC provides 22 
a path forward to learn the groundwater’s emergent properties from available streamflow data (i.e., recession 23 
analysis), enhancing the representation of sub-grid variability of water-energy states induced by the groundwater. 24 
LM4-SHARC has been applied to the Providence headwater catchment at Southern Sierra, NV, and tested against 25 
in-situ observations. We found that LM4-SHARC leads to noticeable improvements in representing key hydrologic 26 
variables such as streamflow, near-surface soil moisture, and soil temperature. In addition to enhancing the 27 
representation of the water and energy balance, our analysis showed that accounting for groundwater convergence 28 
can induce a more significant hydrologic contrast with higher sensitivity of soil water storage to groundwater 29 
properties in the riparian zone. Our findings indicate the feasibility of incorporating two-way interactions among 30 
groundwater, unsaturated soil, and streams into the hydrological components of ESMs and further need to explore 31 
the implications of these interactions in the context of Earth system dynamics. 32 
 33 
1. Introduction 34 

The significance of understanding the relationship between the hydrologic cycle and climate variability has 35 
been increasingly recognized in a warming climate (Milly et al., 2008). As a major component of the terrestrial 36 
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water cycle, the groundwater (i.e., water  in saturated zones beneath the land surface) plays a pivotal role in 37 
developing the surface thermal energy and moisture dynamics and the land-atmosphere coupling by regulating how 38 
the water and thermal energy is stored and transported across the landscape (Andreae et al., 2002; Mu et al., 2011; 39 
Mccabe et al., 2008; Gentine et al., 2019; Fan, 2015). The effects of the groundwater state (e.g., storage) on the 40 
water-energy balance at the land surface have been discussed in several studies based on an explicitly treated 41 
groundwater scheme (Miguez-Macho et al., 2007; Liang et al., 2003; Yeh and Eltahir, 2005; Zeng et al., 2016; 42 
Maxwell et al., 2011; Maxwell and Kollet, 2008). The studies commonly found higher sensitivity of surface energy 43 
balance to groundwater storage if the water table is shallow (e.g., the water table depth less than 5 m). 44 

However, many Earth system models (ESMs) only represent a few top meters of soil, and most, if not all, 45 
ignore two-way interaction between the groundwater and other components of the hydrologic cycle. Specifically, 46 
ESMs lack proper land surface scheme(s) to represent the two-way interactions between the groundwater and 47 
stream/river while conserving the hydraulic continuity between them. In most cases, the river routing module 48 
implemented in the ESMs exists mainly for their traditional purposes (e.g., linking precipitation-induced runoff to 49 
the ocean) without the ability to consider the groundwater variations driven by the horizontal hydraulic gradients 50 
between the stream and groundwater (Li et al., 2013; De Rosnay et al., 2002; Lawrence et al., 2011; Lawrence et al., 51 
2019; Miguez‐Macho and Fan, 2012; Best et al., 2011; Takata et al., 2003). 52 

Furthermore, the resolution of climate/water-related information provided by the current ESMs is too low 53 
to characterize hydrological extremes and address the stakeholders' need to evaluate potential impact of future 54 
climate change. Even an atmosphere-land water information produced at the resolution of 0.25° (Delworth et al., 55 
2020) — considered the most high-resolution in ESMs — is still not sufficiently fine to generate fine-scale data for 56 
decision-making. The land components of ESMs generate the streamflow estimates only at a grid-scale (typically 57 
ranging from 0.5° to 1.0°) (Oleson et al., 2013; Miguez-Macho et al., 2007; Fan et al., 2007; Pappenberger et al., 58 
2012; Campoy et al., 2013) and since such coarse-resolution streamflow data, for example, is not suitable to directly 59 
use for locating hydrologic events at a fine-scale even in case of extremes (e.g., flooding), the scale mismatch 60 
(between the stakeholders and ESMs) could reduce the usability of the ESM-derived projections. Another challenge 61 
lies in the high degree of land heterogeneity with respect to soil and topographic characteristics, which needs to be 62 
resolved at the ESMs’ grid-scale. Considering the significant impacts of the fine-scale soil/topographic properties on 63 
the hydrologic processes, the two-way interactions between the groundwater and the rest of the hydrologic cycle 64 
must be parameterized at the sub-grid scale (e.g., catchment) to adequately represent the sub-grid variability of 65 
hydrologic states and its implication for the broader Earth system processes and interactions (Gleeson et al., 2020; 66 
Xu et al., 2023; Maxwell and Kollet, 2008; Pokhrel et al., 2013). 67 

Catchments provide an appropriate scale to properly capture such sub-grid spatial heterogeneity and its 68 
effect on the interactions among the hydrological cycle components (Clark et al., 2015; Fan et al., 2019; Blyth et al., 69 
2021). This is mainly due to the suitability of the catchment-scale in describing the topographically-driven flow 70 
characteristics of water and other major fluxes (e.g., thermal energy) caused by water transport. In fact, catchments 71 
have been considered hydrologic spatial units (or response units) where the theoretical conceptualization of surface 72 
and subsurface water transport can be tested with readily available observational data, such as streamflow 73 
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measurements (Sivapalan, 2006; Troch et al., 2013; Kirchner, 2009). Over the past decades, many efforts have been 74 
made to depict the hydraulically-based interactions among the distinct flow domains at the hillslope and catchment 75 
scales (Kollet and Maxwell, 2006; Niu et al., 2011; Shen and Phanikumar, 2010; Gochis, 2021). These efforts 76 
mainly aimed at representing the water-energy coupled balance while considering the time-dependent non-linear 77 
relationship between water states and fluxes based on Darcian flow (Clark et al., 2015; Fan et al., 2019). 78 

However, more specifically concerning the representation of the groundwater and its interactions with the 79 
overlying soil and the stream/river, the spatial heterogeneity of groundwater properties (e.g., diffusivity, or effective 80 
(drainable) porosity) remains a significant challenge for enhancing the predictability of terrestrial water storage and 81 
exchange fluxes (Clark et al., 2009; Jing et al., 2019). Notably, an accurate description of groundwater 82 
properties/processes at the catchment-scale is crucial because the hydrologic convergence (to the riparian zone) and 83 
divergence (from the hilltops) by the groundwater movements significantly affect the catchments’ water and energy 84 
dynamics (Fan, 2015; Miguez‐Macho and Fan, 2012; Chen and Hu, 2004; Maxwell et al., 2007). Even in existing 85 
studies to capture the interactions among the soil-groundwater-stream, the properties of the groundwater were 86 
treated as constant and not as emergent and dynamic properties as the result of transient groundwater storage 87 
affected by climate (e.g., precipitation) or human activities (e.g., land use change or groundwater pumping) (Li and 88 
Ameli, 2022; Bart and Hope, 2014; Jachens et al., 2020b; Hong and Mohanty, 2023a; Trotter et al., 2024). For 89 
example, these studies empirically fit coefficients for a storage-discharge function (e.g., bucket model) or predefined 90 
soil properties dataset to parameterize the groundwater domains (Zeng et al., 2016; Gochis, 2021; Newman et al., 91 
2014; Kollet and Maxwell, 2008; Leung et al., 2011; Li and Ameli, 2022). Thus, a theoretical approach to capture 92 
the dynamic, emergent properties of the catchment-scale groundwater has been largely absent in those efforts. 93 

The Dupuit-Forchheimer (DF) approximation allows the incorporation of the catchment-scale groundwater 94 
into ESMs and accounts for its emergent properties/processes shaping the interactions with the unsaturated soil and 95 
the stream (Dupuit, 1863; Forchheimer, 1986). According to the DF approximation, heterogeneity in groundwater 96 
properties can be represented by effective parameters reflecting combined effects of the groundwater properties 97 
variability on fluxes (e.g., baseflow), assuming that the lateral groundwater discharge is from the 98 
homogeneous/isotropic (or systemically-defined) groundwater (Rupp and Selker, 2006; Strack, 1995; Beven and 99 
Kirkby, 1979). The DF approximation is especially relevant as the heterogeneity of groundwater properties not 100 
representable below model-specific resolution can be considered one of the challenges to the accuracy of modeled 101 
data (Baroni et al., 2019; Maxwell et al., 2015; Niu et al., 2011; Bisht et al., 2017). The DF approximation is derived 102 
by recasting the analytical solution of the Boussinesq equation (Boussinesq, 1903) into the power-law streamflow 103 
recession model by Brutsaert and Nieber (1977). The method of streamflow recession analysis provides a theoretical 104 
basis for estimating the effective groundwater properties on a catchment scale using (relatively readily) available 105 
streamflow observations (Tashie et al., 2021; Hong and Mohanty, 2023a; Vannier et al., 2014; Brutsaert and Lopez, 106 
1998; Troch et al., 1993; Xu et al., 2018). 107 

The catchment-scale processes can be resolved at the ESMs’ grid-scale via approaches to the sub-grid 108 
model structure such as HydroBlocks (Chaney et al., 2016; Chaney et al., 2018). The hierarchical multivariate 109 
clustering (HMC) approach, as implemented in LM4-HydroBlocks (Chaney et al., 2018), enables partitioning a 110 
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macroscale land domain grid (e.g., 0.5°, 1.0°) into sub-grid terrain units (termed ‘tiles’) (Milly et al., 2014; Zhao et 111 
al., 2018; Dunne et al., 2020). This study presents a new parameterization of two-way Soil-Hillslope Aquifer-River 112 
Continuum, namely SHARC (v1.0), tailored to the fourth generation of the Geophysical Fluid Dynamics Laboratory 113 
(GFDL) land model version 4 (i.e., LM4) aiming to represent the catchment-scale two-way interactions among the 114 
unsaturated soil (i.e., vadose zone), the groundwater, and stream/river in the GFDL Earth system modeling 115 
framework. The new LM4-SHARC has been developed by extending the existing hillslope hydrology scheme 116 
currently used in LM4-HydroBlocks (Subin et al., 2014; Chaney et al., 2018), and relying on the catchment-scale 117 
hydrologic partitioning (of the macroscale grid cell) by HMC approach for the explicit treatment of divergence 118 
fluxes among soil-groundwater-stream. 119 

In sum, the LM4-SHARC (1) explicitly characterizes the catchment-scale groundwater while accounting 120 
for its emergent properties such as groundwater diffusivity, (2) represents the two-way water and energy exchanges 121 
in the vertical direction between the soil–groundwater and in the lateral direction between the groundwater–stream, 122 
and (3) accounts for the groundwater-induced variations in surface water-energy budgets to enhance the ESM’s 123 
realism of land hydrology. This study primarily compares the two model configurations to evaluate the importance 124 
of accurately describing the catchment-scale groundwater in the land component of ESM. As a proof of concept, we 125 
apply the LM4-SHARC and LM4-HydroBlocks to a headwater catchment in the Sierra National Forest, Nevada, and 126 
evaluate the modeled outputs against corresponding observations. Additionally, we discuss how the hydrologic 127 
convergence to the river valley (and divergence from the hilltop) of liquid water and thermal energy due to the 128 
groundwater flow could contribute to hydrologic contrast in a catchment based on simulations. 129 
 130 
2. Methods 131 
2.1. Characterization of the catchment-scale spatial domain and its heterogeneity  132 

A hierarchical multivariate clustering (HMC) method (Chaney et al., 2018; Chaney et al., 2016) was used 133 
to characterize the catchment-scale model domain and its spatial heterogeneity. The conceptual approach uses 134 
available environmental datasets (such as soil properties, topography, meteorology, and land cover) to characterize 135 
the sub-grid spatial heterogeneity within each grid cell of an Earth System Model (ESM) land domain (Chaney et 136 
al., 2018). In fact, the HMC method has been previously used in constructing land domains for LM4-HydroBlocks 137 
to account for the sub-grid spatial variability of land properties within a regular latitude-longitude climate grid cell 138 

(e.g., at 0.5° or 1.0° resolution). The land fraction of each grid cell in the LM4-HydroBlocks domain is partitioned 139 

into soil, glacier, and lake components. The soil component of a grid cell is composed of hillslope clustered in a set 140 
of k characteristic hillslopes (CH). Each CH has unique attributes, such as slope, aspect, and convexity, which are 141 
local averages of these fields obtained by high-resolution datasets. Each CH is further partitioned into l units 142 
denoted as “height bands” (HB), which are obtained by partitioning each CH based on elevation bins of size dh. 143 
Finally, each HB can be further divided into p clusters (i.e., tiles), and then each tile is considered representative 144 
element volume (REV) of soil with respect to covariates incorporated for clustering (Chaney et al., 2018). The 145 
channels were delineated using an area threshold of 100,000 m2. Three parameters k, dh, and p are required in the 146 
land pre-processing code; k determines the number of CH in the land model domain, dh defines the height difference 147 
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between adjacent HBs, thus determining the number of HBs in a CH. The parameter p sets the number of tiles in an 148 
HB (i.e., the intra-HB variability). For further details on the HMC algorithm, see Chaney et al (2018) and Chaney et 149 
al (2021). 150 

Unlike the previous configuration of the land input dataset for a regular grid cell, this study, for the first 151 
time, refined the existing HMC framework to generate a land input dataset for a catchment domain with an irregular 152 
boundary. This refinement has been designed to assess the GFDL land model’s performance at the catchment level 153 
while enhancing the interpretability of the land model’s hydrologic outputs. The catchment’s boundary was 154 
determined by computing the geographic extent of the contributing area that drains to a specific point (i.e., the 155 
catchment outlet). Since the catchment areas are significantly variable (roughly ranging from sub-km2 to hundreds 156 
of km2), the resolution of a digital elevation model (DEM) used for clustering the terrain characteristics should be 157 
fine enough to capture the intra-catchment heterogeneity of terrain characteristics adequately. To this end, the USGS 158 
3DEP 1/3 arc-second (i.e., 10-m resolution) DEM was used in this study (USGS, 2019). 159 

 160 
2.2. Representation of the soil-groundwater processes in LM4-HydroBlocks 161 

In the current configuration of GFDL LM4-HydroBlocks, the impermeable bedrock is assumed to exist 10 162 
m below the ground, and the sub-grid scale (e.g., reach) river dynamics were not represented. The lateral liquid 163 
water flux between the saturated soil layers in each adjacent tile was considered groundwater flow. Hence, the 164 
groundwater properties depend on surface/near-surface properties from which each soil column’s soil properties are 165 
derived (Milly et al., 2014; Shevliakova et al., 2024). Each soil column in a catchment is composed of a vertical 1-D 166 
model (i.e., soil-bedrock column) from canopy air down to an impermeable bedrock layer (Milly et al., 2014). The 167 
processes resolved by the 1-D model include surface energy balance, vegetation dynamics, plant hydraulics, 168 
photosynthesis, snow physics, and soil thermal and hydraulic physics (Zorzetto et al., 2023; Subin et al., 2014; Milly 169 
et al., 2014). All the soil–bedrock columns are simulated with a 10 m soil depth at a 30-minute physical time step. 170 
The soil–bedrock 10-m column is discretized into 20 layers. At the surface, the water flux boundary condition is 171 
tentatively set to the difference between the sum of rainfall and snowmelt minus evaporation at each time step (i.e., 172 
time-dependent flow). The heat flux boundary condition at the surface is determined by the balance between the 173 
turbulent and the radiative fluxes. At the bottom of the soil–bedrock column (i.e., 10 m below the land surface), 174 
water flux is assumed to be zero, implying that the impermeable bedrock is always located 10 m below the land 175 
surface. Due to this impermeable layer assumption, the water table is always identified within 10 m of the land 176 
surface. A constant geothermal heat flux is prescribed at the bottom of the soil–bedrock columns (Milly et al., 2014).  177 

The catchment-scale hydrologic structure within the macroscale grid cell is described based on the inter-tile 178 
connection enforced through the flow accumulation area derived from the digital elevation model (DEM) (Chaney et 179 
al., 2018). The water fluxes between adjacent tiles (i.e., inter-tile) are simulated on a layer-to-layer basis, defined 180 
following the soil layer order from the land surface, according to the gradient of total pressure head between the 181 
corresponding soil layers. The inter-tile heat and dissolved organic carbon fluxes advected by water transport are 182 
also represented. While the tile located right next to the river reach interacts with the river, the flux from the tile to 183 
the river is a one-way flux as the reach-scale streams’ (corresponding to a catchment) hydrograph are not accounted 184 
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for in LM4-HydroBlocks. With respect to the flux exchange between the river and the soil–bedrock column 185 
(adjacent to the reach), in fact, the river stage is set to zero (static pressure head in the reach). Consequently, the 186 
water flux is invariably one-way, from the hillslope to the river. 187 
 188 
2.3. Representation of the Soil-Hillslope Aquifer-River Interactions in LM4-SHARC 189 
2.3.1. Two-way water transport and conservation in LM4-SHARC 190 

The LM4-SHARC solves the non-linear Boussinesq equation, which was derived from the DF 191 
approximation to represent the lateral groundwater discharge flux from the hilltop to the river in a homogeneous and 192 
isotropic unconfined groundwater (i.e., stream-hillslope interface) (Basha, 2013; Hong and Mohanty, 2023b; 193 
Hornberger and Remson, 1970). According to the DF approximation, the unconfined groundwater flows laterally, 194 
and the lateral discharge flux is proportional to the saturated groundwater thickness (Dupuit, 1863; Forchheimer, 195 
1986). Therefore, the lateral hydraulic gradient is the only driver of groundwater lateral discharge fluxes as the 196 
equipotential lines in the saturated zone are assumed to be vertical (i.e., hydrostatic). For saturated groundwater flow 197 
in an unconfined groundwater overlaying an impermeable bedrock of slope q, the lateral groundwater discharge flux 198 
is estimated following equation (1). 199 

𝑞! = −𝐾" &cosq *
𝜕𝑁
𝜕𝑥. + 𝑠𝑖𝑛q3 																																																																																																																																																					(1) 200 

where 𝑞! is the speed of lateral groundwater divergence flux (mm s-1). Ks is the saturated lateral hydraulic 201 
conductivity (mm s-1). Thus, the groundwater flow rate per unit width of the groundwater is given by 𝑞!𝑁, where N 202 
is the thickness of the groundwater layer perpendicular to the impermeable bedrock (m). Inserting the flux equation 203 
(1) into the mass continuity equation yields the Boussinesq groundwater equation (2). 204 

𝑓
𝜕𝑁
𝜕𝑡 = cosq

𝜕
𝜕𝑥 *𝐾"𝑁

𝜕𝑁
𝜕𝑥. + sinq

𝜕
𝜕𝑥
(𝐾"𝑁)																																																																																																																												(2) 205 

where f is the effective porosity of the groundwater (m3 m-3). As implied by the Boussinesq equation, the 206 

groundwater properties are considered homogeneous across tiles, including 𝐾", f, and the bedrock slope q. #$
#%

 207 

denotes the groundwater hydraulic gradient between adjacent tiles. At each tile, the water table (H) is determined by 208 
the balance of the soil–groundwater and the lateral groundwater fluxes (Equation 3). 209 

𝐻&
'() = 𝐻&

' + >
𝑟&
' − 𝑞!&

'

r𝑓 @	∆𝑡														(𝑖 = 1, . . . , 𝑛*+)																																																																																																													(3) 210 

where 𝐻&
' is the hydraulic head of the water table (m) at i th height band (HB) at j th time step. Based on the 211 

continuity equation, the 𝑁 −𝐻 relationship can be established as 𝐻 = $
,-"q

. 𝑛*+ is the total number of HBs in the 212 

catchment. r is the liquid water density (1,000 kg/m3) and 𝑟&
' is the liquid water flux between the soil–bedrock 213 

column and the water table (mm s-1) at i th height band at j th time step. The physical time step ∆𝑡 of the model is 214 
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1,800 seconds (30 minutes). 𝑞!&
' denotes the divergence of lateral groundwater flux at i th height band at j th time step 215 

and is set to the difference between the lateral divergence from/to HBs immediately above and below. Particularly, 216 
in the HB1 (i.e., the nearest height band to the river reach), 𝑞!)

'  is determined by the balance of the groundwater 217 
discharge from HB2 and the baseflow (if gaining reach) or the channel infiltration (if losing reach). If multiple tiles 218 
exist in an HB, 𝑟& is effectively calculated by arithmetically averaging the r values from each tile belonging to the i th 219 
height band. 220 

LM4-SHARC also resolves the reach-scale streamflow dynamics, and the resulting hydrograph is used as 221 
the time-dependent boundary condition at the interface between the stream and hillslope. The Saint-Venant 222 
continuity equation with kinematic wave assumption is solved for the streamflow dynamics. For a kinematic wave, 223 
the momentum equation assumes that the energy grade line is parallel to the streambed (De St Venant, 1871; 224 
Strelkoff, 1970). Thus, the friction slope (Sf) is assumed to be equal to the streambed slope (So), physically implying 225 
the flow is primarily governed by gravity and friction (Equation 4). Manning’s equation was used to express the 226 
flow resistance as implied in Equation 4. Using Manning’s equation, the stream discharge Q (m3 s-1) can be related 227 
to the cross-section area of flow U (m2) using a coefficient that depends on channel roughness, slope, and geometry 228 
(𝛼) and an exponent determined by the flow characteristics (𝛽) (Equation 5) (Manning et al., 1890). Given that at 229 
any cross section, Q and U are functionally related as Equation 5 so that the continuity equation can expressed as 230 
Equation 6. 231 

𝑆. = 𝑆-																																																																																																																																																																																															(4) 232 

𝑈 = 𝛼𝑄/																																																																																																																																																																																												(5) 233 

𝑑𝑄
𝑑𝑦 =

𝜕𝑄
𝜕𝑦 +

𝜕𝑄
𝜕𝑡 	

𝑑𝑄
𝑑𝑈 =

2𝑞!𝐻)
r

																																																																																																																																																								(6) 234 

where 01
02

 is the kinematic wave celerity (m s-1), and y denotes the river flow direction coordinate. 𝐻) is the vertical 235 

thickness of the groundwater at HB1, which effectively defines the wetted perimeter at the stream-hillslope interface 236 

(m). 34!*"
r

 is the lateral inflow per unit channel width (m2 s-1) as ql is estimated from Equation 1. Once the spatial 237 

derivative of the stream discharge Q (i.e., 01
05

) is resolved by Equation 6, the reach outflow (i.e., discharge at the 238 

catchment outlet) was used to inversely estimate the river stage, which was in turn used to determine the lateral 239 
hydraulic gradients between the river stage and the water table in HB1. 240 

We changed the soil column’s bottom boundary condition from zero-flux to a variable-flux boundary 241 
condition so as to allow for the two-way interaction between the soil columns and the newly introduced groundwater 242 
domain. As shown in Figure 1, due to the hydraulic gradient between the bottommost soil layer and the water table, 243 
the vertical liquid flux (r in Equation 3) defines the soil columns’ bottom boundary condition if the water table is 244 
deeper than 10 m from the land surface (Equation 7 and 8). However, if the water table is within 10 m from the 245 
ground, the vertical liquid flux at the soil base is considered zero since the equipotential line is assumed to be 246 
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vertical in the saturated zone, so the vertical hydraulic gradient is zero (Equation 7). The chosen variable-flux 247 
boundary condition allows the soil bottom drainage (SBD) at 10 m depth. This enables the consideration of the 248 
effects of groundwater on the unsaturated soil processes, depending on groundwater configuration, such as 249 
groundwater properties and the water table depth.  250 

𝑟&
' = O		

𝐾"6-7,&
' P𝜓96:,&

' + ∆𝐿&
'S

∆𝐿&
' 													(𝑤𝑎𝑡𝑒𝑟	𝑡𝑎𝑏𝑙𝑒	𝑑𝑒𝑝𝑡ℎ > 10	𝑚)

0																																																			(𝑤𝑎𝑡𝑒𝑟	𝑡𝑎𝑏𝑙𝑒	𝑑𝑒𝑝𝑡ℎ ≤ 10	𝑚)
																																																																																(7) 251 

∆𝐿&
' = 𝑒96:,& − P𝐻&

' + ℎ𝑙&𝑡𝑎𝑛𝜃S																																																																																																																																																			(8) 252 

where 𝑟&
' is the vertical liquid water flux (mm s-1) and the  𝐾"6-7,&

'  is the hydraulic conductivity between the 253 

unsaturated soil bottommost layer and the water table at i th height band at j th time step (mm s-1), which is calculated 254 
by the harmonic mean of hydraulic conductivity values in the bottommost soil layer and groundwater. 𝜓96:,&

'  is the 255 

soil matric potential at i th height band at j th time step (m), 𝑒96:,& the elevation of the central node in the bottommost 256 

soil layer (m). 𝑤𝑡&
' is the pressure head of the water table at i th height band at j th time step (m). ℎ𝑙& is the total 257 

hillslope length from the reach of i th height band characterized by the HMC approach (m). Therefore, Equation 8 258 

shows ∆𝐿&
' is the distance between the soil bottommost node and the water table at i th height band at j th time step 259 

(m) considering the bedrock slope 𝜃. 260 
 261 
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 262 
Figure 1. The LM4-SHARC’s modified boundary condition (BC) at the soil base depending on the depth of water table. (a) the 263 
equipotential line assumed to be vertical (i.e., hydrostatic) if the depth of water table is less than 10 m, (b) the soil base BC 264 
changes from zero-flux to variable-flux according to the hydraulic gradient between the bottommost soil layer and water table. 265 
WTD denotes water table depth. The black dots refers to the nodes located at the center of each soil layer. 266 
 267 
 268 
 269 
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2.3.2. Two-way energy transport and conservation in LM4-SHARC 270 
LM4-SHARC accounts for the phase change of water in the groundwater domain by calculating the ice 271 

content according to the groundwater temperature (Equation 9).  272 

		𝑤𝑠7;,&
'() =

⎩
⎪
⎨

⎪
⎧𝑤𝑠7;,&

' −min	 >𝑤𝑠7;,&
' 	P𝑇7;,&

' − 𝑇.<==>=S
ℎ𝑐7;,&

'

ℎ𝑓 @	(𝑤𝑠7;,&
' > 0	, 	𝑇7;,&

' > 𝑇.<==>=)

𝑤𝑠7;,&
' +min>𝑤𝑙7;,&

' , P𝑇.<==>= − 𝑇7;,&
' S

ℎ𝑐7;,&
'

ℎ𝑓 @		(𝑤𝑙7;,&
' > 0, 	𝑇7;,&

' < 𝑇.<==>=)

																																					(9) 273 

where 𝑤𝑙7;, 𝑤𝑠7; are the liquid and ice content in the groundwater, respectively (-). 𝑇7; is the groundwater 274 
temperature (K), and 𝑇.<==>= the freezing point of 273.15 K. hf is the latent heat of fusion, a constant of 3.3358 ∙ 10? 275 
J kg-1.	ℎ𝑐7; is the dynamic heat capacity of the groundwater (J K-1 m-2).	The groundwater temperature in each HB is 276 
dynamically updated, taking into account time-dependent heat capacity (ℎ𝑐7;) and heat fluxes conducted and 277 
advected from/to adjacent flow domains. Similar to the water table-dependent boundary condition at the soil base, 278 
the heat flux boundary condition at the soil base is also affected by the groundwater condition since the water 279 
advection is zero if the water table depth is less than 10 m (Equations 10).  280 

𝛿@&
' = m		

n𝛿@A0@,&
' + 𝛿@,B0,&

' o																				(𝑤𝑎𝑡𝑒𝑟	𝑡𝑎𝑏𝑙𝑒	𝑑𝑒𝑝𝑡ℎ > 10	𝑚)

𝛿@,B0,&
' 																																											(𝑤𝑎𝑡𝑒𝑟	𝑡𝑎𝑏𝑙𝑒	𝑑𝑒𝑝𝑡ℎ ≤ 10	𝑚)

																																																																									(10) 281 

where 𝛿@,B0,&
'  is the vertical heat conduction flux and 𝛿@A0@,&

'  is the advected heat flux between the soil column and 282 

groundwater (J m-2 s-1). The equations of the vertical heat conduction (𝛿@,B0,&
' ) and advection (𝛿@A0@,&

' ) based on 283 

dynamic groundwater heat capacity are addressed in the Appendix A. The direction for 𝛿@A0@,&
'  is determined by the 284 

water flux (i.e., downward recharge or upward capillary) according to the hydraulic gradient. Thus, the soil columns 285 
and groundwater temperatures are simulated with the modified heat flux boundary condition (at the soil column 286 
base) from constant thermal to variable-thermal fluxes in the LM4-SHARC. The lateral heat transport in the 287 
groundwater domain (𝛿!&

') is another component in determining the groundwater temperature (Equations 11, 12, and 288 
13).  289 

𝛿!&
' = −𝑞!,&

' 𝑐𝑙𝑤P𝑇7;,&
' − 𝑇.<==>=S																																																														(𝑖 = 𝑛*+)																																																																(11) 290 

 𝛿!&
' = 𝑐𝑙𝑤p𝑞!,&()

' P𝑇7;,&()
' − 𝑇.<==>=S − 𝑞!,&

' P𝑇7;,&
' − 𝑇.<==>=Sq										(𝑖 = 2, . . , 𝑛*+ − 1)																																																(12) 291 

𝛿!)
' = r		

𝑐𝑙𝑤p𝑞!,3
' P𝑇7;,3

' − 𝑇.<==>=S − 𝑞!,)
' P𝑇7;,)

' − 𝑇.<==>=Sq												(𝑞! ≥ 0)

𝑐𝑙𝑤p𝑞!,3
' P𝑇7;,3

' − 𝑇.<==>=S − 𝑞!,)
' P𝑇"6<=A:

' − 𝑇.<==>=Sq								(𝑞! < 0)
																																																																			(13) 292 
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where 𝛿!&
' is the lateral groundwater heat flux (J m-2s-1). The groundwater temperature at i th height band at j th time 293 

step (𝑇7;,&
' ) is determined based on the time-dependent heat capacity and the vertical/lateral heat fluxes from/to i th 294 

height band at j th time step (Equation 14).  295 

𝑇7;,&
'() = 𝑇7;,&

' −
tn𝛿@,B0,&

' − 𝛿@A0@,&
' o + 𝛿!&

'u ∆𝑡

ℎ𝑐7;,&
' 																																																																																																																							(14) 296 

For the lateral heat exchange fluxes between the stream and HB1, the stream temperature is considered if 297 
the channel loses water to the riparian zone (i.e., 𝑞! < 0). The stream temperature is estimated considering how 298 
much heat flows into the stream from the hillslopes and out of it through the catchment outlet (Equation 15). 299 

𝑇"6<=A:
'() = 𝑇"6<=A:

' +
&P𝛿!)

' + 𝛿CB"A6	&
'S − 𝑐𝑙𝑤P𝑇"6<=A:

' − 𝑇.<==>=S
𝜌𝑄'
𝐴' 3 ∆𝑡

ℎ𝑐"6<=A:
' 																																																																					(15) 300 

where 𝛿CB"A6	&
'  is the heat flux advection from the unsaturated soil to the reach by interflow (J m-2 s-1).	𝑄&

'is	the	301 

stream	discharge	at	the	catchment	outlet	(m3 s-1), and 𝐴'is the flow area at the outlet at i th height band at j th time 302 
step. ℎ𝑐"6<=A:,&

'  is the heat capacity of the catchment outflow according to the streamflow hydrograph at the outlet (J 303 

m-2 K-1). Consequently, in LM4-SHARC, states and fluxes for each domain are determined by accounting for the 304 
two-way water/heat exchanges among the unsaturated soil, the hillslope aquifer, and the river. 305 
 306 
2.4. The streamflow recession analysis for the groundwater parameterization 307 

Brutsaert and Nieber (1977) showed that the time derivative of the recession hydrograph can be expressed 308 
as a function of streamflow Q (Equation 16). Since the analytical solutions to the Boussinesq equation can be recast 309 
in the form of a power law, the Boussinesq groundwater can be effectively characterized based on groundwater 310 
parameters such as Ks, f, the initial saturated groundwater thickness Nini, and the contributing area A (Hong and 311 
Mohanty, 2023a; Rupp and Selker, 2006; Brutsaert and Nieber, 1977; Szilagyi et al., 1998; Tashie et al., 2021; Hong 312 
and Mohanty, 2023b). 313 

−
𝑑𝑄
𝑑𝑡 = 𝑎𝑄9																																																																																																																																																																																			(16) 314 

where b is a constant, and a is a function of groundwater properties. Since the geometric similarity of a unit-width 315 
Boussinesq groundwater throughout the entire catchment is assumed, the catchment outflow Q was estimated as 316 
𝑄 = 2𝑞!𝐻𝐿<=A,E (where 𝐿<=A,E is the length of the reach). This geometric similarity assumption is also reflected in 317 
the numerical estimation of the catchment outflow hydrograph (Equation 6). Because the recession parameters a and 318 

b are readily estimated by logarithmic regression of Q on − 01
06

, streamflow observations can be used to infer the 319 

effective groundwater properties.   320 
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2.4.1. Selecting analytical models 321 
Theoretical catchment outflow from the Boussinesq groundwater yields two hydraulic regimes: the early 322 

(i.e., high flow) and late time (i.e., low flow) domains. Since the LM4-SHARC considers sloping groundwater, we 323 
only consider the analytical solution of the Boussinesq equation for sloping groundwater. We used the analytical 324 
solutions obtained by Brutsaert (1994), considering their applicability for a broader range of bedrock slopes 325 
(Pauritsch et al., 2015). Thus, the recession parameter a for the early time domain (𝑎=A<!5) is expressed in Equation 326 
17 with bearly being set to 3.0, and the parameter a for the late time domain (𝑎!A6=) is defined in Equation 18 with blate 327 
being set to 1.0. As a result, Equation 17 and 18 were used to interpret the intercept (i.e., log(a)) and slope (i.e., b) of 328 

logarithmic regression of Q on − 01
06

 derived from observational streamflow data in the early time and late time 329 

domain, respectively. 330 

𝑎=A<!5 =
1.33

𝐾"𝑓𝑁&B&F𝐿3𝑐𝑜𝑠𝜃
, 𝑏=A<!5 = 3.0																																																																																																																										(17)	331 

𝑎!A6= =
𝜋3𝑝𝐾"𝑁&B&𝐿3

𝑓𝐴3 𝑐𝑜𝑠𝜃

⎣
⎢
⎢
⎡
1 + �

𝐵
𝑇&B&

𝑡𝑎𝑛𝜃

𝜋𝑝 �

3

⎦
⎥
⎥
⎤
, 𝑏!A6= = 1.0																																																																																					(18) 332 

where A is the subsurface drainage area (m2) that effectively contributes to the recession slope characteristics, and p 333 
is a constant set to 1/3. B is the contributing groundwater's characteristic length (m) under the geometric similarity 334 
assumption, calculated by B=A/(2L).  335 
 336 
2.4.2. Event-scale recession analysis 337 

This study recognized that the recession parameters from the point cloud data (i.e., collective recession 338 
data) could be artifacts of the variability in individual recession events (REs) (Jachens et al., 2020a; Tashie et al., 339 
2020; Karlsen et al., 2019). To fill this gap, we performed an event-scale recession analysis to account for the 340 
variability of recession slope characteristics among individual REs, which results in different estimates of 341 
groundwater properties. The onset of the REs was starting 5 days after the peak to exclude the influence of overland 342 
flow (i.e., runoff) on streamflow hydrograph. We examined the consecutive decline of daily discharge observational 343 
data to decide the duration of an RE, and the end date of an RE was determined when the daily stream discharge was 344 
at its lowest.  345 

For each RE, we performed the logarithmic regression of Q on − 01
06

 in bi-logarithmic space. The time 346 

derivative of Q (01
06

)was computed based on the daily streamflow. Each RE’s transition point of the hydraulic regime 347 

from the early to the late time domain was identified daily through the method suggested by Hong and Mohanty 348 
(2023a). In this method, the transition point from the early time to the late time domain is determined based on an 349 
abrupt and most noticeable change in R2 values from linear regression with a fixed slope of 3.0 while incrementing 350 

the number of the data pair of log(− 01
06

)-log(Q) in descending order in the bi-logarithmic space. To this end, we 351 

selectively used the daily streamflow time series of REs that lasted for more than 20 days to get enough data pairs of 352 
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log(Q)-log(− 01
06

) for hydraulic regime distinction. For further details on the method for identifying the hydraulic 353 

regime transition in an event-scale recession analysis, see Hong and Mohanty (2023a). The process workflow of our 354 
method determining the catchment-scale hydraulic diffusivity parameters by combined use of the analytical and 355 
numerical models is described in Figure 2. 356 
 357 

 358 
Figure 2. A workflow diagram of the presented method to calibrate and evaluate the catchment-scale groundwater diffusivity 359 
parameters based on streamflow recession analysis and combined use of the selected analytical models and LM4-SHARC 360 
numerical simulations.  361 
 362 
2.5. Experimental design for model comparison 363 

LM4-SHARC’s new parameterization for the groundwater and its interaction with the soil and river was 364 
evaluated based on comparing the respective baseflow and near-surface soil moisture/temperature outputs from the 365 
retrospective run of LM4-SHARC and LM4-HydroBlocks. For spin-up, we used periodically cycled GSWP3 10-366 
year forcing. The GSWP3 forcing from 1901-1910 was used repeatedly in each model cycle until a steady-state in 367 
the groundwater-related model variables by replacing the initial condition for a new spin-up with the final output 368 
state from the previous cycle. The groundwater-related variables include 1) SMC at the bottommost soil layer, 2) 369 
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baseflow, and 3) water table, and we considered the model to reach a steady state if the simulated difference 370 
between the end of the nth and (n-1)th cycle for the respective variables satisfied our criteria simultaneously. In this 371 
study, we set the criteria for each variable as 0.001 m3 m-3 (0.1 %) for the bottommost layer’s SMC, 0.1 m d-1 for 372 
baseflow, and 0.001 m for water table. We note that soil-groundwater two-way fluxes (r in Equation 7) was 373 
additionally considered in LM4-SHARC for evaluating a steady-state as it is a new variable in LM4-SHARC. 374 

Using the confirmed steady state outputs as an initial condition, both model configurations were compared 375 
for the period from 10/1/2003 – 9/30/2014 (WY2004 – 2014, 11 years). In this study, the in-situ precipitation and air 376 
temperature were assimilated into the GSWP3 forcing data by being directly inserted (i.e., direct insertion data 377 
assimilation). This was to improve the accuracy of the model outputs, given the inconsistency between the GSWP3 378 
forcing and the local meteorological conditions primarily due to scale difference (i.e., 0.5°×0.5° vs. 1 km2). We 379 
considered precipitation and air temperature the most significant atmospheric variables determining the catchment’s 380 
water and energy budgets, so that the in-situ precipitation and air temperature data obtained during the evaluation 381 
period replaced the corresponding variables in the GSWP3 forcing. LM4-HydroBlocks and the LM4-SHARC were 382 
then operated using the identical forcing input. Two statistical metrics of Pearson's correlation coefficient R2 and 383 
RMSE (Root Mean Square Error) were used to evaluate the temporal agreement of the modeled hydrologic outputs 384 
against corresponding observations and the errors, respectively. 385 
 386 
3. Study area and observational data 387 
3.1. Study area and the HMC parameters 388 

The study area is the 1 km2 Providence Creek P301 headwater catchment in the Sierra National Forest, 389 
Nevada (Figure 3 a). The P301 headwater catchment is one of eight primary headwater catchments of the Kings 390 
River Experimental Watershed (KREW) project. The U.S. Department of Agriculture’s (USDA) Pacific Southwest 391 
Research Station initiated and operated the KREW project, part of the National Science Foundation’s Southern 392 
Sierra Critical Zone Observatory (Jepsen et al., 2016; Hunsaker et al., 2012). The eight catchments are clustered into 393 
two groups, Providence and Bull, and, in this study, the P301 headwater catchment that belongs to Providence Creek 394 
was selected. We selected the P301 catchment because it contains only one first-order reach with no tributaries into 395 
the reach. Since the connectivity between the catchment and reach was required to be established for developing the 396 
LM4-SHARC model, the hydrologic configuration of the P301 catchment was considered ideal for evaluating the 397 
developed LM4-SHARC model. 398 

Surface elevations in the P301 catchment range from 1755 to 2114 m (Hunsaker et al., 2012), on an 399 
average topographic slope of 19°  The length of the first-order reach in the P301 catchment is 1.5 km, and the 400 
average width of the reach was approximated at 10 m to define the channel geometry. The Providence P301 401 
catchment represents a rain-snow mixed-conifer forest site with an annual mean precipitation of 1,315 mm/year. The 402 
site has a Mediterranean climate, with cool, wet winters and dry summers from approximately May through October 403 
(Safeeq and Hunsaker, 2016). During the WY 2004-2014 evaluation period, about 90 % of precipitation occurred 404 
between November and June. The mean annual air temperature was measured at 6.8°C. Precipitation falls as a mix 405 
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of rain and snow, and precipitation transitions from majority rainfall to majority snow approximately at 2000 m in 406 
elevation (Bales et al., 2018; Hunsaker et al., 2012). 407 

In compiling the land input dataset for the given catchment, the k was set to 1 as the study area is a single 408 
catchment. The surface elevation data from 3DEP DEM was used as the sole variable to account for the intra-409 
catchment variability of terrain properties, and each HB’s spatial extent was determined using a dh value of 20 m. p 410 
was set to 1; however, we note that the number of tiles in each HB can increase (or decrease) depending on factors 411 
such as natural mortality, land use, and fire events applied to each tile. The stream flowline was also delineated 412 
according to the 3DEP DEM using the area threshold of 100,000 m2. Consequently, the P301 catchment was 413 
clustered into six HBs with a delineated area of 0.9904 km2 and a stream length of 1.3 km, nearly identical to the 414 
field measurements (Figures 3 b, c, and d). 415 
 416 
 417 
 418 
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 419 
Figure 3. (a) The yellow highlighted area indicate the spatial extent of the headwater catchment P301. While the soil moisture 420 
and temperature data measured at the Lower Met station is not within the P301 catchment, the measurements from the Lower 421 
Met station was used due to its proximity to the catchment and superior quantity and continuity of observational data compared to 422 
other measurement points within the P301 catchment, (b) By the HMC method, the P301 catchment was clustered into six 423 
different height bands (HBs), (c) the digital elevation map (DEM) of the P301, and (d) the flowline delineated by the land input 424 
dataset pre-processing. Further division of the study catchment into hillslopes is indicated in Supplemental Information S.1.  425 
 426 
3.2. Observations for models evaluation  427 
3.2.1. Streamflow and baseflow 428 

The streamflow observations measured at the outlet of the P301 catchment were used. The primary stream 429 
height measurement device is an ISCO 730 air bubbler (Teledyne Isco). Backup stage measurements were initially 430 
obtained using an AquaRod capacitance water-level sensor (Advanced Measurements and Controls, Inc.) or a Telog 431 
pressure transducer (Trimble Water, Inc.). The stream height is measured at 15-minute intervals and converted to the 432 
discharge rate using the standard rating curve supplied by the flume and weir manufacturers (Bales et al., 2018). The 433 
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stream discharge monitoring began in September 2003 (i.e., WY 2004). The streamflow was averaged daily from 434 
WY 2004 to WY 2014 (i.e., 10/01/2003 – 09/30/2014, 11 years in total) and used to evaluate the daily-basis 435 
simulation outputs in this study. The daily streamflow observational data derived the daily baseflow rate using the 436 
baseflow separation method suggested by Szilagyi and Parlange (1998). The applied baseflow separation method 437 
assumes that the drainage from the Boussinesq groundwater maintains the stream recession flow. Thus, the baseflow 438 
separation method ensures consistency between the applied analytical models and the observational baseflow data. 439 
Szilagyi and Parlange’s separation method requires the catchment area, length of channels, and the initial 440 
groundwater thickness as parameters. For consistency, the values of these parameters were determined following the 441 
parameters used in the analytical models for recession analysis (Equations 17 and 18). Therefore, the catchment area 442 
(A) and channel length (L) are considered static according to the field measurement (area: 1 km2, length: 1.5 km). 443 
Applying A value of 1 km2 assumes that the entire catchment area contributes to the streamflow recession 444 
characteristics. However, if only a portion of the catchment contributes to baseflow, this assumption could create 445 
uncertainty in the baseflow estimates (Hong and Mohanty, 2023a). The initial saturated groundwater thickness Nini 446 
assumed to be constant at a value of 10 m across the individual REs, equivalent to the initial value of groundwater 447 
thickness applied in the LM4-SHARC, could also be a source of uncertainty in the baseflow estimates. However, 448 
due to the lack of observation-based A and Nini values, this study conducted baseflow separation under these 449 
assumptions for the two parameters. 450 
 451 
3.2.2. Soil moisture, soil temperature, and snow depth 452 

The soil volumetric water content (i.e., soil moisture content (SMC)) and soil temperature (ST) were 453 
measured at the Lower Met using ECHO-TM sensors (METER Group). The SMC and ST were measured at 10, 30, 454 
60, and 90 cm below the soil surface, and the measurements were used as representative values for each soil depth 455 
above and below each sensor(Bales et al., 2018). The measurements at the Lower Met station were used due to its 456 
proximity to the P301 headwater catchment (~480 m to the outlet of the P301 catchment). The elevation difference 457 
between the Lower Met station and the nearest drainage point (i.e., reach) is about 13 m. At the station, the sensor 458 
nodes were installed in locations with different canopy coverage characteristics, such as drip edge, under canopy, 459 
and open canopy, to account for the effect of shading (i.e., radiation interception due to canopy) on SMC and ST. 460 
Snow depth was also measured at the same Met station, and the distance to snow (or soil if no snow cover exists) 461 
was measured using an acoustic depth sensor located at 3 m above the soil surface (Judd Communication LLC) 462 
(Bales et al., 2018). The sensors were installed in 2008 (i.e., WY 2009); however, due to the availability of the 10 463 
cm depth SMC observations at the open canopy spot, the observation and simulations were compared from WY 464 
2009 – WY 2012 (4 years). The SMC and ST observations measured at the depth nearest to the land surface (10 cm) 465 
were used to evaluate the near-surface modeled outputs from the LM4-SHARC and LM4-HydroBlocks.   466 

 467 
3.2.3. Meteorological observations 468 

The meteorological data for model forcing were obtained from a weather station located at the Lower Met 469 
station (elevation 1750 m), consistently with the SMC, ST, and snow observations. Precipitation was measured with 470 



 18 

a Belfort 5-780 shielded weighing rain gauge (Belfort Instrument) located 3 m above the soil surface. The air 471 
temperature sensor is 6 m above the soil surface (Vaisala Corporation) (Bales et al., 2018). 472 
 473 
4. Results and discussion 474 
4.1. Suitability of the select analytical model  475 

We compared the analytical and numerical solutions of baseflow flux for different combinations of the 476 
groundwater diffusivity (D) and bedrock slope (𝜃) to test their agreements required for applying analytically derived 477 
groundwater properties to the numerical groundwater domain. We defined the case of slow groundwater flow 478 
(SLW) with Ks of 2 ∙ 10GF mm s-1 and f of 0.2, Ks of 9 ∙ 10GF mm s-1 and f of 0.05 for normal groundwater flow 479 
(NRM), and Ks of 2 ∙ 10G3 mm s-1 and f of 0.02 for fast groundwater flow (FST). In each diffusivity case, the 480 
baseflow was also simulated for distinct bedrock slope conditions, such as a mild bedrock with a tan 𝜃 of 0.001 481 
degree (MLD) and a steep bedrock with a tan 𝜃 of 0.2 degree (STP). The hydraulic conditions, except the D and tan 482 
𝜃, for this gaining reach experiment are: (1) river stages at j th time step at the discharge boundary follow a power 483 

function using the initial river stage ℎ"
' = ℎ"H × 𝑡GH.H), representing a falling limb of the hydrograph after peak 484 

discharge, (2) the initial head difference between initial saturated groundwater thickness (Nini) and hs was set to the 485 

half of Nini (i.e., ℎ"
'|'JH = 𝑁&B&/2). The identical hydraulic conditions were applied to both analytical and numerical 486 

simulations. 487 
The temporal agreement and the total magnitude of groundwater divergence fluxes per unit width (i.e., qlN) 488 

were investigated during the recession duration of 15 days. As shown in Figure 4, qlN decreases as the hydraulic 489 
gradient between the river stage hs and water table (at height band 1) reduces due to the discharging groundwater. 490 
For the representativeness of the time series, the R2 and RMSE were estimated for the average qlat at each time step, 491 

(i.e., 𝑞𝑁A@= =
4$#$%(4$&!'

3
). The and RMSE and R2 were calculated at 0.00088 m2 s-1, and 0.98, respectively, in the 492 

SLW case, 0.0015 m2 s-1 and 0.97 in the NRM case, and 0.0027 m2 s-1, 0.96 in the FST case. Although the gaps 493 
between the analytical and numerical qNave showed a bit of a drop in the agreements as the groundwater diffusivity 494 
increased, we understand the similarly good estimation of the daily cumulative numerical qNave and temporal 495 
agreements (R2 0.96-0.98) could compensate for the gap and yield groundwater discharge estimates accurate enough 496 
to model the streamflow recession. Specifically, care needs to be taken when the presented analytical model is used 497 
to tune the numerical Boussinesq groundwater with extremely high D and steeper bedrock (Figure 4 c). Except for 498 
such hydraulically extreme cases which is unrealistic in real catchments (i.e., D > 1.0 mm s-1), the numerical 499 
simulation of the Boussinesq groundwater’s discharge with analytically tuned parameters can be justifiable.   500 
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 501 
Figure 4. Comparison between the respective baseflow flux solutions derived from the selected analytical and numerical models. 502 
(a) the SLW case with Ks of 2.0E-03 mm/sec and f of 0.20, (b) the NRM case with Ks of 9.0E-03 mm/sec and f of 0.05, and (c) 503 
the FST case with Ks of 2.0E-02 mm/sec and f of 0.02. The numerical and analytical area refer to the uncertainty band of 504 
numerical and analytical solutions due to slope variations, respectively. 505 
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4.2. Event-scale recession analysis and calibration 506 
4.2.1. Quantifying the uncertainty of hydraulic diffusivity estimates 507 

We performed the event-scale recession analysis to estimate the effective groundwater properties of the 508 
study catchment. Following the extraction criteria (section 2.4.2), 18 individual REs were extracted from the 509 
streamflow observations of 13 years, and their recession parameters a and b were estimated for each hydraulic 510 
regime (Table 1). Figure 5 (a) presents an example showing how an individual RE was analyzed with the selected 511 
analytical models for its early-time and late-time domains using daily streamflow data from the P301 catchment. 512 
Once the recession parameters a and b were estimated for each RE, the range of bedrock slope 𝜃 should be 513 
adequately constrained in order to determine hydraulic diffusivity parameters Ks and f. The characteristic length B is 514 
calculated by assuming the geometric similarity between both hillslope sides in the catchment; thus, B=A/(2L). The 515 
following criteria were applied to define the upper and lower bound of 𝜃: (1) the effective porosity f should range 516 
from 0.1% to 20.0% (Brutsaert and Lopez, 1998; Tashie et al., 2021; Troch et al., 1993; Hong and Mohanty, 2023b; 517 
Hong and Mohanty, 2023a; Heath, 2004), and (2) the catchment-scale effective groundwater lateral hydraulic 518 
conductivity Ks cannot exceed 1.0 mm s-1 (Fan and Miguez-Macho, 2011; Gómez‐Hernández and Gorelick, 1989; 519 
Tashie et al., 2021).  520 

The variability of recession characteristics was quantified by the recession parameter a (since b is fixed) in 521 
the early and late time domains (i.e., aearly and alate) (Figure 5 b). Essentially, this parameter provides insights into 522 
the variability of the groundwater’s effective properties dependent on the memory effects of the catchment (e.g., 523 
groundwater storage). The 98% confidence intervals for aearly and alate were estimated to be [-3.10, -2.43] and [-6.81, 524 
-6.20] respectively from the analysis of 18 REs. Following the above criteria, the value distributions of Ks, f, and 𝜃 525 
corresponding to the ranges of aearly and alate were estimated. The uncertainty of Ks, f, and 𝜃 was then quantified by 526 

determining the intersection range between Ks, f, and 𝜃 values derived from the lowest a (i.e., log n− 01
06
o =527 

−3.10 log(𝑑𝑄) − 6.81) and the highest a (i.e., log n− 01
06
o = −2.43 log(𝑑𝑄) − 6.20). The upper and lower bounds 528 

of Ks were thus estimated as [0.0026 mm s-1, 0.0138 mm s-1]. For f the bounds were identified as [0.033, 0.190], and 529 

for 𝜃 were [5.0, 17.0 degrees]. Also, for each set of data pairs of log n− 01
06
o-log(𝑑𝑄) with the lowest and highest a, 530 

the relationship between hydraulic diffusivity (per unit wetted perimeter) D and the bedrock slope	𝜃 follows a power 531 
function. Consequently, we considered that the (𝜃, D) space in which solutions of D and 𝜃 (potentially representing 532 
the catchment average behavior) could exist was further constrained by the specified range of parameters Ks, f, and 𝜃 533 
between the power functions (Figure 5 b). 534 
 535 
 536 
 537 
 538 

 539 
 540 
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RA Recession period (duration day) log(aearly) log(bearly) log(alate) log(blate) 

1 4/6/04 – 5/12/04 (37 days) -3.98 

3.0 

-6.95 

1.0 

2 7/2/04 – 7/28/04 (27 days) -3.72 -6.76 

3 5/20/05 – 6/8/05 (20 days) -3.61 -7.10 

4 6/18/05 – 8/14/05 (58 days)  -3.55 -6.75 

5 5/23/06 – 6/12/06 (21 days) -2.71 -6.84 

6 6/14/06 – 7/17/06 (34 days) -2.99 -6.33 

7 7/30/06 – 9/6/06 (39 days) -3.01 -7.66 

8 5/5/07 – 5/30/07 (26 days) -2.75 -5.72 

9 6/7/07 – 7/7/07 (31 days) -2.12 -6.76 

10 6/5/08 – 7/12/08 (38 days)  -1.88 -6.45 

11 7/14/08 – 8/18/08 (36 days)  -2.75 -5.98 

12 5/3/09 – 5/29/09 (27 days) -2.12 -6.60 

13 7/1/09 – 8/5/09 (36 days) -2.84 -5.61 

14 6/6/10 – 8/1/10 (57 days) -1.92 -6.67 

15 8/3/10 – 8/27/10 (25 days) -1.99 -6.11 

16 8/1/11 – 8/22/11 (22 days) -2.86 -6.32 

17 4/27/12 – 5/24/12 (28 days) -2.33 -7.12 

18 5/22/14 – 6/10/14 (20 days) -2.70 -5.49 

Table 1. Recession period, recession characteristics, and parameters a and b for each recession event under different diffusivity 541 
conditions. The variability of the parameter a indicates the variability of distinct diffusivity of groundwater across individual 542 
recession events. 543 
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 544 
Figure 5. (a) An example showing how the transition point of hydraulic regime (from early-time to late-time domain) is 545 
determined from an individual recession event. The combined understanding of the recession parameter aearly, and alate enables 546 
inferring the groundwater properties such as hydraulic diffusivity D, (b) The uncertainty of groundwater properties D and 𝜃	was 547 
constrained by the power function relationship between them resulting from the variability of recession parameter a across 548 
individual recession events. 549 



 23 

4.2.2. Calibrating groundwater properties based on baseflow flux accuracy 550 
While it is known that groundwater properties vary across the REs due to the catchment’s memory effect, 551 

the groundwater properties that represent the long-term average behavior of the groundwater need to be tuned in the 552 
LM4-SHARC’s groundwater domain. Based on the identified value range of 𝜃 and D, we tried to determine a single 553 
pair of (𝜃, D) that shows the optimal accuracy by comparing the modeled and observed baseflow data. The modeled 554 
baseflow fluxes were estimated by summing the liquid fluxes from saturated soil to the stream, and baseflow 555 
observations during this study’s evaluation period (from 10/1/2003 – 9/30/2014, WY2004 - 2014) were used for 556 
calibration. We considered a (𝜃, D) that best represents the temporal dynamics and magnitudes of baseflow 557 
observations as the calibrated (𝜃, D) for the study catchment. 558 

We identified that a specific parameter pair (𝜃, D) can be specified in the uncertainty space. Figure 6 shows 559 
that (1) the temporal agreements between the modeled and observed baseflow were generally related to the 560 
magnitude predictions, (2) the most significant improvements of R2 and RMSE (from the LM4-HydroBlocks to 561 
LM4-SHARC) were identified coincidentally at a specific pair of (𝜃, D). We found the most pronounced 562 
improvements of baseflow predictions in the LM4-SHARC compared to the LM4-HydroBlocks, with the R2 563 
improvement of 0.155 and RMSE reduction of 0.220 mm d-1 at 𝜃=5.0 degree, D=4.6∙ 10G3 mm s-1. The R2 and 564 
RMSE of the LM4-SHARC-derived baseflow estimates against the observations (over the 11 years) were estimated 565 
at 0.402 and 0.556 mm d-1, respectively, while those of LM4-derived baseflow estimates were estimated at 0.247 566 
and 0.776 mm d-1, respectively. With the calibrated groundwater properties, we confirmed the recession behaviors of 567 
the P301’s streamflow hydrograph over the 11-year evaluation period were generally better captured in the LM4-568 
SHARC’s baseflow estimates compared to those of the LM4-HydroBlocks (Figure 7). 569 
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 570 
Figure 6. The pair of groundwater parameters (𝜃, D) was specified to calibrate the catchment groundwater. (a) R2 difference 571 
(improvement) between the LM4-SHARC and LM4-HydroBlocks (R2

LM4-SHARC - R2
LM4-HydroBlocks). Here, R2 denotes the coefficient 572 

of determination between the modeled baseflow and observations for the 11 years evaluation period, (b) for the same period, 573 
RMSE difference (reduction) between the LM4-SHARC and LM4- HydroBlocks (RMSELM4-SHARC - RMSELM4-HydroBlocks) was 574 
evaluated. 575 
 576 
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 577 
Figure 7. Comparative time-series of baseflow estimates from the LM4-SHARC (red), LM4-HydroBlocks (indicated LM4 in the 578 
legend, blue), and the corresponding observations. (a) Daily time-series of the baseflow data over the evaluation period of 11 579 
years, (b) time-series in Water Year (WY) 2011, (c) time-series in Water Year (WY) 2005, and (d) time-series in Water Year 580 
(WY) 2006. The streamflow recession behavior was generally better represented in the LM4-SHARC compared to LM4-581 
HydroBlocks.  582 
 583 
 584 
4.3. The effect of groundwater on near-surface water and energy balances 585 
4.3.1. Near-surface soil moisture and temperature predictions 586 

Using the calibrated groundwater diffusivity properties, we assessed the effects of groundwater-induced 587 
soil processes on the near-surface water and energy budgets. We applied 𝜃=5.0 degree, D=4.6∙ 10G3 mm s-1 to tune 588 
the Boussinesq groundwater domain (in the LM4-SHARC) and compared the respective soil moisture and 589 
temperature estimates at 10 cm depth from both configurations. The evaluation of near-surface soil moisture and 590 
temperature predictions was performed for four years, from WY 2009-2012. Figures 8 (a), (b), (c), and (d) show the 591 
comparative time series of 10 cm depth soil moisture, soil temperature and snow mass among LM4-HydroBlocks, 592 
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LM4-SHARC and in-situ observations in each WY. From all four years of the evaluation period, we identified that 593 
soil bottom drainage (SBD) facilitation due to the modified boundary condition from zero-flux to variable-flux BC 594 
at soil columns’ base (Figure 1 a) significantly affected the soil moisture content (SMC) at 10 cm depth. The time 595 
series of 10 cm SMC from the LM4-SHARC showed significantly reduced SMC compared to LM4-HydroBlocks. 596 
The entire soil columns reached full saturation too quickly in the LM4-HydroBlocks, and the facilitated downward 597 
liquid transport due to drier soil lower layers in the LM4-SHARC was found to be effective in correcting the soil’s 598 
wet biases. As a result, the temporal variability and total storage of the observed SMC was better captured in the 599 
LM4-SHARC. The average of the four R2 from the yearly time series comparison (i.e., 2009-12) was improved from 600 
0.831 (LM4-HydroBlocks) to 0.849 (LM4-SHARC) while noticeably reducing the average RMSE from 0.0722 m3 601 
m-3 (LM4-HydroBlocks) to 0.0425 m3 m-3 (Figure 9 a and b). 602 

We also found that the enhanced representation of SMC resulted in better capturing of near-surface soil 603 
temperature dynamics. The decreased SMC reduces the evapotranspiration rate, especially during daytime, leading 604 
to increased sensible heat in the soil’s energy balance. Also, the reduced soil heat capacity due to the decreased 605 
SMC (i.e., liquid water) could increase the soil temperature under the given net radiation. Consequently, we 606 
identified that soil temperature predictions at the 10 cm depth showed significant improvements in the LM4-607 
SHARC, primarily during warmer seasons, and showed better agreement with the observations. The soil temperature 608 
estimates from both model configurations showed similar values when the surface was covered by snow (i.e., snow 609 
depth > 0). In this case the soil is insulated by snow and thus variations in soil water predicted by the two model 610 
configurations do not lead to appreciable differences in soil temperature. From the improved skill in predicting near-611 
surface soil temperature in LM4-SHARC, we conclude that the soil columns with applied zero-flux BC at 10 m 612 
depth could hold too much soil water due to the imposed shallow water table. This overestimation in soil water 613 
content could lead to an inaccurate description of land energy balance (e.g., overestimated ET/less sensible heat), 614 
and thus to biases in soil temperature. We note that the average of the four R2 from the yearly time series 615 
comparison between the modeled and observed soil temperature increased from 0.952 to 0.957, and the RMSE 616 
significantly reduced from 2.77 K to 1.67 K (Figure 9 c and d).  617 

The simulated snow depth from both LM4-HydroBlocks and LM4-SHARC generally showed reasonable 618 
agreement with the measured snow depth in the catchment. We note that the melt-out timing of snow involves a 619 
mutual influence on soil temperature. Specifically, we noticed that the timing of snow melt-out is affected by soil 620 
temperature, as the warmer ground expedites the melting. The melt-out timings of snow in the four evaluation years 621 
were represented sooner in the LM4-SHARC than the LM4-HydroBlocks due to increased soil temperature (Figure 622 
8). Also, as the snow melted out, the soil temperature quickly increased as the soil was no longer insulated by snow, 623 
leading to a higher correlation with surface air temperature. 624 
 625 
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 626 
Figure 8. Comparative yearly time-series of soil moisture, temperature, and snow mass for the evaluation period from (a) 627 
WY2009, (b) WY2010, (c) WY2011, and (d) WY2012. For all the years, higher soil temperature at 10 cm depth due to drier soil 628 
were generally identified. The GSWP3 fprec stands for frozen precipitation, denoting the snowfall rate in unit of kg/m2/day.   629 
 630 
 631 
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 632 
Figure 9. (a), (b) the average of the four R2 from the yearly time-series comparison of 10 cm depth soil moisture (i.e., 2009-12) 633 
was improved from 0.831 (LM4-HydroBlocks) to 0.849 (LM4-SHARC) while significantly reducing the average RMSE from 634 
0.0722 m3/m3 (LM4-HydroBlocks) to 0.0425 m3/m3, (c), (d) R2 from the yearly time series comparison between the modeled and 635 
observed soil temperature at 10 cm depth increased from 0.952 to 0.957, and the RMSE significantly reduced from 2.77 K to 1.67 636 
K. LM4 denotes LM4-HydroBlocks. 637 
 638 
 639 
4.3.2. Sensitivity of soil water storage to stream-groundwater diffusivity 640 

After examining the enhancement in catchment-scale water and energy balance, we further explored to 641 
what extent groundwater properties affect soil processes in LM4-SHARC, focusing on soil water storage (SWS). We 642 
investigated the sensitivity of SWS to the groundwater properties 𝜃 and D by estimating differences in SWS per unit 643 
area (i.e., ∆SWS (kg m-2)) between the LM4-SHARC and LM4-HydroBlocks. ∆SWS was calculated by subtracting 644 
the total SWS per unit area of the soil columns (in the catchment) derived from the LM4-HydroBlocks from that of 645 
the LM4-SHARC at the end of the simulation. To this end, we need to verify that the model reaches a steady state 646 
for the given groundwater properties. The variability of SWS (∆SWS) is evaluated only after the steady state is 647 
reached. Figure 10 (a), (b), (c), (d) show that the simulations of the four variables reduce their deviations (from the 648 
previous cycle) as the cycles progress and how the model was considered to be steady-state based on the agreements 649 
of variables from the nth cycle and (n-1)th. We also identified that the groundwater properties influenced the time to 650 
reach a steady state (i.e., spin-up time) as the variations in groundwater diffusivity affect the flux velocity. More 651 
detail can be found in Supplemental Information S.2.  652 

∆SWS due to groundwater discharge was investigated based on the steady state of the model. The working 653 
hypothesis here is that the lateral groundwater discharge could facilitate the SBD by inducing the downward 654 
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hydraulic gradients from the subsurface soil and water table. Figure 11 (a) shows the variability and magnitude of 655 
the entire catchment’s annual mean of ∆SWS (over ten years) according to 𝜃 and D (y-axis values denote average 656 
∆SWS per soil column). It is noticeable that the annual mean of ∆SWS gradually increased negatively (i.e., less 657 
SWS in the LM4-SHARC) with increasing D until the water table dynamics did not significantly affect hydraulic 658 
gradients between subsurface soil-water table (i.e., lack of groundwater storage). This happened when the downward 659 
groundwater recharge fluxes were continuously less than ql in the groundwater domain. Also, the catchment’s total 660 
∆SWS was found to be lower if the slope is steep. While the steeper bedrock showed a greater ql with the increased 661 
gravitationally-driven discharge fluxes, ∆SWS values were more noticeably affected by the lowered water table due 662 
to milder bedrock in the groundwater domain. In the case of this catchment, it was also observed that for D values 663 
greater than 0.1 mm s-1, the lack of groundwater storage occurred irrespective of the bedrock slope.  664 

Moreover, the SBD facilitation due to the groundwater lateral discharge was more noticeable as the height 665 
band was farther from the reach. The annual mean of ∆SWS per unit area gradually decreased from HB6 (~120 kg 666 
m-2 y-1) to HB1 (~10 kg m-2 y-1), with a sharp decrease at HB1 (Figure 11 b). It was also noticeable that the distinct D 667 
made less difference among the values of ∆SWS per unit area as the height band was farther from the reach. Figure 668 
11 (c) and (d) illustrate that the effects of groundwater flow conditions on the SWS variability could be more 669 
significant in the riparian/river valley compared to the hilltop area. This also implies that the groundwater’s effects 670 
on the water content in the partially-saturated soil depend on the depth of water table, leading to higher sensitivity of 671 
SMC to groundwater diffusivity if the water table is shallow than deep groundwater. While the HB6’s annual ∆SWS 672 
per unit area (m2) values were the greatest among the HB1 – HB6, ranging from 121.45 kg m-2 y-1 (VSW) to 121.89 673 
mm (FST), the ∆SWS difference (between VSW and FST) of 0.44 kg m-2 y-1 was minor compared to the result from 674 
the HB1. From HB1, the ∆SWS values were found to range from 7.75 kg m-2 y-1 (VSW) to 11.70 kg m-2 y-1 (FST), 675 
yielding a difference of 3.94 kg m-2 y-1 due to the groundwater diffusivity. 676 
 677 
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 678 
Figure 10. (a) The volumetric soil moisture content at the soil bottommost layer, (b) the groundwater table, (c) groundwater 679 
recharge fluxes (since positive), (d) baseflow flux reduce their deviations (from the previous cycle) as the cycles progress to be 680 
considered steady-state based on the differences from the nth cycle and (n-1)th. 681 
 682 
 683 
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 684 
Figure 11. (a) Sensitivity of soil water storage (SWS) to the diffusivity D and bedrock slope 𝜃, (b) the soil drainage (i.e., 685 
downward recharge) facilitation due to the groundwater lateral discharge was more noticeable as the height band was farther 686 
from the reach, (c), (d) a more significant effects of groundwater flow conditions on the SWS in the riparian zone compared to 687 
the hilltop area. 688 
 689 
 690 
4.4. Distinct vegetation characteristics in the catchment due to hydrologic contrast 691 

The water convergence due to the groundwater lateral flow induces the hydrologic contrast at the 692 
catchment-scale, leading to distinct vegetation characteristics depending on the distance from the river(Fan et al., 693 
2019). Here, we used the modeled LAI to infer distinct vegetation characteristics (i.e., plant density) in the study 694 
catchment. The LAI was simulated from 1901 to 2014 (114 years) in both model configurations without spin-up 695 
using the GSWP3 forcing with assimilated in-situ precipitation/air temperature data (i.e., GSWP3 (01/1901-696 
09/2003) + in-situ (10/2003-09/2014)). The comparison of LAI time series between the LM4-SHARC and LM4-697 
HydroBlocks revealed that the differences in the LAI at the hilltop area (i.e., HB6) were more dramatic than those at 698 
the riparian zone (i.e., HB1) as the vegetation evolved (Figure 12 a and b). With a closer look at the LAI time series 699 
for the recent four WYs (i.e., WY 2009-2012 as studied in Section 5.3.1) at the riparian zone and hilltop, moreover, 700 
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we found that the LAI contrast was more significant during the warmer season at the hilltop area, while the overall 701 
trend of the LM4-SHARC-derived LAI evolved comparably to that of the LM4-derived LAI at the riparian zone 702 
(Figure 12 c, and d). The hydrologic convergence at the riparian zone explains the comparable LAI dynamics at the 703 
riparian zone as the subsoil domain readily saturated by the converging water impedes SBD, leading to higher water 704 
retention in the partially saturated soil. Different soil moisture availability (between HB1 and HB6) resulting from 705 
the contrasting SBD dynamics is thus emphasized by the density of plants, especially during the warm(er) season 706 
when the plants yield higher transpiration rates. The varied transpiration rates in the LM4-SHARC also consistently 707 
explain the LAI contrast due to different soil moisture conditions. We found that the transpiration rate at the hilltop 708 
was reduced by 29.5% in the LM4-SHARC, while the rate was reduced by 10.3% in the riparian zone in the LM4-709 
SHARC (Figure 12 e and f). Overall, we found that the variations in SWS, transpiration, and LAI simulations are 710 
consistent in that the groundwater convergence to the river valley intensified the catchment’s contrasting hydrologic 711 
states.  712 
 713 
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 714 
Figure 12. Temporal evolution of LAI from 1901 to 2014 (114 years) using GSWP3 forcing at (a) the riparian zone (HB1) and 715 
(b) the hilltop (HB6). The differences in the LAI (between the LM4-SHARC and LM4-HydroBlocks) at the hilltop area were 716 
more dramatic than those at the riparian zone. (c), (d) the LAI time series for the recent four WYs (i.e., WY 2009-2012), (e), (f) 717 
the time series of plan transpiration rate (mm/day) for the same period. LM4 denotes LM4-HydroBlocks. The effects of varied 718 
transpiration dynamics in LM4-SHARC on evapotranspiration estimates are discussed in Supplemental Information S.3. 719 
 720 
 721 
 722 
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4.5. Applicability of the LM4-SHARC in an ESM 723 
4.5.1. Testing LM4-SHARC in various climatic and orographic zones  724 

To support the implementation of LM4-SHARC in the GFDL ESM, we need to investigate the 725 
performance of LM4-SHARC in various climatic and orographic zones. For this purpose, three additional headwater 726 
catchments were selected based on their precipitation and topographic slope characteristics (Figure 13 a): the 727 
Musselshell (MT), Maine (ME), and Clearwater (WA) headwater catchments. The precipitation and slope 728 
characteristics of these sites vary from those of the Clearwater catchment (the wettest: 3,136 mm y-1, and steepest: 729 
0.547 m m-1 catchment) to those of the Musselshell catchment (the driest: 397 mm y-1, and mildest: 0.094 m m-1). In 730 
this experiment, the groundwater properties in the additional catchments were assumed to be identical to those of the 731 
P301 headwater catchment so that diffusivity D was set to 0.046 mm s-1 and the slope of groundwater bedrock 𝜃 was 732 
assumed to be 5 degrees in all the three headwater catchments. The steady state of the groundwater and any adjacent 733 
flow domains was also ensured, and the evaluation was performed using the 10-year model outputs.  734 

We tried to identify if the model is robust under diverse conditions by examining the consistency between 735 
hydrologic characteristics and indices. The hydrologic indices include: (1) runoff ratio (i.e., ratio of streamflow to 736 
precipitation), (2) baseflow coefficient (i.e., ratio of baseflow to precipitation). The annual mean 737 
baseflow/streamflow of each catchment was estimated at 10.9 mm y-1/49.8 mm y-1, 105 mm y-1/364.0 mm y-1, and 738 
281 mm y-1/1,897.4 mm y-1 from the Musselshell, Maine, and Clearwater catchment, respectively. With the 739 
respective annual mean precipitation of each catchment (i.e., Musselshell - 397.2 mm y-1, Maine - 1223.1 mm y-1, 740 
and Clearwater - 3136.6 mm y-1), each catchment’s baseflow coefficient/runoff ratio was estimated at 0.028/0.125, 741 
0.086/0.298, and 0.230/0.604 the Musselshell, Maine, and Clearwater catchment, respectively. The established 742 
positive correlation between the baseflow coefficient and runoff ratio is consistent with what is reported in existing 743 
studies (Cheng et al., 2021; Ouyang et al., 2018) (Table 2). We also found that the value gradients of 744 
baseflow/recharges estimates correspond to what is expected from the slope/precipitation gradients. For example, 745 
the highest yield of baseflow from the Clearwater catchment (i.e., 0.77 mm d-1) can be explained by its high 746 
precipitation and steep slope, which contribute to higher drought flow (i.e., baseflow during dry seasons) and peaks. 747 
Also, the partially saturated soil found in most parts of the Musselshell catchment explains the minimal baseflow 748 
amounts due to the lack of groundwater storage from the limited groundwater recharge (Figure 13 b and c). 749 
 750 
 751 

 752 

 753 

 754 

 755 

 756 

 757 
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Headwater catchment 

Musselshell (MT) Maine (ME) Clearwater (WA) 

H
yd

ro
lo

gi
c 

ch
ar

ac
te

ris
tic

s  

Annual mean 
precipitation 397.2 mm y-1 1,223.1 mm y-1 3,136.6 mm y-1 

Annual mean 
streamflow 49.8 mm y-1 364 mm y-1 1,894.7 mm y-1 

Annual mean 
baseflow 10.9 mm y-1 105 mm y-1 281 mm y-1 

Annual mean 
groundwater 

recharge 
0.21 mm y-1 150.4 mm y-1 360.2 mm y-1 

In
di

ce
s Runoff ratio 0.125 0.298 0.604 

Baseflow 
coefficient 0.028 0.086 0.230 

Table 2. The hydrologic characteristics and indices of the three additional headwater catchments from the simulated outputs with 758 
the GSWP3 forcing from 1901-1910. The annual mean values of each catchment are estimated from 10-year cycle based on 759 
confirmed steady state. 760 
 761 
 762 
 763 
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 764 
Figure 13. (a) the additional three sites are marked (red dots) on the PRISM 30-year normal precipitation map (2022, PRISM 765 
Group, Oregon State University). The sites include Musselshell headwater (MT), Maine headwater (ME), and Clearwater 766 
headwater (WA) catchments, (b) the LM4-SHARC’s daily soil-groundwater exchange fluxes (mm/day) over 10 years from the 767 
three catchments, (c) the simulated daily baseflow fluxes (mm/day) for the corresponding period and sites. 768 

  769 
4.5.2. Inferring groundwater properties for global-scale SHARC simulations 770 

Since the presented parameterization scheme SHARC relies on the observationally-derived recession 771 
characteristics of streamflow, a method must be developed for quantifying the recession variability (using 772 
parameters a) of catchments with no streamflow information. This necessity is particularly emphasized as the 773 
SHARC scheme will ultimately be used for global simulations. While not providing specific research findings, this 774 
section aims to discuss several possible approaches based on existing studies. Essentially, we expect that existing 775 
global-scale datasets of soil, topography, and climatology and remotely-sensed hydrologic data can be used 776 
complementarily to infer the ungauged catchments’ recession characteristics. For example, the significant 777 
correlation between the recession parameter a and catchments’ soil/geology attributes (from a global database) was 778 
established by means of simple regression analysis or machine learning (ML) techniques (e.g., random forest) 779 
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(Zecharias and Brutsaert, 1988; Hong and Mohanty, 2023b; Tashie et al., 2021; Cai et al., 2021). Specifically, Hong 780 
and Mohanty (2023b) examined the relationship between the local catchment’s mean soil permeability, derived from 781 
STATSGO2 soil map dataset, and recession parameter a, enabling parameterization of Boussinesq groundwater at a 782 
large-scale encompassing three major basins in Texas. In this context, we will explore the applicability of existing 783 
global soil datasets such as SoilGrids (Poggio et al., 2021) and GSDE (Shangguan et al., 2014) by identifying 784 
generalizable relationship(s) between the catchment average soil properties and recession characteristics (established 785 
among gauged catchments globally) to tune LM4-SHARC’s groundwater parameters at ungauged catchments. For 786 
example, Hong and Mohanty (2023b) found the significant relationship between the STATSGO2- derived 787 
catchment average soil permeability and observationally-derived recession parameters, and parameterized the 788 
catchment-scale groundwater in the entire 33,436 catchments (including 40 gauged and 33,396 ungauged 789 
catchments). Furthermore, in addition to global soil properties data, the utility of remotely sensed and global in-situ 790 
hydrologic data will be studied to understand if the groundwater recession behavior could be predicted using 791 
machine learning (ML) frameworks (e.g., random forest). ML frameworks that efficiently compute the correlation 792 
between the target (e.g., model parameters) and independent variables (e.g., observationally-derived data) greatly 793 
facilitate parameter inference in data-scarce or ungauged regions, improving the scalability of processes. We aim to 794 
explore globally available remote sensing hydrologic/ecologic data, such as SMAP, GRACE-FO, MODIS, 795 
SWOT/SMOS, and AirMOSS, as well as global large-sample hydrology in-situ data such as Caravan (Kratzert et al., 796 
2023), the GCN250 runoff application (Sujud and Jaafar, 2022), and Global Runoff Data Centre (GRDC) runoff 797 
data for the robustness of groundwater parameters with identified relative importance of each hydrologic variable. 798 

In addition to identifying the relationship between data and recession parameter, directly utilizing 799 
baseflow/streamflow estimates available at catchment resolution that enables the catchment-scale estimation of net 800 
subsurface discharge (NSD) can also be considered. For example, the recent launch of the SWOT (Surface Water 801 
and Ocean Topography) spaceborne mission offers the potential to gather river discharge and baseflow data at a 802 
temporal resolution of interest (e.g., daily) with unprecedented global coverage (Baratelli et al., 2018; Li et al., 2020; 803 
Wongchuig-Correa et al., 2020). These studies aimed to overcome the spatial and temporal gaps in SWOT 804 
observations by integrating a large-scale hydrologic model with synthetic SWOT data by assimilating SWOT 805 
altimetry data. Based on existing findings about the utility of SWOT data for baseflow estimation, the possibility of 806 
obtaining streamflow/baseflow at catchment resolution with high temporal resolution (e.g., daily) will be further 807 
explored. Hong and Mohanty (2023a) presented that the NSD data could be key hydrologic variable to infer the 808 
Boussinesq aquifer’s diffusivity downstream of the river. The NSD data provides information of net mass balance 809 
during drought flow by isolating baseflow component using catchments’ inflow and outflow data (Rhodes et al., 810 
2017). To this end, we will explore the data-aided streamflow estimates at catchment resolution to use them as 811 
surrogate data (of actual streamflow measurements) to establish the catchment-scale NSD estimates with large-scale 812 
coverage. Since all these methods utilize observationally-derived data in parameterization, the emergent/dynamic 813 
properties of groundwater can be effectively represented in the framework of LM4-SHARC.  814 
 815 
5. Conclusions 816 
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The presented new framework LM4-SHARC harnesses the parametric efficiency of the DF approximation-817 
based Boussinesq groundwater in capturing the emergent properties of the catchment-scale groundwater. This study 818 
proposed a calibration method for the catchment-scale groundwater based on the accuracy of baseflow fluxes and 819 
also demonstrated the contribution of the additional groundwater domain/processes (with tuned groundwater 820 
parameters) to the improvements of the catchment-scale water/energy budgets. The streamflow recession analysis 821 
provides a physically explicit and viable way to use readily available streamflow measurements to infer the time-822 
evolving groundwater properties. Thus, we argued how the time-evolving groundwater diffusivity could be 823 
considered in Earth system modeling through the combined use of numerical/explicit groundwater domain and the 824 
observationally-derived stream discharge information.  825 

The notable improvement in soil moisture and temperature predictions resulting from the LM4-SHARC’s 826 
hydraulic continuum scheme underscores the necessity of resolving the catchment-scale groundwater dynamics and 827 
its interactions with the soil and the stream at the grid-scale of ESM. Specifically, our analysis shows that vertical 828 
soil drainage to relatively deep groundwater should be taken into account when simulating soil moisture and 829 
temperature. We also note that the soil columns in ESMs might hold too much water without the groundwater-830 
induced drainage dynamics. The significant amounts of facilitated drainage (i.e., ∆SWS) roughly around 90-110 mm 831 
y-1, which corresponds to about 6-7 % of the total precipitation in our study site, also emphasizes the importance of 832 
considering the lateral groundwater divergence (from hilltop) and convergence (to riparian zone) in ESM land 833 
components. The existing biases in soil moisture and surface temperature can lead to a flawed description of other 834 
land variables, impacting the surface energy balance, carbon cycle, and biogeochemistry. As the simulated soil 835 
temperature was found to be lower than observed values due to the ratio of sensible heat to latent heat and soil heat 836 
capacity as a function of SMC, liquid water contained in the partially saturated soil needs to be better quantified as it 837 
significantly influences the dynamics of land surface energy balance. 838 

Scaling the fine-scale surface water-energy processes to the GCMs’ grid cell scales while properly 839 
considering the hydrologic interactions and heterogeneity is one of the primary objectives in the ESM community. 840 
Considering that the streamflow is a major water flux (that significantly affects energy, carbon, and biogeochemical 841 
fluxes) crossing the catchments, in order to properly scale the effects of the SHARC’s catchment-scale hydraulic 842 
continuum to the macroscale grid cell, a reach-to-reach connection throughout the river network (i.e., stream/river 843 
routing) needs to be established. Also, based on the enhanced baseflow production in LM4-SHARC, we expect 844 
significant qualitative enhancements of streamflow estimates, which will, in turn, lead to enhanced surface/near-845 
surface water and energy budgets as well as flooding representation (e.g., floodplain dynamics). Overall, the 846 
improved water and energy balance in LM4-SHARC is expected to be relevant for coupled land-atmosphere 847 
simulations, where refining the land surface state plays a significant role in developing the lower atmospheric 848 
boundary layer, and also contributes to the efforts to address societal challenges by hydrologic extreme events such 849 
as flooding with enhanced streamflow production. 850 
 851 
Appendix A: The dynamic heat capacity of the groundwater and vertical heat conduction (𝜹𝒗𝒄𝒏𝒅) and 852 
advection (𝜹𝒗𝒂𝒅𝒗) between the soil column and groundwater 853 
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 LM4-SHARC simulates the heat capacity of the groundwater (ℎ𝑐7;) dynamically according to liquid (i.e., 854 
soil moisture) (𝑤𝑙7;) and frozen water content (i.e., soil ice) (𝑤𝑠7;) in the groundwater. LM4-SHARC represents 855 
two mechanisms of heat transfer, advection (𝛿@-'.) and conduction (𝛿@/0'), between the soil column and 856 
groundwater based on the dynamically estimated groundwater heat capacity. 857 

𝛿@,B0,&
' = 𝜆"6-7,&
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' − 𝑇96:,&
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where 𝛿@,B0,&
'  is the vertical heat conduction flux and 𝛿@A0@,&

'  is the advected heat flux between the soil column and 860 

groundwater (J m-2 s-1). 𝜆"6-7,&
'  is the thermal transmittance (W m-2 K-1) between the bottommost soil layer and 861 

groundwater at i th height band at j th time step. 𝑇7;,&
' − 𝑇96:,&

'  is the temperature difference between the bottommost 862 

layer and groundwater. 863 
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' × P𝑒96:,& − ℎ𝑙&𝑡𝑎𝑛𝜃S + 𝑐𝑙𝑤 × 𝑤𝑙7;,&
' + 𝑐𝑠𝑤 × 𝑤𝑠7;,&

' 																																																																									(A3) 864 

where 𝑤𝑙7;, 𝑤𝑠7; are the liquid and ice content in the groundwater, respectively (-). ℎ𝑐96:,&
'  the dry soil heat 865 

capacity of the bottommost soil layer at i th height band at j th time step (J K-1 m-2). 𝑐𝑙𝑤 is the specific heat of liquid 866 
(4218.0 J kg-1 K-1), and csw is the specific heat of ice (2106.0 J kg-1 K-1). We note that each HB-scale groundwater 867 
domain’s thermal properties were assumed to be identical to those of the corresponding soil column’s bottommost 868 
soil layer. 869 
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