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Abstract. The West African monsoon (WAM) system is a critical climatic phenomenon with significant socio-economic im-

pacts on millions of people. Despite many advancements in numerical weather and climate models, accurately representing

the WAM remains a challenge due to its intricate dynamics and inherent uncertainties. Building upon our previous work utiliz-

ing the ICON (Icosahedral Nonhydrostatic) numerical model to construct statistical surrogate models for quantities of interest

(QoIs) characterizing the WAM, this paper focuses on the optimization of the three uncertain model parameters entrainment5

rate, fall speed of ice, and soil moisture evaporation fraction through innovative multi-objective optimization (MOO) tech-

niques. The problem is approached in two distinct ways: (1) Optimization of 15 designated QoIs such as the latitude and

magnitude of the African rain belt or African easterly jet, using existing surrogate models and (2) optimization of twelve 2D

meteorological output fields such as precipitation, cloud cover, and pressure, using new surrogate models that employ prin-

cipal component analysis. The objectives subject to minimization in the MOO process are defined as the difference between10

the surrogate model and reference data for each QoI or output field, respectively. As reference data, Integrated Multi-satellitE

Retrievals for the Global Precipitation Measurement mission are used for precipitation and the ERA5-reanalysis data from

the European Centre for Medium-Range Weather Forecasts are used for all other quantities. The multi-objective optimization

problems are tackled through two strategies: (1) Assignment of weights with uncertainties to the objectives based on expert

opinion and (2) variation of these weights in order to assess their influence on the optimal values of the uncertain model param-15

eters. Results show that the ICON model is already generally well tuned for the WAM system. However, a lower entrainment

parameter would lead to a more accurate simulation of accumulated precipitation, averaged 2 m dew point temperature and

mean sea level pressure over the considered domain (15°W to 15°E, 0°N to 25°N). Improvement of 2D output fields instead of

QoIs is barely possible with the considered parameters, which confirms meaningful default values of the model parameters for

the region. Nevertheless, optimal model parameters strongly depend on the assigned weights for the objectives. To further en-20

hance the accuracy of climate simulations and potentially improve weather predictions, it is crucial to prioritize the refinement

of the overall physical models, including the reduction of inherent structural errors, rather than solely adjusting the uncertain

parameters in existing model parametrizations. Nevertheless, our methodology demonstrates the potential of integrating sta-

tistical and expert-driven approaches to assess and improve the simulation accuracy of the WAM. The findings underscore the
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importance of considering uncertainties in MOO and the need for a holistic understanding of the WAM’s dynamics to enhance25

prediction skills.

1 Introduction

The West African monsoon (WAM) system is characterized by a complex, large-scale circulation pattern, which – mainly

through its control of rainfall – has substantial socio-economic impacts (Haile, 2005). An accurate simulation of the WAM in

numerical weather and climate models continues to be a considerable challenge, primarily due to the inherent uncertainties and30

multi-scale, non-linear interactions within the system. The WAM originates from the complex interplay between the Atlantic

Ocean, the vast Sahara Desert, and the African rain forests (Hastenrath, 1991; Hall and Peyrillé, 2006). During boreal summer,

intense solar heating over the Sahara creates a low-pressure area, drawing moist air from the cooler Atlantic Ocean inland.

This influx of moisture-laden air leads to the formation of a rain belt, which brings significant rainfall to the Soudano-Sahelian

region. In addition to the rain belt, key features of the WAM include the intertropical discontinuity (ITD), an airmass boundary35

where the northeasterly Harmattan and southwesterly monsoon winds converge, and the African easterly jet (AEJ), a mid-

tropospheric easterly wind maximum that influences the development and movement of weather systems across the region

(Nicholson, 2009; Thorncroft et al., 2011; Fink et al., 2017). The tropical easterly jet (TEJ) at higher altitudes and the Saharan

heat low (SHL) are also critical components of the system, affecting atmospheric circulation and precipitation patterns (Flohn,

1964; Lavaysse et al., 2009). The intricate relationship between these dynamics and various atmospheric processes such as40

deep convection and cloud formation, significantly influence the WAM’s precipitation distribution and intensity (Mathon et al.,

2002; Lebel et al., 2003; Lebel and Ali, 2009; Kendon et al., 2019; Tchotchou and Kamga, 2009). Furthermore, diabatic

processes directly affect the realism of simulations of rainfall and the overall WAM circulation (Marsham et al., 2013; Martin

et al., 2017). Challenges in modeling these processes, alongside the need for improved grid resolution and parameter choices,

have been widely recognized as primary sources of uncertainty in WAM simulations (Cook and Vizy, 2006; Xue et al., 2010;45

Vellinga et al., 2013). Furthermore, the onset, intensity, and withdrawal of the WAM are influenced by factors such as sea

surface temperatures (Messager et al., 2004) and vegetation (Zheng and Eltahir, 1998).

In order to better understand the sensitivity of the WAM to parameter choices in atmospheric models, our prior study (Fischer

et al., 2024) utilized the ICON (Icosahedral Nonhydrostatic) model (Zängl et al., 2015) to simulate the WAM over a nested

limited-area domain (28°W to 34°E, 10°S to 34°N) and used the model output to construct surrogate models by means of50

universal kriging (Rasmussen and Williams, 2005). In that study we varied six uncertain ICON model parameters from the en-

semble perturbation namelist (Deutscher Wetterdienst (DWD), 2019), but our analysis revealed that only three of those, namely

the entrainment rate (entrorg), the terminal fall speed of ice crystals (zvz0i), and the soil moisture evaporation fraction (c_soil),

exert substantial influence on the WAM system. The impacts of varying entrorg and zvz0i were particularly pronounced, affect-

ing designated quantities of interest (QoIs), which characterize the WAM system, such as the position and strength of the AEJ55

and the SHL. Enhanced entrorg was associated with a general drying effect on the WAM system, leading to decreased precipi-

tation, reduced high-level cloud cover, and a general southward shift of several WAM features. Interestingly, increasing entrorg
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also resulted in a localized precipitation increase along the central axis of the rain belt, suggesting a concentration of rainfall

in areas with favorable ambient conditions.
:::
The

:::::::::
challenge

::
of

:::::
tuning

:::
the

::::::::::
entrainment

:::::
rate,

:::::::::
particularly

::
in
:::
the

:::::::
tropics,

:::
has

:::::
often

::::
been

::::::::::
highlighted.

:::
For

::::::::
instance,

::::
low

::::::::::
entrainment

::::
rates

::::
have

:::::
been

:::::::::
associated

::::
with

:::::
higher

:::::::
climate

::::::::::
sensitivities

:::
due

:::
to

::::::::
enhanced60

::::
deep

:::::::::
convection

::::
and

::::::::
increased

::::::::
moisture

::::::::
transport

::::
into

::::
the

:::::
upper

:::::::::::
troposphere,

:::::::::
potentially

:::::::
leading

::
to
:::

an
:::::::::

unrealistic
::::::

cloud

:::::
effect

::::::::::::::::::::::::::::::::::::::::::::::::::::::
(Stainforth et al., 2005; Sanderson et al., 2008; Sexton et al., 2011).

:::::::::::
Additionally,

:::::::::::::::::::::
Zhu and Hendon (2015)

::::::
showed

::::
that

::
an

::::::::
increased

::::::::::
entrainment

::::
can

:::::::
improve

::::::::::::
Madden-Julian

::::::::::
Oscillation

:::::::::
simulations

:::
by

::::::::::
modulating

::::::::::
convection,

:::::::
although

:::
the

::::::
model

:::
may

::::
still

:::
fail

::
to
:::::::

capture
:::
the

:::::::
essential

::::::::::
moistening

:::
by

::::::
shallow

::::::::::
convection.

:
Changes in zvz0i resulted in similar effects but with

some differences in the spatial distributions and magnitudes, particularly regarding high- and mid-level cloud cover. The param-65

eter c_soil showed a distinct influence through altered surface evaporation. Higher values lead to higher dew points and lower

temperatures over land. The increase in surface moisture contributes to changes in precipitation and cloud cover, particularly

at low levels.

Numerical weather prediction (NWP) models, such as the ICON model, involve a substantial number of parameters that

must be carefully tuned. While some parameters represent physical quantities (e.g., fall speed of ice), others are non-physical70

constants in parametrization schemes that cannot be directly measured (e.g., soil moisture evaporation fraction) but are essen-

tial for representing sub-grid scale processes. Highlighting the complexity, Zängl (2023) noted that many parameters within the

ICON model have a range of values with no clear optimum. Modifying a parameter may improve model performance in some

regions or seasons while degrading it in others, or may enhance certain forecast variables at the expense of others. Traditionally,

parameter tuning has been conducted by experts without a unified framework.
::::::
History

::::::::
matching

:::::::::::::::::::::
(Williamson et al., 2013)

:::
has75

:::::::
emerged

::
as

::
a
:::::::::
prominent

::::::::
technique

:::
for

::::::::::
quantifying

:::::::::
parameter

:::::::::::
uncertainties

::
by

::::::::::::
systematically

:::::::::
exploring

:
a
:::::

range
:::

of
::::::::
plausible

:::::
model

::::::::::::
configurations

::::
and

::::::::::
eliminating

::::::::
parameter

::::
sets

::::
that

:::
fail

:::
to

::::::::
reproduce

:::::::::::
observations

::::::
within

:::::::::
acceptable

:::::::::
tolerances.

:::::
This

:::::::
approach

::
is
::::::::::
particularly

:::::
useful

:::
in

::
the

::::::
tuning

::
of

:::::::
climate

:::::
model

::::::::::
parameters,

::::
such

:::
as

::::
those

:::::::::
governing

:::::::::::
aerosol-cloud

:::::::::::
interactions,

:::::
where

:::::
direct

::::::::::::
measurements

:::
are

:::::
often

::::::::::
challenging

::
to

::::::
obtain

::::::::::::::::::
(e.g., Lee et al., 2016).

:
Over the past decades, automatic calibra-

tion techniques have emerged, incorporating data assimilation methods into operational
:::::::
weather

:
forecasts. A comprehen-80

sive review by Ruiz et al. (2013)
::::::::::::::
Ruiz et al. (2013) focused on these techniques and Zängl (2023)

:::::::::::
Zängl (2023) described the

current implementation in the ICON model. Ruiz et al. (2013)
:::::::::::::::
Ruiz et al. (2013) emphasized that objective optimization of-

ten becomes infeasible when complex numerical models and a large number of parameters are involved. To address this,

surrogate-based optimization techniques have gained attention in meteorological studies. These methods replace the expen-

sive numerical models with cheaper surrogates, also known
::::
often

:::::::
referred

:::
to as meta-models or emulators, which can be85

trained with fewer NWP evaluations. For instance, Neelin et al. (2010) and Bellprat et al. (2012) used a quadratic meta-model

:::::::
example,

::::::::
quadratic

:::::::::::
meta-models

::::
were

::::
used

:
to approximate climatic variables .

::
by

:::::::::::::::::
Neelin et al. (2010)

:::
and

:::::::::::::::::
Bellprat et al. (2012)

:
.
::::::::
Similarly,

::::::::::::::
Ray et al. (2015)

::::::::
employed

::::::::
Gaussian

::::::
process

:::
and

::::::::::
polynomial

::::::::
regression

:::
for

::::::::
Bayesian

:::::::::
calibration

::
of

:::
the

::::::::::
Community

::::
Land

:::::::
Model.

::::::::::::::::
Chang et al. (2014)

::::::
utilized

::::::::
principal

::::::::::
component

:::::::
analysis

::
in

::::::::::
conjunction

:::::
with

::::::::
Gaussian

::::::
process

:::::::::
regression

:::
to

::::::
develop

::::::::
surrogate

:::::::
models

:::
for

:::::::::
calibrating

:::
the

:::::::::
Greenland

:::
Ice

:::::
Sheet

::::::
model.

::
In

:::::::
another

:::::
study,

::::::::::::::
Lu et al. (2018)

::::::
applied

::::::::
advanced90

:::::
sparse

::::
grid

::::::::::
interpolation

:::
as

:
a
::::::::
surrogate

:::::
model

:::
for

:::
the

::::::
E3SM

::::
Land

::::::
Model,

:::::
using

:::::::::::::::
quantum-behaved

::::::
particle

::::::
swarm

:::::::::::
optimization

::
to

::::::
identify

:::::::
optimal

:::::::::
parameters.

:::::::
Various

:::::::
software

::::::::
packages

::::
have

:::
also

:::::
been

::::::::
developed

::
to

:::::::
facilitate

:::::::
specific

::::::::::
optimization

::::::::::
procedures,
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::::
such

::
as

:::
the

::::::
toolkit

::
by

:::::::::::::::::::::::
Watson-Parris et al. (2021),

::::::
which

:::::::
supports

::::::
model

:::::::::
calibration

:::::
using

:
a
:::::
range

:::
of

::::::::
surrogate

::::::
models

:::::
(e.g.,

:::::::
Gaussian

:::::::
process

:::::::::
regression),

::::
and

:::
the

:::::::::::::
parameterization

:::::::::::
improvement

::::
tool

::
by

:::::::::::::::::::
Couvreux et al. (2021),

:::::
which

:::::::::::
incorporates

:::::::
Gaussian

::::::
process

:::::::::
regression,

::::::
history

:::::::::
matching,

:::
and

:::::
other

:::::::::
techniques.

:
95

Despite these advancements, defining suitable objectives remains challenging due to the diverse range of meteorological

variables involved. Multi-objective optimization (MOO) studies have emerged to combine multiple variables, where compro-

mises are identified via Pareto fronts. On such Pareto fronts, an improvement in one objective necessitates the deterioration of

at least one other objective. Surrogate-based optimization has proven particularly effective for these complex MOO problems,

which often require high computational effort. Several studies have focused on identifying Pareto fronts using surrogate mod-100

els (Shafii and De Smedt, 2009; Gong et al., 2016). Other studies have simplified the analysis by predefining the weighting of

objectives, thereby reducing the problem to a single-objective optimization problem. For example, Cinquegrana et al. (2023)

assigned equal weights to all objectives. Instead of combining meteorological variables independently in the MOO process,

different criteria might be employed, such as the energy norm used by Ollinaho et al. (2014). However, due to the limited

number of variables recorded in our study because of data storage constraints, we focus on these variables for optimizing the105

model parameters. As Zängl (2023) argued, trying to select optimal parameters inherently involves subjective decisions, e. g.

prioritizing certain forecast variables or regions. Furthermore, there is a risk that calibrated model processes might compensate

for model errors originating from different parametrizations.

To conduct parameter optimization studies, we employ surrogate models to describe the relationship between ICON model

parameters and QoIs, or full 2D output fields. For the QoIs, we utilize the surrogate models from Fischer et al. (2024). For110

the 2D output fields, we develop new surrogate models using principal component analysis (PCA) combined with a regression

model. We focus our study on the most impactful model parameters, namely entrorg, zvz0i, and c_soil, as global sensitivity

analysis (GSA) and validation tests have revealed that the other three model parameters discussed in Fischer et al. (2024) only

exert little influence on QoIs and output fields. The objectives for minimization are defined as the differences between the

surrogate model and reference data for each respective QoI or output field. As reference data, we utilize the Global Precipi-115

tation Measurement (GPM) Integrated Multi-satellitE Retrievals (IMERG) (Huffman et al., 2019) for precipitation and ERA5

reanalysis data provided by the European Centre for Medium-Range Weather Forecasts (ECMWF) (Hersbach et al., 2020)

for all other atmospheric variables. Through our novel approach, we determine
::::::::
Parameter

:::::::::::
optimization

::
in

:::::::::::::
meteorological

::::::::
modeling

:::
has

:::::
often

:::
not

::::::
focused

:::
on

:::
the

:::::::::::
simultaneous

::::::::::::
consideration

::
of

:::::::
multiple

::::::
model

:::::::
outputs,

:::
and

:::
no

::::::
general

:::::::::
framework

::::
has

::::
been

:::::::::
established

:::
for

::::
this

:::::::
purpose.

:::
In

:::
this

::::::
study,

:::
we

::::::
present

::
a
:::::
novel

::::::::
approach

:::
for

::::::::::
determining

:
optimal model parameters by120

incorporating uncertainty in predefined weights for the QoIs
:::::::::::
uncertainties

::
in

:::
the

:::::::::
predefined

:::::::
weights

::
of

:::::::::
quantities

::
of

:::::::
interest

:::::
(QoIs)

:
and output fields, and by examining the effect

:::::::::::
systematically

:::::::::
examining

:::
the

::::::
effects

:
of varying these weights. This

::
To

::
the

::::::::
authors’

::::::::::
knowledge,

::
no

::::::::
previous

:::::::::::::
meteorological

::::::
studies

::::
have

::::::::
explored

:::
the

::::::
impact

:::
of

::::::
weight

::::::::
variations

:::
in

:::::
MOO

::
in

::::
this

::::::
manner.

:::::
Also,

:::
no

::::::
studies

:::::
have

:::::::::
conducted

::::
such

:::
an

::::::::
extensive

::::::::::
exploration

::
of

::::::
model

::::::::
parameter

::::::::::
calibration

::::::::::
specifically

:::
for

:::
the

::::
West

:::::::
African

::::::::
monsoon

::::::
system.

::::
Our

:
approach, integrating both statistical and expert-driven perspectives, offers a promising125

pathway to improve simulations of the WAM system and to broaden our understanding of it.
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To the best of the authors’ knowledge, no meteorological studies have investigated variations in weights of objectives in

MOO in such a manner. Additionally, in the context of surrogate-based optimization of meteorological variables, no studies

have incorporated the approximation of 2D fields with PCA in the optimization process.

The paper is organized as follows: Section 2 outlines the methods employed in this study, including the optimization strate-130

gies, as well as the employed data. Section 3 presents the results, focusing on the outcomes of the optimization process and

their implications for WAM simulations. Finally, Section 4 offers a summary and conclusions of our findings, along with a

brief outlook on future research directions in this field.

2 Data and method

In this section, we briefly introduce the setup of the ICON model, outline the reference data, and demonstrate the computation135

of objectives subject to minimization, including the surrogate models developed for this purpose. Finally, we explain the MOO

process.

2.1 ICON model

The ICON model (Zängl et al., 2015), the operational forecast system of the DWD, is used here as the full-physics numerical

model to simulate the WAM. For this purpose, we employ the 2.5.0 model version in a limited-area nested configuration,140

where a 26 km grid spacing for the outer region and a 13 km grid spacing for the inner region is used. The outer area extends

from 28° W to 34° E and from 10° S to 34° N with the nested domain 2° smaller in each direction. At the outer boundary,

ERA5 reanalysis data are used. ERA5 data are available hourly, but are updated every six hours in our simulations to limit

the amount of data and computation cost. Apart from this, the model setup, including all namelist parameters, is based on

the configuration used in the operational global setup by the DWD. Pante and Knippertz (2019) already obtained reasonable145

simulation results for the West African region with a similar model setup, although the convection parametrization turned out

to be problematic for precipitation forecasting. ICON simulations are initialized on July 21st in the years 2016 to 2019 and

run for 41 days, respectively. Simulation output data are stored with a horizontal resolution of 0.1° within the region from

0° N to 25° N and 15° W to 15° E and a temporal resolution of 1 hour or 3 hours (depending on the variable) from 01 to 31

August of the years 2016 to 2019. All 2D output fields are averaged over the whole time period. The output fields and the150

QoIs computed from these fields, which represent key characteristics of the WAM, are listed in Table 1. Surrogate models were

developed by defining
:::
The

:::::::::::
experimental

::::::
design

:::::::
consists

::
of 60 training points xi(i= 1 . . .60), i. e. , combinations of the model

parameters, and conducting ICON simulations for all training points and all four years. The results
::
six

:::::::::
considered

:::::
ICON

::::::
model

:::::::::
parameters.

::::::
These

:::::::::
parameters

::::
were

:::::::
chosen

:::::
based

::
on

::::::
expert

:::::::::
judgment,

::
as

::::
they

::::
were

::::::::
expected

::
to

::::
have

::
a
:::::::::
substantial

::::::
impact

:::
on

:::::
WAM

:::::::::
quantities.

:::
For

:::::
each

::::::
training

:::::
point

::
i,
:::
the

:::::
QoIs yij(i= 1 . . .60) from the computation of QoI j were used to train the155

surrogate model which describes
::::
were

:::::::::
computed

:::::
based

::
on

:::
the

::::::::::
temporally

:::::::
averaged

:::
2D

::::::
output

::::::
fields.

::::::::
Surrogate

::::::
models

:::::
were

::::::::
developed

:::::
using

::::::::
Gaussian

:::::::
process

:::::::::
regression

::
to

:::::::
describe

:
a relationship between

:::
the

:::
six model parameters and

::::
each QoI j.

More detail
:::
Our

::::::::
previous

:::::
study

:::::::::::
demonstrated

::::
that

::::
only

:::
the

:::::
three

::::::::::
parameters

::::::::::
entrainment

:::
rate

::
(
::::::
entrorg

:
),

:::::::
terminal

:::
fall

::::::
speed
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::
of

:::
ice

::::::
crystals

::
(
::::
zvz0i)

::::
and

:::
soil

::::::::
moisture

::::::::::
evaporation

:::::::
fraction

:
(
:::::
c_soil)

::::
had

:
a
:::::::::
substantial

:::::::
impact

::
on

:::
the

::::::::
monsoon

:::::::
system.

:::::
More

:::::
details

:
on the model setup is

:::
and

:::::::::
uncertainty

:::::::::::
contributions

:::
are

:
given in Fischer et al. (2024).

:::::::::::
Consequently,

:::
the

:::::::::::
optimization160

::::::
process

::
in

:::
this

:::::
study

::
is

::::::
limited

::
to

::::::::
variations

::
in

::::
these

:::::
three

:::::::::
parameters

::
to

::::::::
minimize

:::
the

:::
risk

::
of

::::::::::
overfitting,

::
as

::::::::
including

:::::::::
parameters

::::
with

:::
low

:::::::::
sensitivity

::::::
would

:::
not

:::::::
produce

::::::::::
meaningful

::::::::::
adjustments.

:::
In

::::::::
hindsight,

:::::::
building

:::::::::
surrogate

::::::
models

:::::
based

::::::
solely

::
on

:::
an

::::::::::
experimental

::::::
design

::::
that

::::::::
perturbed

:::::
these

::::
three

::::::::::
parameters

:::::
would

:::::
have

::::
been

::::::::::::
advantageous.

::::
That

::::::::
approach

::::::
would

:::::
likely

:::::
yield

:::::
higher

::::::
model

:::::::
accuracy

::
by

::::::::::::
concentrating

:::
the

::::
same

:::::::
number

::
of

::::::
training

::::::
points

::
in

:
a
:::::::::::::::
lower-dimensional

:::::
input

:::::
space.

::::::::
However,

:::::
since

::
the

:::::::::
simulation

::::::
results

:::
had

:::::::
already

::::
been

::::::::
obtained

::
in

:::
our

::::
prior

:::::
study

::
at

::::::::::
considerable

::::::::::::
computational

::::::::
expense,

:::
we

:::::
opted

::
to

:::
use

:::
the165

::::::
existing

::::
data

:::
for

:::
the

:::::::::::
optimization

::::::
studies

::
to

:::::
avoid

::::::
further

::::::::::::
computational

:::::
costs.

::::
The

::::::::
surrogate

::::::
models

:::
are

::::::::
validated

::::::
within

:::
the

:::::::::::::
six-dimensional

::::
input

:::::
space

::::
and

:::
are

:::
thus

:::::::::
considered

:::::
valid

::::::
within

::
the

:::::::::::::::
three-dimensional

::::::::
subspace

:::
for

:::
this

:::::
study.

::::::::::
Parameters

:::
not

:::::::
included

::
in

:::
the

::::::::::
optimization

:::::::
process

:::
are

::::
kept

::
at

::::
their

::::::
default

:::::
ICON

::::::
model

::::::
values.

2.2 Reference data

Selecting appropriate reference data is crucial for identifying optimal model parameters. In our study, we utilize GPM IMERG170

data for precipitation due to its high-resolution and extensive coverage, crucial for accurately capturing the spatial and temporal

variability of rainfall within the WAM region. For other atmospheric variables, such as temperature, pressure, and wind patterns,

we rely on the ERA5 reanalysis data. For the optimization using 2D field data, the ICON model output (horizontal resolution

of 0.1°), native ERA5 data (horizontal resolution of 0.25°) and native GPM IMERG data (horizontal resolution of 0.1°) are

linearly remapped on a rectangular grid with a mesh size of 0.5◦ and averaged over the August months 2016–2019. The spatial175

resolution is chosen as a compromise between accuracy and computation time for the MOO process. The reference values for

the QoIs from the reference data are determined by the same procedure as from the ICON model outputs.

2.3 Objectives

The objectives for the individual QoIs and full 2D output fields are defined such that a minimization in the optimization process

would lead to the desired improvement of these quantities through the identified modification of the three considered model180

parameters, namely the entrainment rate, the terminal fall speed of ice crystals, and the soil moisture evaporation fraction. The

two approaches incorporate the QoIs and output fields listed in Table 1.

1. Quantities of interest (QoIs)

Here, our goal is to improve the accuracy of variables related to the WAM. To achieve this, we employ surrogate models

developed in Fischer et al. (2024) for the 15 designated QoIs that are listed in Table 1. The individual objectives are185

formulated as the squared error between the QoI from the surrogate model MQoI,j and from the reference data yref,j .

The j = 1 . . .15 objectives for the individual QoIs subject to minimization are

fQoI,j(x) = (MQoI,j(x)− yref,j)
2, (1)

where x= (xp, p= 1 . . .3)⊤ is the vector of the three model parameters. In the surrogate models, the other three param-

eters, which are not investigated here, are set to their default values.190
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2. Full 2D output fields

For the optimization of full 2D output fields, we employ the averaged 2D output fields for the 60 training points

xi(i= 1 . . .60) from Fischer et al. (2024). The results in Fischer et al. (2024, their Figs. 7–9) provide insight into the in-

dividual influence of model parameters on the output fields. However, these results only consider the difference between

output fields for the 25% lowest and 25% highest values of the model parameters among all training points, neglecting195

interactions between multiple parameters. Using the 25% training points from each side was considered a compromise

between significance (utilizing enough training points for the average) and separation (only using training points for very

high and very low parameter values) and assuming a fairly monotonic relationship between parameters and output fields.

Furthermore, GSA revealed little interaction between the parameters. In this study, however, for a more sophisticated

optimization strategy, surrogate models for the full 2D output fields are determined and used in the optimization process.200

:::::::
Principal

::::::::::
component

:::::::::
regression

:
is
:::::::::

employed
::
as

::
a
::::::::
surrogate

::::::::
modeling

::::::::
technique

:::
for

:::::::::::::
approximating

:::
2D

:::::
fields

:::
due

::
to

:::
its

::::::::::
effectiveness

::::
and

:::::::::::::
interpretability.

::
In

:::::::
contrast,

::::::
neural

::::::::::::
network-based

::::::::::
approaches,

::::
such

::
as

::::::::::::
autoencoders,

::::::::
typically

::::::
require

::::::::::
substantially

:::::
larger

::::::::
datasets,

::::::
which

:::
are

:::
not

:::::::
feasible

::
in

::::
this

::::
case

:::
due

:::
to

:::
the

::::
high

::::::::::::
computational

::::
cost

::
of

:::::::
running

::::::
ICON

:::::
model

:::::::::::
simulations

::
to

:::::::
generate

:::::::
training

::::
data.

:

The temporally averaged 2D fields of the meteorological variables j = 1 . . .12 for the n= 60 training points xi(i=205

1 . . .n) are given by {Mij :M
kl
ij , k = 1 . . .50, l = 1 . . .60} with 50 latitudinal and 60 longitudinal grid points. These

data are standardized using the mean

Mkl
j,mean =

1

n

n∑
i=1

Mkl
ij (2)

and the standard deviation

σkl
j =

√√√√ 1

n

n∑
i=1

(
Mkl

ij −Mkl
j,mean

)2
(3)210

of all n training points at each grid point (k, l) and for each variable j respectively. The grid point data of the standardized

field plots can then be expressed as

M̃kl
ij =

1

σkl
j

(
Mkl

ij −Mkl
j,mean

)
(4)

with zero mean and unit standard deviation at each grid point (k, l) for each variable j.

PCA is performed separately on each variable j using the data M̃ij . For this purpose, the matrix components of M̃ij are215

reshaped into vectors. The covariance matrix is then computed for each variable j using all data points i= 1 . . .60. The

eigenvectors of this covariance matrix are computed and transformed back into matrix form, resulting in the principal

fields Pmj (m= 1 . . .P ), with P principal fields for each variable j. These fields represent the major variations within

the field data for each variable j.
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Each field Mj of meteorological variable j can now be approximated as a linear combination of the principal fields220

w. r. t. input parameter vector x:

Mkl
j (x)≈Mkl

j,mean +σkl
j M̃kl

j (x) (5)

with M̃kl
j (x) =

P∑
m=1

Cmj(x)P
kl
mj . (6)

In our study P = 3 principal fields lead to a high accuracy and are considered to be a good compromise between accuracy

and computation time. For the coefficients, we use a linear trend w. r. t. the physical model parameters. Since we use the225

vector x in an independent and identically distributed (i.i.d.) uniform input space, we incorporate the transformation

of the input space in the definition of ansatz functions using the inverse cumulative distribution function CDF−1. This

transformation corresponds to the input space transformation described in Fischer and Proppe (2023) where more detail

is given on the transformation process. The ansatz can then be formulated as

Cmj(x) = C0
mj +

6∑
p=1

Cp
mj CDF−1(xp) (7)230

w. r. t. the i.i.d. uniform input parameters x= (x1 . . .x6)
⊤. The coefficients Cp

mj are then determined by minimizing the

mean squared error between the surrogate model M̃kl
j (x) and the training data M̃kl

ij for each variable j separately:

Cp
mj = argmin

Cp
mj

(
n∑

i=1

50∑
k=1

60∑
l=1

(
M̃kl

j (x)− M̃kl
ij

)2)
. (8)

:::::::::::
Traditionally,

:::::
when

:
a
:::::
linear

::::::
model

::
is

::::
used

:::
for

:::
the

::::::::::
coefficients

::::
with

::::::
respect

::
to

:::
the

::::::::::
parameters,

::
an

:::::::::
analytical

:::::::
solution

:::
for

::
the

::::::::::
coefficients

::::
can

::
be

:::::::
derived

::::::
directly

:::::
from

:::
the

:::::::::::
minimization

:::::::
process,

:::::
often

::::::
linking

:::::
them

::
to

:::
the

::::
PCA

::::::::::
eigenvalues

::::
and235

::::
their

::::::::
associated

::::::
energy

:::::::
content

::::::::::::
(Jolliffe, 1986).

::
In
::::::::
contrast,

:::
the

::::::::
nonlinear

:::::
nature

::
of

:::
the

::::::
ansatz

:::::::
functions

:::::::::
introduced

:::
by

:::
the

::::
input

:::::
space

::::::::::::
transformation

::
in

:::
our

::::::::
approach

::::::::::
necessitates

:
a
::::::::
numerical

:::::::::::
optimization

::
of

:::::
Cp

mj .
:::
The

:::::
input

:::::
space

::::::::::::
transformation

:::::
serves

::
to

:::::::
improve

::::::
model

:::::::
accuracy

:::
by

:::::::::
addressing

:::::::::
distortions

::
in

:::
the

::::::::
parameter

::::::
space,

:::::::
ensuring

:
a
::::::
better

::
fit

::
of

:::
the

::::::::
surrogate

:::::
model

::
to

:::
the

::::
data.

::::::::
Although

::::
this

:::::::
approach

::::
may

::::
alter

:::
the

:::::::::::
conventional

:::::::::::
interpretation

::
of

:::
the

::::::::::
coefficients

::::
with

::::::
respect

::
to

:::
the

:::::::
principal

::::::
modes’

::::::
energy

:::::::
content,

::
it

::::::
remains

::
a
::::
valid

::::
and

:::::::
practical

::::::
method

:::
for

:::::::::
enhancing

::::::::
surrogate

::::::::
modeling

:::::::::::
performance.240

::::::
Further

:::::::::::::
methodological

::::::
details

:::
and

::::::::::
implications

:::
are

::::::::
discussed

::
in
::::
our

:::::::
previous

:::::
work

::::::::::::::::::::::
(Fischer and Proppe, 2023).

Then, we define the objectives as the sum of mean squared errors between Mj(x) and reference data Yj,ref over all

50× 60 grid points. The j = 1 . . .12 objectives for the individual meteorological variables j are

foutput,j(x) =

50∑
k=1

60∑
l=1

(
Mkl

j (x)−Y kl
j,ref

)2
. (9)

245

As before, for optimization purposes, only the three model parameters considered in this study are optimized, while the

remaining three parameters are maintained at their default values. Figure 2 shows the field plots Mj,mean for the ICON
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mean data, the reference data Yj,ref and the difference between the two (∆Yj =Mj,mean −Yj,ref) for each output vari-

able j. The optimization target is to identify the model parameters x, where the difference between predicted ICON field

Mj(x) and reference field Yj,ref becomes minimal.250

2.3.1 Model validation

Surrogate models representing the complete 2D output fields must be validated to ascertain their precision. Validation of the

surrogate models for QoIs has been conducted in our previous study (Fischer et al., 2024). The accuracy of these 2D surrogates

depends on several factors, including the number of training points, the chosen modeling methodology (e.g., PCA, the number255

of principal fields, the ansatz for the coefficients), and the presence of nonlinearities or chaotic behavior within the physical

model.

Similar to the validation process for QoI surrogate models, validation of the 2D surrogates is conducted using the root mean

squared error (RMSE) and the normalized mean squared error (NMSE) for variable j, employing leave-k-out cross-validation:

RMSEij =

√√√√ 1

50 · 60 ·n

n∑
i=1

50∑
k=1

60∑
l=1

(Mkl
ij −Mkl

j,\K(i)(xi))2 (10)260

NMSEij =
1

σ2
j

1

50 · 60 ·n

n∑
i=1

50∑
k=1

60∑
l=1

(Mkl
ij −Mkl

j,\K(i)(xi))
2. (11)

Here, σ2
j denotes the variance of the field data Mkl

j,mean for variable j across all grid points (k, l) and Mj,\K(i)(x) represents

the surrogate model for variable j derived from all n training points except those within set K(i) containing the i-th point.

We employ leave-k-out cross-validation with k = 2 to balance validation accuracy and computational efficiency, necessitating

the repetition of the entire training process, including PCA, for each model Mj,\K(i). Consequently, the sets are defined as265

K = ((1,2),(3,4) . . .(59,60)), e. g. K(4) = (3,4).

It is crucial to utilize generalization errors rather than goodness-of-fit measures like the coefficient of determination R2 to

account for overfitting. While RMSE provides insights into absolute error values, NMSE offers a dimensionless measure

facilitating better comparison between the variables. Model accuracy is deemed high if NMSE values approach 0 and low if

they approach 1. These values are inherently non-negative and should not exceed 1, as exceeding this threshold would indicate270

that the covariance between the surrogate model and the data surpasses the data’s variance.

2.4 Multi-objective optimization

In this study, our aim is to solve a MOO problem with three model parameters and 15 (QoIs) or 12 (output fields) objectives.

Given the complexity in such a high-dimensional objective landscape, identifying Pareto fronts is considered impractical due

to the extensive computational resources required and the challenges in interpreting the results. Consequently, we simplify this275

MOO problem by reducing it to several single-objective optimization problems. The reduced objectives are defined based on a

combination of the components of the original MOO problem. By employing a weighted sum, we assign a relative importance

9



to the individual objectives.

The total reduced objective functions using the QoIs and the 2D output fields are then280

fQoI(x) =

15∑
j=1

wQoI,j

σQoI,j
fQoI,j(x) (12)

foutput(x) =

12∑
j=1

woutput,j

σoutput,j
foutput,j(x) (13)

where wQoI,j and woutput,j are weights for the individual objectives that have to be specified in advance. To ensure the weighting

of the variables is meaningful and significant, the meteorological variables are normalized with respect to their variation. For

this purpose, the standard deviations σQoI,j of evaluations yij(i= 1 . . .60) and σoutput,j of 2D field data Mkl
ij (i= 1 . . .60,k =285

1 . . .50, l = 1 . . .60) are used. It should be noted that other normalization methods are conceivable, which could, in turn, in-

fluence the weighting. This further highlights the issue with selecting fixed weights, thus motivating an investigation into the

impact of different weights in this study.

The variation in model parameters should be confined to plausible values. Fischer et al. (2024) used probability density

functions (PDFs) constructed based on expert assessments and previous parameter identification studies. These PDFs for the290

three considered model parameters are depicted in light grey in Fig. 4. The boundaries of the model parameters in the opti-

mization process are set at the 1% and 99% levels of the cumulative distribution function. These boundaries are considered

appropriate to maintain the physical plausibility of the values and to account for the reduced accuracy of surrogate models at

the distribution tails.

295

However, a certain set of weights would not allow for a comprehensive understanding of the optimal parameters, because

the parameters may be highly sensitive to the choice of weights. Therefore, it remains inevitable to consider variation in the

selected weights. We approach this in two ways: (1) by inducing uncertainty to the weights to investigate the sensitivity (spread)

in the optimal parameters, and (2) by varying the individual weights separately to investigate the isolated influence.

1. Weight uncertainty300

To incorporate the sensitivity of optimal parameters to variations in the weights of the objectives, we introduce uncer-

tainty in these weights, using expert judgment to define their relative magnitudes. Specifically, we apply the weights

along with uniform uncertainty intervals, as indicated in Table 1. It is important to note that the choice of uniformity

lacks a physical foundation; the intervals are primarily introduced to induce uncertainty. While other distributions or

probability concepts (e. g. probability boxes) could be applied, we limit our choice to uniform distributions for the sake305

of interpretability and simplicity. Precipitation is assigned the highest importance due to its pivotal role in the WAM

system and for user applications. Secondary importance is assigned to temperature, dew point temperature, pressure and

column integrated water vapor, all considered essential but subordinate to precipitation. Cloud cover is attributed a lesser

significance, with emphasis on low-level clouds. Wind speeds are assigned the smallest weights.
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Table 1. Weights of the objectives used for the weight uncertainty method in MOO, for both output fields and QoIs

j output field weight range derived QoI1 from output field j

1 accumulated precipitation [mmpermonth] 10± 50%
10± 50% average [mmpermonth] 1

0.1± 50% center latitude [◦] 2

2 2 m temperature [K] 5± 50% 5± 50% average [K] 3

3 2 m dew point temperature [K] 5± 50%
5± 50% average [K] 4

0.1± 50% ITD latitude [◦] 5

4 mean sea level pressure [hPa] 5± 50%
5± 50% SHL pressure [hPa] 6

0.1± 50% latitude [◦] 7

5 column integrated water vapor [kgm−2] 5± 50% 5± 50% average [kgm−2] 8

6 high-level cloud cover [%] 1± 50% 1± 50% average [%] 9

7 mid-level cloud cover [%] 1± 50% 1± 50% average [%] 10

8 low-level cloud cover [%] 3± 50% 3± 50% average [%] 11

9 u-wind at 600 hPa [ms−1] 0.1± 50%
0.1± 50% AEJ speed [ms−1] 12

0.1± 50% latitude [◦] 13

10 u-wind at 200 hPa [ms−1] 0.1± 50%
0.1± 50% TEJ speed [ms−1] 14

0.1± 50% latitude [◦] 15

11 v-wind at 600 hPa [ms−1] 0.1± 50% – –

12 v-wind at 200 hPa [ms−1] 0.1± 50% – –

1 see Fischer et al. (2024) for details. average corresponds to the spatial average over the whole domain (15°W to 15°E, 0°N to 25°N).

In this multidimensional weight space, we conduct Monte Carlo simulation with 1000 samples, where each sample rep-310

resents one reduced single-objective optimization problem with a certain combination of weights. The outcomes of this

simulation are presented as histograms for the optimal model parameters.

2. Weight variation

Compared to the previous method, the aim of the weight variation approach is not to find an averaged optimum of the

conflicting objectives, but to investigate the dependence of the optimal parameters on the weights of the objectives. For315

this purpose, we consider the weight (relative importance) of one objective which is varied step-wise between 0% and

100%. The weights of all other objectives are defined relative to each other based on their mean values according to Ta-

ble 1, such that the sum of all weights is 100%. To strike a balance between the integrity of the results and computational

efficiency, a total of 15 incremental steps were employed for the weight adjustment for each objective.
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All optimization problems were solved
::::::
Several

:::::::
software

::::::::
packages

:::
for

:::::::::
parameter

:::::::::
calibration

:::::
have

::::
been

:::::::::
developed

::
in

::::::
recent320

::::
years

:::::::::::::::::::::::::::::::::::::::::::::
(e.g., Watson-Parris et al., 2021; Couvreux et al., 2021),

::::
and

::::
these

:::::
tools

:::
are

::::::::
generally

::::::::
applicable

::::::
across

::::::
various

::::::::
contexts.

::::::::
However,

:::::
given

:::
the

::::::
specific

:::::::::::
requirements

:::
of

:::
this

:::::::::::
study—such

::
as

:::::
input

:::::
space

::::::::::::::
transformations,

:::
the

:::
use

::
of

::::::
ansatz

::::::::
functions

:::
for

:::::::
universal

:::::::
kriging,

::::
and

::::::::
variations

::
in

::::::::
objective

:::::::
function

::::::::::::
weights—this

:::::
work

:::::::
employs

::
a

::::::::::
combination

::
of
:::::::

widely
::::::
adopted

:::::::
Python

::::::::
packages,

:::::
which

::::
have

:::::
been

::::::
adapted

::
to
:::::
meet

:::
the

::::::
study’s

:::::
goals.

:::::::::::
Optimization

:::::
tasks

::::
were

:::::::::
performed using the SciPy package for

Pythonand
:
,
:::::::::
specifically

:::::::
utilizing

:
the Nelder-Mead method (Virtanen et al., 2020).325

3 Results

The initial step involves validating surrogate models for the 2D output fields and comparing the simulation outputs using ICON

default parameters with reference data. Evaluating the physical or technical discrepancies inherent in the field data is crucial

for refining model parameters, as it may reveal limitations within the optimization framework. Based on this foundation, the

optimization results are then presented and discussed, first based on QoIs and then on the full 2D output fields.330

3.1 Model validation

Validation offers critical insights into the significance and reliability of the results. Leave-k-out cross-validation (k = 2) was

conducted for the surrogate models representing the entire 2D output fields, as outlined in Sect. 2.3. Table 2 shows both the

RMSEs and NMSEs for all variables. These metrics comprise both the inherent aleatoric uncertainties stemming from the

chaotic nature of weather simulations and the uncertainties arising from the surrogate models.335

It is important to acknowledge that large errors do not necessarily indicate surrogate models with low accuracy, as they might

also indicate substantial aleatoric uncertainties in respective quantities. Furthermore, due to regional variability, the comparison

of grid point data within the validation procedure inherently leads to substantially larger errors compared to domain average

comparisons for the validation of QoIs (Fischer et al., 2024, Table 3). In our analysis, small NMSEs are evident across all vari-

ables except for high-level cloud cover (NMSE 8.06%) and v-winds at 600hPa (NMSE 4.37%). Considering these variables340

have relatively low weights in the optimization process (see Table 1), and for v-winds at 600 hPa, the RMSE is also relatively

low (0.177 ms−1), large NMSE values in these variables are not considered to impact the overall validity of this study.

3.2 Comparison of ICON output to the reference data

Before analyzing the optimization results, it is crucial to examine notable discrepancies between the ICON model output

and the reference data GPM IMERG and ERA5, to illustrate constraints and prospects for the optimization process. Figure 1345

illustrates the ICON mean MQoI,j(xmean) and reference data yref,j for each QoI j (right panels) together with the results from

the surrogate models from Fischer et al. (2024). Figure 2 shows the ICON mean field Mj,mean, the reference field Yj,ref and

the difference between the two (∆Yj =Mj,mean −Yj,ref) for each variable j.

There is an overall reasonable agreement in most fields between ICON simulations and the ERA5 and GPM IMERG refer-

ences. In the following discussion we will focus on the most critical variables according to the assigned weights (Table 1).350
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Table 2. Validation results for the surrogate models for the 2D fields.

j Output quantity RMSE unit NMSE

1 accumulated precipitation 15.5 mm per month 1.56 %

2 2 m temperature 0.300 K 0.45 %

3 2 m dew point temperature 0.342 K 0.43 %

4 mean sea level pressure 14.82 Pa 0.47 %

5 column integrated water vapor 0.536 kgm−2 0.33 %

6 high-level cloud cover 6.64 % 8.06 %

7 mid-level cloud cover 1.91 % 1.53 %

8 low-level cloud cover 1.60 % 0.44 %

9 u-wind at 600 hPa 0.436 ms−1 1.52 %

10 u-wind at 200 hPa 0.454 ms−1 0.40 %

11 v-wind at 600 hPa 0.177 ms−1 4.37 %

12 v-wind at 200 hPa 0.346 ms−1 1.34 %

With respect to precipitation, the domain mean rainfall from ICON simulations is approximately 10% lower than that ob-

served in GPM IMERG data (Fig. 1, first row). ICON underestimates rainfall in coastal (southwestern West Africa, Niger

Delta) and mountainous regions (Guinea Highlands, Cameroon Line) and over the Sahara with a slight overestimation in cen-

tral West Africa (Fig. 2.1c), whereas the precipitation center remains almost unchanged (Fig. 1, seventh line from top). This is

despite the findings in Kniffka et al. (2019) where models using parameterized convection, as is the case in our study, tend to355

inaccurately capture the northward migration of the rain belt, resulting in reduced rainfall in the Sahel. The former observation

indicates that the model has difficulties to capture rain enhancement by topographic features. A follow-on study by Kniffka

et al. (2020) showed that the total rainfall from ICON simulations with parameterized convection largely agrees with station

data in southern West Africa, whereas IMERG data exhibit a negative bias relative to the stations, which demonstrates some

uncertainty in the observational reference. Overall these results leave it open, whether changes to model parameters can cure360

the rainfall deficiencies or whether this mostly requires a better representation of topography.

The dominating pattern in the MSLP differences is a zonal dipole with slightly higher pressure in ICON in the east and lower

pressure in the northwest of the domain compared to ERA5 (Fig. 2.4c), leading to a deeper SHL in ICON (Fig. 1). The pressure

pattern is strongly correlated with 2 m temperatures, where higher pressure values correspond to lower surface temperature

values (Fig. 2.2c). At the same time 2 m dew point is reduced in ICON apart from an area around the Algeria-Mali-Niger365

border triple point (Fig. 2.3c) but with little impact on the mean ITD latitude (Fig. 1). Despite this, ICON has higher column

integrated water vapor in most parts of West Africa (Fig. 2.5c) and on average (Fig. 1), indicating differences in the vertical

distribution of water vapor between ICON and ERA5.

This is to some extent reflected in cloud cover differences at low, mid and high levels. With respect to low-level cloud cover,

ICON simulations show a pronounced positive bias over almost the entire rain belt area relative to ERA5 reanalysis, with a370
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Figure 1. Dependencies of all QoIs (ordinate) with respect to the three uncertain model parameter (abscissa), respectively. Shaded area

around curves illustrates prediction variance from the Gaussian process regression model. In each plot, only one model parameter is varied

while all other model parameters are set to their mean value. Model parameter PDFs including their mean value are shown at the bottom

(Fischer et al., 2024). Panels on the right side show the QoI values from ICON simulations using default model parameters and from the

reference data (ERA5 reanalysis data, and GPM IMERG for precipitation).

minor negative bias over the equatorial Atlantic Ocean (Fig. 2.8c). This implies a northward extension of the low-level cloud

belt in ICON (Fig. 2.8a). The averaged low-level cloud cover in ICON reaches 30% and thus significantly exceeds that of

ERA5 data of 25% (Fig. 1). Such a large difference is somewhat surprising, as it is mostly accompanied by a lower 2 m dew
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Figure 2. Averaged output fields from ICON simulations using default model parameters, from reference data (ERA5 reanalysis data, and

GPM IMERG for precipitation) and the difference ICON minus reference.
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Figure 3. Desired effects of WAM characteristics based on the default ICON model output to more closely approximate reference data. See

Fig. 2c) for quantitative maps.

point temperature corresponding to a lower absolute humidity (not shown). This indicates that a calibration with the chosen

uncertain model parameters will not be straightforward and could only be achieved through complex interactions within the375

WAM system. Representing low-level cloud cover has been identified as a significant challenge in prior research, with a notable

discrepancy between various models and observational data (Hannak et al., 2017; Kniffka et al., 2020). Notably, Kniffka et al.

(2020) showed that low-level cloud cover in ICON utilizing parameterized convection deviates by only 2% from station data,

casting some doubt on the quality of the ERA5 cloud estimates. Mid-level clouds are also mostly enhanced in ICON over the

rain belt area but weakened elsewhere (Fig. 2.7c). High-level clouds in contrast are mostly less widespread in ICON with the380

exception of areas in Mali and Niger (Fig. 2.6c). This disagrees somewhat to Kniffka et al. (2019), where an overestimation of

high-level clouds in ICON was found.

There are also some moderate differences with respect to circulation. The TEJ is weaker and shifted southward, whereas the

characteristics of the AEJ remain relatively unchanged (Fig. 1). The horizontal distributions of differences between ERA5 and

ICON show that the subtropical jet is also shifted southward in ICON (Fig. 2.10a,b,c), while differences in zonal wind at 600385

hPa are rather small (Fig. 2.9c). Finally, fields in meridional wind show only moderate differences with a fairly patchy pattern

both at 600 and 200 hPa (Figs. 2.11c and 12c).

For a better overview, Fig. 3 summarizes the desired changes of WAM characteristics in model simulations, if the reference

data are targeted. Precipitation should generally increase, but mainly in the mountainous regions close to the Atlantic coast.

The SHL should weaken and move northward. Cloud cover should decrease at low and mid levels while an increase at high390

levels to the south of the rain belt is desired. 2 m temperature and 2 m dew point temperature should increase on average over

southern West Africa. The TEJ should be slightly enhanced, while the AEJ should remain unaffected.
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Figure 4. Histograms of optimal model parameters as a result of Monte Carlo simulations with weights from Table 1 for optimizing QoIs.

Figure 5. Histograms of QoIs corresponding to optimal model parameters (Fig. 4) with weights from Table 1 for optimizing QoIs. Vertical

lines indicate the values for ICON simulations using default model parameters (solid lines) and reference data (ERA5 and GPM IMERG;

dashed lines).
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Figure 6. Optimal model parameters resulting from MOO. Weights (relative importance) for individual QoIs are successively increased,

while weights for all other QoIs are specified based on their mean values in Table 1, summing to 100%. A separate optimization problem is

solved for each weight combination.

3.3 Optimization based on quantities of interest

In the following, we will present the results of the optimization with respect to the 15 QoIs. Figure 4 shows histograms of

the three optimized model parameters using the weight uncertainty method from Sect. 2.4. Each data point corresponds to395

the result of an individual single-objective optimization with different weights. For reference, the parameter PDFs employed

in Fischer et al. (2024) are depicted in light grey. For entrorg the histogram collapses into optimal values very close to the

lower boundary defined in the optimization process. This result demonstrates that the optimization is strongly controlled by the
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attempt to enhance rainfall in ICON to better match the wetter GPM IMERG data. The most effective way of doing this is by

reducing entrainment rates pushing the optimal values almost to the lowest plausible level. Given that we suspect an influence400

of topographic rainfall enhancement (see Sect. 3.2), this may lead to a better agreement but not necessarily a physically more

realistic model configuration. In contrast to that, the
::::
This

::::::::::
underscores

:::
the

::::::::
challenge

:::
of

:::::
tuning

:::
the

::::::::::
entrainment

::::
rate

::
in

:::::::
tropical

::::::
regions.

::::
The other two parameters, zvz0i and c_soil, tend to converge towards values close to the means of their original PDFs,

with zvz0i narrowly clustered slightly above its mean (∼ 1.7 m s−1) and c_soil more broadly distributed slightly below its

mean (∼ 0.8). This suggests that the default settings for these two parameters already provide a relatively good balance for the405

considered system. The histograms’ pronounced peaks for entrorg and zvz0i imply a relative insensitivity to weight variations.

This is also supported by the GSA in Fischer et al. (2024), where most QoIs turned out to be very sensitive to these two

parameters, such that only small changes would substantially affect most QoIs.

Figure 5 shows histograms of the optimized QoIs corresponding to the parameters in Fig. 4. Vertical lines indicate the values

from ICON simulations using default model parameters (solid) and reference data (dashed), corresponding to the right panels410

in Fig. 1. Generally, QoIs with larger weights (Table 1) shift more markedly from their default towards the reference values.

The strong weight for precipitation yields a ∼ 30% improvement relative to GPM IMERG data. Similarly, 2 m dew point

temperature and MSLP show significant improvements with regard to ERA5 data, owing to their medium weights. Conversely,

column integrated water vapor and 2 m temperature deteriorate, highlighting an inevitable trade-off in MOO for an overall

optimum. The effects on these QoIs become clear, since only the entrainment rate is substantially changed and a decrease in415

this parameter leads to increased precipitation, reduced 2 m temperature, a higher 2 m dew point, a weaker SHL and more

column integrated water vapor (see Fig. 1). With regard to cloud cover, only mid-level cloud cover shows a strong improvement

due to the slightly increased fall velocity of ice (Fig. 1), while low- and high-level cloud cover show no improvement, mostly

due to their lower weighting. As discussed in Sect. 3.2, accurately capturing low-level cloud cover remains a challenge for

both models and measurements, with none of the considered model parameters or their combinations being able to create a420

satisfactory solution. This also becomes clear from Fig. 1, where for certain QoIs, such as low-level cloud cover, no parameter

combination would lead to alignment with the reference data. Furthermore, QoIs with even lower weights can experience rather

diverse changes through the optimization, including deterioration with regard to the reference values (e.g., ITD latitude, AEJ

and TEJ speeds and latitudes). This phenomenon illustrates that enhancing certain QoIs often compromises others, indicative

of results situated on Pareto fronts. The inability to simultaneously optimize all QoIs to match reference data suggests potential425

physical discrepancies in the reference datasets or in the ICON model. The marked degradation of certain low-weighted QoIs

also highlights the potential risk of overfitting to highly weighted QoIs.

Figure 6 shows the optimal model parameters for varied weights, where each data point represents a single-objective op-

timization problem. The optimal parameters generally align with those in Fig. 4. However, substantial impacts on optimal

parameters are observed for several QoIs when weights vary. In certain instances, although the overall trends are pronounced,430

minor oscillations or jumps may be observed. These fluctuations are likely attributable to factors inherent in the optimization

procedure, such as tolerances and numerical considerations, but could also indicate the presence of multiple local minima.

Due to the complex approach, which includes many separate optimization runs, a global optimization procedure is considered
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infeasible because of the computational effort required. Nonetheless, these variations do not compromise the significance of the

results, given the clarity of the predominant trends. For high-weighted low-level cloud cover, significant parameter adjustments435

are found, i. e. a large entrainment rate and fall velocity of ice. This aligns with the much lower reference values of low-level

clouds shown in Fig. 1. However, despite these adjustments, the achievable values for low-level cloud cover remain far from the

reference values. As explained in Sect. 3.2, it remains problematic to enforce an optimum in this quantity. For higher weights

on the QoIs 2 m dew point temperature and accumulated precipitation, higher c_soil values are favored, as increased surface

latent heat fluxes consistently lead to higher dew points. These findings are supported by Fig. 1, as the surrogate values for440

these QoIs approach the reference values with higher c_soil values. With regard to the the considered latitudes, the entrainment

parameter shows the strongest impact (see Fig. 1). High weights on the latitudinal position of WAM features generally lead to a

larger optimal entrainment rate. This increased entrainment rate compresses the latitudinal extent of the WAM system, making

it narrower, which better matches the ERA5 reanalysis data.

The rather unpredictable changes in the parameter c_soil, which sometimes contradict the trends in the reference data shown445

in the panels in Fig. 1, can be explained by the weaker effect of this parameter compared to the other two. Consequently, the

optimal parameters are primarily influenced by entrorg and zvz0i, with c_soil adjusting accordingly.

3.4 Optimization based on output fields

In contrast to the previous section, here we base the optimization on the full 2D output fields of ICON. Figure 7 shows

the histograms of the optimized model parameters using the weight uncertainty method from Sect. 2.4, in direct analogy to450

the QoI optimization (Fig. 4). The optimized parameters generally scatter close to their default values, with slightly lower

values for entrorg, slightly larger values for zvz0i and lower values for c_soil. Thus, the default parameters already appear

to provide a reasonable balance across all output variables for the specified time and region, given the weight ranges from

Table 1. The parameter values for entrorg and zvz0i are more concentrated compared to c_soil, again highlighting their greater

impact on the variables, which is supported by the stronger magnitudes in the spatial variability fields (Fischer et al., 2024,455

compare Fig. 7 to Figs. 8 and 9). These variability fields in comparison with the target difference fields in Fig. 2c) offer

insight, whether the desired target change in a specific variable could be achieved by changing individual model parameters.

However, the spatial patterns in this comparison differ strongly for several variables such as precipitation, column-integrated

water vapor, 2 m temperature, 2 m dew point temperature, MSLP, and, to a lesser extent, wind speeds. This suggests that

modifying individual model parameters would not lead to an overall improvement over the whole domain. For precipitation,460

changes in parameters primarily induce zonally oriented alterations (Fig. 7,a4,b4, Fig. 9,f4 in Fischer et al., 2024), which

do not correspond with the target differences, particularly over mountainous regions such as the Guinea highlands and the

Cameroon line. This discrepancy may be attributed to the representation of convection, which is parameterized in our ICON

configuration. Although parameterized convection can produce realistic rainfall amounts over Africa (e.g., Kniffka et al., 2019),

spatial discrepancies remain pronounced (Fig. 2c1). It likely also relates to the spatial resolution, which struggles with complex465

topography and coastal dynamics. These discrepancies therefore necessitate alternative approaches, such as increasing the

resolution in simulations and improving the physical representations within the model.
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Figure 7. Histograms of optimal model parameters as result of Monte Carlo simulation with weights from Table 1 for optimizing output

fields.

For other variables, although the patterns of spatial variability fields for certain parameters exhibit some correlation with

the target difference field, the prospects of attaining a combined optimal state for all variables remain limited. This limitation

arises when the desired directions of change across variables does not align with the directions caused by a parameter change.470

An illustrative example of this effect is 2 m temperature and 2 m dew point temperature. Enhancing c_soil leads to more

evaporation and thus lower low-level temperatures and higher dew point temperatures (see Fig. 1, opposite sign). However, as

the differences between ICON and ERA5 are largely of the same sign (Fig. 2.2c and 3c), this disagreement cannot be reconciled

by changing c_soil. Therefore, adjusting the three parameters remains insufficient for reducing the regional discrepancies

between the ICON model outputs and the reference data.475

Finally, Fig. 8 depicts the optimized parameters when varying the weights assigned to the output variables in analogy to

Fig. 6 for the QoI optimization. Notable differences from the QoI optimization include the increase in the optimal entrainment

rate for high weights on precipitation and high-level clouds, suggesting that a higher entrainment rate can better address

regional changes in these variables, but not the domain average. Particularly for precipitation, the increase over the Guinea

Highlands and the decrease over the eastern Gulf of Guinea for enhanced entrainment rates are dominant (Fig.7a4 in Fischer480

et al., 2024), which controls the optimization towards the reference data (Fig. 2.1c). Other dependencies of optimal model

parameters on assigned weights and discrepancies between the two optimization strategies provide insight for developers to

improve parameter definitions or understand their effects. However, these findings should not be overinterpreted, given the

limited domain and parameter set of this study.

4 Conclusions485

Simulating the West African monsoon with numerical weather and climate models remains a significant challenge. This study

aimed to reduce errors in ICON model simulations over the WAM region during the boreal summer by adjusting three uncertain

model parameters that have been found to have a strong effect on WAM characteristics: the entrainment rate, the terminal fall

speed of ice crystals, and the soil moisture evaporation fraction. The optimization goal was to better align the ICON model

output with reference data from ERA5 reanalysis and GPM IMERG for precipitation.490

We employed surrogate models using PCA and Gaussian process regression for full 2D output fields and QoIs. By assigning

weights based on expert opinion to reflect their relative importance, we solved the surrogate-based optimization problem in
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Figure 8. Optimal model parameters resulting from MOO. Weights (relative importance) for individual output fields are successively in-

creased, while weights for all other output fields are specified based on their mean values in Table 1, summing to 100%. A separate optimiza-

tion problem is solved for each weight combination.

a computationally efficient manner. To account for variations in optima due to changes in the weights, we employed two

strategies: inducing spread in the weights and varying the weights individually.

Our findings indicate that the model parameters are generally well-tuned in the default model setup, even if the optimal495

values strongly depend on the weights of the meteorological variables in the optimization process. However, the optimal state

for the entrainment rate is extremely low when considering QoIs. This suggests that lower entrainment rates better capture

averaged WAM dynamics, including increased rainfall, higher 2 m dew points, and a weaker SHL. When optimizing the

full 2D output fields, the default parameters already represent a relatively good balance. For most meteorological variables,

parameter changes result in pattern changes that do not align with the desired pattern changes to approximate reference data,500
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indicating that these parameters cannot account for the spatial discrepancies. Furthermore, even when there is some correlation

in these spatial patterns, improving the accuracy in certain variables invariably leads to a deterioration in others.

Despite these limitations, this study has developed powerful tools for MOO, applicable across various scientific disciplines.

These tools aid in understanding the impact of varying objective weights on optimal parameters and corresponding QoIs. In

meteorology, this study has highlighted the constraints of parameter tuning, particularly in regions affected by diverse factors505

such as complex topography or coastal dynamics. To improve model accuracy further, other strategies should be explored,

such as increasing spatial resolution, improving the representation of physical processes, or adopting fundamentally different

approaches like artificial intelligence for weather and climate prediction.

Code availability. Within the context of this paper, an interactive tool (Fischer, 2024) has been developed that employs the surrogate models

for full 2D output fields to visualize the effect of parameter changes on output fields. Additionally, it allows for the visualization of the dif-510

ferences between the model output for these parameters and the reference data. The online tool is accessible at https://mattfis.github.io/wam-

simulations/. Note that the surrogate model has been developed for the six original model parameters. However, in the optimization studies

presented in this paper, only the three considered parameters with the largest sensitivities are optimized, while the other three parameters

are set to their default values. The computational framework used in this study primarily relies on publicly available software packages,

along with custom extensions. Optimization analyses were performed using the SciPy package for Python (Virtanen et al., 2020). PCA was515

performed using the scikit-learn package for Python (Pedregosa et al., 2011).

Data availability. The reference data used in this study include the ERA5 reanalysis data (Hersbach et al., 2020) and the GPM IMERG
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