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Response to comments on manuscript entitled “Reconciling Surface Deflections 
From Simulations of Global Mantle Convection” by O’Malley et al. 

 
 
 

Response to comments from Chief Editor 
 
Comments are bold text. 
 
In comment CEC1 (7 July 2024) the Chief Editor wrote “Unfortunately, after checking your 
manuscript, it has come to our attention that it does not comply with our "Code and 
Data Policy". 
 
https://www.geoscientific-model-development.net/policies/code_and_data_policy.html 
 
I point out here to the Code Availability section in your manuscript, which literally says: 
 
"TERRA models are archived [here]. The propagator matrix code is archived [here]. 
Parameterization files are archived [here]. [TO ED: this section will be completed upon 
final submission, when confirmation of the precise models published is obtained after 
review.]" 
 
Our policy is very clear about the mandatory publication of the code and data used to 
produce a manuscript before publication, and the need to include the links and 
permanent identifications (e.g. DOI) of each repository in the "Code and Data 
Availability" section in the manuscript. It is clear that your manuscript does not comply 
with it. Therefore, It should not have been accepted for Discussions. Therefore, the 
current situation with it is irregular. You must publish your code in one of the 
appropriate repositories, and reply to this comment with the relevant information (link 
and DOI) as soon as possible, as we can not accept manuscripts in Discussions that 
do not comply with our policy.  
 
if you do not fix this problem, we will have to reject your manuscript for publication in 
our journal. 
 
Please, note that you must include a license with your code, otherwise it remains your 
property and nobody can use it. Therefore, when uploading the model's code to the 
repository, you could want to choose a free software/open-source (FLOSS) license. For 
example, for  the GPLv3 you simply need to include the file 
'https://www.gnu.org/licenses/gpl-3.0.txt' as LICENSE.txt with your code. Also, you can 
choose other options: GPLv2, Apache License, MIT License, etc. 
 
Finally, you must include in a potential reviewed version of your manuscript the 
modified 'Code and Data Availability' section and the DOI of the code.” 
 
We thank the Chief Editor for their guidance and have inserted the following text into the Code 
Availability statement of the revised manuscript (please lines 719-726).  
 
"The propagator matrix code is archived on Zenodo with doi:10.5281/zenodo.12696774 (link: 
https://zenodo.org/records/12696774), it has a CC BY 4.0 license. Radial stresses, spherical 
harmonic coefficients for density fields, full density fields and viscosity profiles generated using 
the TERRA mantle convection simulation code are archived on Zenodo with 
doi:10.5281/zenodo.12704925 (link: https://zenodo.org/records/12704925). The TERRA 
version and system architecture used are as follows: branch = Volatiles/branch, commit 
number = 4c3ce53, system architecture = HPE Cray EX, 128 cores, 64 x dual AMP EPYC 
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7742 64-core. TERRA is a Fortran code, built with G-Fortran. The origin of TERRA predates 
now widely accepted software licensing procedures, it cannot now be made open source. 
Nonetheless, the TERRA development team welcomes collaboration and advises interested 
parties to contact J. H. Davies (DaviesJH2@cardiff.ac.uk) or H.-P. Bunge (bunge@lmu.de).”  
 
 

Response to comments from Nicolas Flament 
 
We respond to each of Professor Flament’s comments (RC1, 26 July) as follows.  
 
The present-day mantle structure is predicted by a convection model extending back 
to one billion years ago, but the analysis is limited to the present day. This approach is 
surprising as insights for the present-day are typically gained by using a present-day 
mantle structure derived from a tomographic model, predicting the geoid, and 
comparing it to the observed geoid. The strength of the presented mantle flow model 
is that it can make predictions for past times. While this strength is not used in this 
contribution it could be used in future work, keeping in mind that predicting the 
evolution of the structure of the lithosphere in global mantle flow models is a challenge. 
This contribution is suitable for GMD as a 'technical paper, describing developments 
such as new parameterizations or technical aspects of running models such as the 
reproducibility of results'. 
We agree that comparing model predictions of the history of dynamic topography, the geoid, 
etc. would be interesting and tractable. Given the length of this paper as it stands, we feel that 
this work is for a future contribution, as Professor Flament indicates.  
 
 
I find the structure of the introduction awkward with one single subsection (1.1), 
aspects of which (the first paragraph in particular) seem to pertain to the methods 
section. 
We have removed the subsection 1.1 heading. Please see the Tracked Changes document.  
 
 
Moving the text and table (which describe the mantle flow models)  from the 
supplement to the main text may be appropriate for a methods paper. 
We have done as suggested: the mantle flow calculations have been removed from the 
Supporting Information document and inserted into the main manuscript. We note that we 
have also moved the description of the spherical harmonic calculations from supporting 
information into the main manuscript, which we think helps to clarify our approach (please see 
revised Section 2 of the revised manuscript). 
 
It would be nice to formally add a reference to GMT6 (vale Pål Wessel): Wessel, P., Luis, 
J.F., Uieda, L.A., Scharroo, R., Wobbe, F., Smith, W.H. and Tian, D., 2019. The generic 
mapping tools version 6. Geochemistry, Geophysics, Geosystems, 20(11), pp.5556-
5564. 
We now cite Wessel et al. (2019) in the revised paper (please see the Acknowledgements). 
 
The reader can infer from the acknowledgments section of the preprint that I have 
previously commented on this work, which is why this review is brief.” 
We thank Professor Flament for his suggestions and commentary on this and earlier versions 
of this contribution.  
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Response to comments from Bernard Steinberger 
 
We thank Professor Steinberger for his commentary (RC2, 19 Sept 2024) and suggestions, 
which follow below. Before responding to each of his comments in turn we feel it is worthwhile 
discussing the rationale for this paper in general terms.  
 
We would like to emphasise that our goal with this paper is to establish, in one place, 
sensitivities of calculated surface deflections predicted by simulations of mantle convection 
that are parametrised with popular modelling choices. It is not to identify an optimal, e.g. most 
Earth-like, simulation. We readily acknowledge here, and in the introduction and discussion of 
the manuscript, that various insights into sensitivity of calculated surface deflections already 
exist in the literature and within the modelling community. However, the insights are dispersed 
and have been developed using different numeric and analytic approaches and code. 
Consequently, from an observationalist's perspective, it is often unclear whether variations in 
misfit between model predictions and observations of, for example, uplift and subsidence, 
relate to assumed mantle properties (e.g., density and viscosity) or to modelling choices (e.g. 
the approach used to solve the governing equations). We suggest that establishing impact of 
modelling choices benefits from development of self-consistent and systematic testing, such 
as that presented in this contribution. These tests include exploration of the impact of solving 
the equations of motion analytically and numerically, gravitation, viscosity and density. We are 
not aware of another (singular) paper that contains such systematic tests. Therefore, we 
suggest that it is novel, and will be of interest to those working to relate surface observations 
to the history of mantle convection, such as ourselves.  
 
In summary, we would like to make it clear here and in the revised manuscript that our goal 
(in this paper) is not to identify an optimal geodynamic model. Instead it is an attempt to 
establish a framework to assess the consequences of popular modelling choices on calculated 
surface deflections in a self-consistent, systematic, way. 
 
 
 
I don't think there is anything principally wrong with this paper, but this is also where 
the problem starts, because the methods used are really decades-old and I frankly don't 
see much novelty in what is shown here. I mean, you can obviously always find a new 
combination of modelling assumptions that has not been previously used before, or 
comparison that has not been previously done, or analyze results in a slightly different 
way as done before, but that doesn't really advance our knowledge unless it is geared 
towards addressing a specific question.  
We entirely agree that many of the methodologies we examined are established. Our goal with 
this paper, as stated in the manuscript and above, is to quantify the impact of widely made 
methodological choices on predicted surface deflections (e.g. approaches to solving the 
equations of motion, assumptions about gravitation, viscosity, etc.). As far as we are aware 
there is no (singular) paper that assesses the impact of the various modelling choices we 
examine on surface deflections in the systematic way that we do. We think that doing so is 
useful, especially, for those of us trying to understand how observations of vertical lithospheric 
motions can be used to assess predictions from whole mantle simulations. The specific 
question we address is ‘how do widely used modelling choices impact calculated surface 
deflections?’, which we have endeavoured to make clearer in the revised introduction and 
throughout the revised manuscript (please see e.g. lines 63-65).  
  
What is more, some of the modeling assumptions are really questionable or 
suboptimal, and I think more realistic models have been run before. For example, radial 
viscosity structure - overall viscosities are much too high to be compatible with the 
Haskell average for postglacial rebound. Of course, this is acknowledged by the 
authors, but others have previously done computations with more realistic viscosities. 
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Some more realistic viscosity profiles are shown as dashed lines in the figures, they 
are not used in the computations. Also, lateral viscosity variations are much smaller 
than would be realistic, I think, and also much smaller than what has been previously 
used, so I am not sure how much is gained compared to ignoring them altogether, as 
with the spectral method, and whether it is all that meaningful to say lateral viscosity 
variations lead to <25% changes, if they are much too small. 
We largely agree with the reviewer’s comment. However, we feel that it is somewhat beside 
the point of this paper, which, for clarity, is not to identify the most Earth-like simulation of 
mantle convection.  Instead, we seek to establish the impact of systematically changing, for 
instance, how viscosity is parameterised on calculated surface deflections. We stress that we 
do not advocate for a specific viscosity or aim to identify the most realistic model(s) in this 
paper. Nonetheless, we suggest that the viscosities tested in this paper are reasonably Earth-
like and we include tests of viscosities that are broadly like those indicated by the dashed lines 
in Fig 2 and 8 (see Fig 8 for instance). Crucially, for this paper, we compare the impact on 
surface deflections in a systematic way and are explicit about the viscosities used. In that 
sense we are of the view that the results provide meaningful assessment of the impact of 
changing viscosity on calculated surface deflections, and thus we fulfil our goals here.  
  
Thermal expansivity is assumed constant whereas, in reality, it is probably strongly 
decreasing with depth. 
To aid comparisons between numeric and analytic (propagator matrix) solutions of the 
equations of motion we assume incompressible convection in the models tested. As far as we 
are aware, constant thermal expansivity is the only choice that is self-consistent with the 
Boussinesq approximation of incompressible convection (see e.g., Ricard et al., 2022, GJI). It 
is worth noting that differences between compressible and incompressible mantle simulations 
are small, even in subduction zones (e.g. Lee and King, 2009, G-Cubed).  Nonetheless, we 
think that it would be interesting to compare surface deflections predicted by incompressible 
models and compressible models with depth-dependent thermal expansivity. However, we feel 
that doing so is beyond the scope of this paper.  
  
The radially varying gravity, although it was computed for the radial density distribution 
in the model, does not correspond to the actual radial gravity, which is more close to 
constant. 
We are unsure what the reviewer would like us to do here. Perhaps he is thinking of 
gravitational attraction according to PREM (etc.), which has gravity relatively constant through 
most of the mantle. We acknowledge that, in contrast, gravitational acceleration in the 
numerical models, which were computed from the radial density distributions as the reviewer 
says, decrease from the surface through the upper mantle. They increase, similarly to PREM, 
through the lower mantle to the core-mantle boundary (see Figure 4b in our main 
manuscript).   We note that we also tested simulations in which gravity is parameterised to be 
constant, and thus test models that likely span the range of actual gravitational acceleration, 
which we think is satisfactory for our purposes here.   
  
The only way how the computations are evaluated is by computing surface deflections. 
Others who have run these kind of models previously, have, for example also compared 
model geoid with observations, or the predicted density structure with tomography. 
None of this is done here, so I find it questionable how realistic the model is. Even the 
predicted topography patterns are not compared to any observations, except in terms 
of spectral power, and here, just as by looking at the resulting maps, it is clear that the 
predicted topography amplitudes are much too high to be compatible with 
observations, and no suitable efforts are being made to resolve this discrepancy - an 
issue that has, for example, been addressed in previous work of co-author Richards. 
The introduction talks about the fit between predictions and observations, however, 
none of this is attempted here, in contrast to previous work by others. In conclusion, I 
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suggest rejection, because of the lack of novelty, and because the models are 
unrealistic. 
As the reviewer points out, many other predictions and observations could be (and have been) 
used by us and others to assess the realism of mantle convection simulations. However, we 
politely point out that our goal with this paper is not to identify realistic simulations. Instead, 
our focus is on assessing the impact of modelling assumptions on predicted surface 
deflections.  
 
We agree that estimated surface deflections are of higher amplitude than independent 
estimates of dynamic topography from, for instance, oceanic age-depth residuals, here and in 
the manuscript. However, as we explain in the manuscript, (see line 110) ‘since the central 
focus of this work is merely on quantifying contrasts in predicted instantaneous surface 
deflections that arise from choices made when simulating mantle convection, we wish, here, 
to avoid post hoc modifications (e.g. lithospheric flexure and crustal isostasy)’. In other words, 
we seek to directly assess model output by comparing surface deflections. We note that they 
are computed directly from the analytic propagator matrix solutions, and by simple (linear) 
conversion of surface stresses calculated numerically. We think that generating estimates of 
dynamic topography requires an unavoidable post-hoc conversion of the calculated 
deflections. Doing so requires, for instance, assessment of lithospheric contributions to 
surface topography, which are especially poorly understood in the continents. We think that it 
is instead better for our purposes to focus on assessing impact of modelling choices using the 
directly computed surface deflections and would like to retain that approach.  
 
With regards to the reviewer’s other comments. First, we think that it is important that this 
paper is placed within the context of existing observational and theoretical work and would like 
to retain that material in the introductory parts of the paper. Secondly, we suggest that the 
novelty of this paper resides in its systematic testing of predicted surface deflections from 
numeric and analytic approaches to solving the equations of motion of mantle convection. In 
that sense, whether the models are agreed as being realistic or not is not strictly necessary 
for this contribution to be a useful one. Nonetheless, we suggest that the model 
parameterisations embrace a range of purportedly Earth-like values (e.g. for plate motions, 
viscosity and gravitation) and that the assessment of the impact of different modelling choices 
would be minimally changed by using other, perhaps more physically accurate, inputs. We 
have attempted to clarify the rationale for this paper and its goals throughout the revised 
manuscript (please see the Tracked Changes document).  
  
  
  
Response to “further comments” 
 
line 9: What do you mean with "can vary by ~10%" - do you mean the difference between 
the numerical (TERRA) and analytical (propagator matrix) approach can be up to 10%? 
Yes. We have clarified in the revised abstract that “deflections predicted by such numeric and 
analytic models can vary by ∼10%...”. 
 
lines 90 and 270: What do you mean with "radial gravitation" - that the gravity value 
depends on radius? Because it can also mean that gravity is in radial direction, but that 
should be an obvious ingredient in any mantle convection model. 
We mean that gravitational acceleration can vary as a function of radius (rather than assuming 
a constant 10 m/s2). Please see e.g. Table 2: “g(r)” and Section 4.1.2 in the revised manuscript, 
where we have tried to make our approach clear.   
 
lines 97/98: You switch here from small l to big L, but it appears to be the same. 
L = maximum degree, l = degree. What is in the revised manuscript (around lines 99-100) is 
correct.  
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line 108/109: "... amplitudes of calculated deflections will of course not reflect estimated 
amplitudes of dynamic topography" - why not? I think, quite obviously, amplitudes of 
calculated deflections should reflect estimated amplitudes of dynamic topography. If 
they don't and you don't even aim towards it, it shows that your model has a problem 
and is not realistic. 
Dynamic topography need not necessarily equal calculated surface deflections, as we 
compute them. For instance we have not removed lithospheric isostatic contributions to 
surface deflections. 
 
Fig. 2c: The range of viscosities plotted is not enough to include all the dashed 
viscosity profiles. It should go down to 10**20 Pas like in other figures. 
We will have revised this figure as suggested. 
 
Fig. 2g: The (continuous) color bar does not correspond to the discontinous coloring 
in the map. I think the discontinous one is better, because it makes it somewhat easier 
to distinguish magnitudes. Actually, I don't really like any of these, supposedly 
scientific, color bars with two colors only, because they make it hard to see anything 
except the difference between positive and negative. 
Thank you for pointing out the rendering issue in the scale bar for Figure 2g. We have 
corrected it in the revised manuscript. With regards to the general comment about colouring, 
the colour bars we use are (discretely) graduated between, for instance red and blue, or brown 
and blue. In that sense, more than two colours are used in each scale bar. We think that 
drawing the eye to positive and negative amplitudes is quite helpful and would like to retain 
the colour palettes used. Nonetheless, we note that we include histograms and various other 
statistical information, which we think helps to contextualise the grids. We also note that we 
have made the grid files available for the interested reader to plot and interrogate as they wish, 
which we hope is satisfactory.  
 
Eq. (3). I don't understand why you use this admittance formalism. I think it has been 
thoroughly shown before (including by Colli et al., 2016), that, because of decorrelation 
of gravity and topography due to different depth-dependent sensitivity kernels, this 
formalism doesn't lead to meaningful results for density anomalies in the convecting 
Earth's mantle. Why don't you refer to directly obtained residual topography estimates? 
We have added a statement about decorrelation and sensitivity of admittance to this part of 
the revised manuscript (please lines 286-293).   As we state in the manuscript, we regard 
Equation 3 as a rule of thumb that Colli et al. (2016)’s results suggest is valid for upper mantle 
contributions across most spherical harmonic degrees of interest. It is used to generate a 
curve for visualisation purposes, giving a simple representation of residual topography (see 
e.g. Holdt et al., 2022). We would therefore like to retain it, rather than showing residual 
topography estimates, which will make the already quite busy figures even busier.  
 
Fig. 4 and section 5.1.2: Self-gravitation, as the term is usually used, is the gravitation 
resulting from the non-spherical equipotential surfaces, and this is not the same as 
using a self-consistent radial gravity profile, which is what you seem to mean here. 
Hence also the comparison with Ricard (2015) who seems to be concerned with self-
gravitation in the usual sense of the word, seems irrelevant. 
We agree that our use of the term ‘self-gravitation’ was unclear and needed adjustment. To be 
clear, with regards to the tests discussed in Section 5.1.2 and shown in Figure 4, we have not 
modified the governing equations being solved in the propagator matrix code to, for instance, 
remove or include additional terms relating to self-gravitation. Instead, we (continue to) solve 
the equations that account for self-gravitation (e.g. the terms that relate to density and 
gravitational potential in the momentum equation remain). In fact, what we test is the impact 
of assuming a constant or ‘self-consistent’ (PREM-like) gravity profile and test the impact of 
including (or excluding) the geoid perturbations on calculated surface deflections. We have 
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revised the manuscript to clarify our approach, instead, for instance, referring to ‘self-
consistent radial gravity profiles’ as the reviewer suggests (see e.g. line 492). We suggest that 
the argument we present concerning the differences between models with and without these 
features is reasonable because these tests incorporate assessment of the impact of self-
gravitation. Nonetheless, for clarity and simplicity, we have removed the reference to Ricard 
(2015) from this part of the manuscript.  
 
Also, I don't think it is very meaningful to compute changes resulting from the gravity 
of the deflected surface, without including the effect of the internal density anomalies 
that cause those surface deflections. For one thing, as I already said, the surface 
deflections are much too large, and the effect of surface deflection and internal density 
anomalies on gravity largely compensate each other. So, if all these are taken into 
account, the effect would be even much smaller. 
We agree that the impact of density anomalies and boundary deflections on the geoid almost 
cancel out. We would like to emphasise here and in the revised manuscript that we do not 
compute deflections that account for gravity perturbations of the deflected surface in isolation. 
Instead, we either remove or include the impact of geoid perturbations as a whole, i.e., density 
anomaly and boundary deflection contributions to geoid, since both are wrapped into the “u3” 
term (see Equations 16 and 17). In our view, it is useful to establish impact on surface 
deflections from incorporation of gravity from deflected surfaces even when g = 10 m/s2 
everywhere, which is often assumed in mantle convection simulations and would like to retain 
these tests in the manuscript.  
 
Line 544 and following: Here, the figure number is missing. 
We now include the figure number as suggested (please see e.g. line 668 in the revised 
manuscript).  
 
Fig. S1. I don't think it is in any way useful to plot the surface density. It would be more 
useful to show them at more depths in the mantle. Regarding the densities at depth 270 
km, I am wondering why there seem to be positive density anomalies both beneath 
ridges and beneath subduction zones. 
Unfortunately, we disagree with the reviewer’s first assertion. We think that surface densities 
should be shown because they feature in conversion of surface stress to surface deflections. 
With regards to the reviewer’s second point about relatively high densities localised beneath 
some spreading centres (e.g. in the Pacific at 0 Ma at 270 km depth), we suggest that that is 
a consequence of the interaction of subducted material and mantle flow in the simulations.  


