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A new device from Plair SA company Rapid-E+ is investigated in current study. A two-step classification was applied. At the 12 

first step of classification pollen are separated from non-pollen particles.  At the second step pollen are classified into 27 pollen 13 

classes. It as established, that as with previous device rapid-E remains a large discrepancy between the signals measured by 14 

different devices. Therefore individual models need to be trained for every device. In overall the paper is well prepared. Some 15 

minors points must be corrected before final publication. 16 

Reply: The authors would like to thank Referee #2 for reviewing the manuscript and positive opinions. We are grateful for 17 

helpful comments, which we have used to improve our manuscript. Below we answer the questions and indicate the changes 18 

we have made to the revised manuscript. 19 

 20 

The paragraph about the used model (135-150) should be extended. ResNet-18 has 4 2-layer blocks. What does mean 4-block-21 

layer or 3-block-layer? In context of ResNet style models, a block is a container of layers. It means that a block is a larger unit 22 

than a layer. It seems that not all neural networks have 18 layers, because their architectures are different. That to present the 23 

architectures to readers, a good point  would be to prepare a architecture table as Table 3 in the paper  24 

(https://arxiv.org/pdf/1803.06131). It would also be useful to show the size of the inputs arrays received by each mode sub-25 

network.  26 

Reply: The paragraph has been extended as requested, and now reads: 27 

“The ResNet architecture with shortcut connections was chosen for its proven superior performance in classifying pollen using 28 

Rapid-E measurements (Matavulj et al., 2023; Daunys et al., 2022). Given the variability of input data, we adapted the ResNet 29 

model inspired by the 18-layer version. Specifically, we implemented a 4-block layer for the fluorescence spectrum and 30 

lifetime, a 3-block layer for the 447 nm laser scattering images, and a 1-block layer for the 637 nm laser scattering image. 31 

Details of these configurations are provided in Table B1. These architectures were selected because they demonstrated the best 32 

performance for the respective data types in the previous device version (Matavulj et al., 2023). The block-layers contained 33 

three convolutional layers, where we captured a residual following the initial convolution. Subsequently, at the closure of each 34 

block layer, we established a residual connection to the layer's output. Following the completion of all block layers, an 35 

additional convolutional layer was integrated. This was followed by a global average pooling, which averaged over the spatial 36 

dimensions of the images. The network initially learned from each type of input separately. After this initial training, we 37 

transferred the learned features from these individual inputs (specifically, the parts of the network responsible for feature 38 

extraction, known as convolutional blocks) to a new network. This new network processed all different inputs together by 39 
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equalizing the features from each input using a fully connected (FC) layer, which were then merged. Finally, the network was 40 

trained only to classify this combined data using another FC layer with a SoftMax function. During this phase, the weights of 41 

the feature extractors (the convolutional blocks) were kept unchanged. This means that while the network was learning to 42 

classify the merged data, the initial parts that extract features from each input type did not undergo any further changes.” 43 

Table B1: Feature extractors for each data type. The convolutional layers are represented as N x M, F, where N X M represents 44 

the filter size for the 2D convolution, while F represents the number of feature maps.  45 

Input type: Scattered light images Fluorescence spectrum Fluorescence lifetime Infrared image 

Input dimension: 120x14 5x14 3x22 4x4 

conv1 7 x 7, 70 1 x 7, 70 1 x 7, 70 3 x 3, 70 

block1 3 x 3, 70 

3 x 3, 70 

3 x 3, 70  

1 x 3, 70 

1 x 3, 70 

3 x 3, 70  

1 x 3, 70 

1 x 3, 70 

3 x 3, 70  

3 x 3, 70 

3 x 3, 70 

3 x 3, 70  

 

block2 

5 x 5, 140 

5 x 5, 140 

3 x 3, 140 

1 x 7, 140 

1 x 5, 140 

3 x 3, 140 

1 x 5, 140 

1 x 5, 140 

3 x 3, 140 

 

block3 7 x 1, 200 

5 x 5, 200  

3 x 3, 200 

1 x 5, 200 

1 x 5, 200  

3 x 3, 200 

1 x 3, 200 

1 x 5, 200  

3 x 3, 200 

 

block4  1 x 3, 300 

1 x 5, 300 

3 x 3, 300  

1 x 3, 300 

1 x 5, 300 

3 x 3, 300  

 

final_conv 3 x 3, 200 3 x 3, 300 3 x 3, 300 4 x 4, 70  

 46 

The scattering images of Rapid-E were of variable length. What is case in Rapid-E+? If they are of variable size, how the issue 47 

was solved? 48 

Reply: The scattering image in Rapid-E+ has a fixed length of 120 acquisitions across 14 scattering angles. We have now 49 

noted that in chapter 2.1 “The 447 nm laser scattering is measured now in two polarization planes at a narrower angle window 50 

and fixed duration limited to 120 acquisitions.” 51 

 52 

It would seem that in the graphs shown in Figure B2 of Appendix B, the intensity should be positive. However, a large part of 53 

the shadow, which is bounded by the curvatures calculated adding and subtracting standard deviation to/from the mean, is in 54 

the negative range. The standard deviation is appropriate to characterize the dispersion when the values follow a normal 55 

distribution. In this case, the distribution does not appear to be normal and, moreover, asymmetric. In this case, it is preferable 56 

to represent in the center by solid line a median curve and to delimit the shaded area by curves corresponding to quantiles 57 

symmetrical with respect to the median. 58 

Reply: Figure B2 of Appendix B has been changed accordingly, where a solid line now represents a median and the shaded 59 

area represents the interquartile range (25th - 75th percentiles). 60 
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(A) 61 

 62 
(B) 63 

 64 
  65 
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(C) 66 

 67 
(D) 68 

 69 

Figure B2: Median (with the interquartile range 25th - 75th percentiles depicted by area around lines) fluorescence spectrum 70 

(left side) and lifetime (right side) measurements after preprocessing for: (A) Betula pendula, (B) Fraxinus pennsylvanica, (C) 71 

Juglans regia and (D) Platanus orientalis reference pollen measured in “pollen mode“ on Novi Sad Rapid-E+ device. (y-axis 72 

is “unitless”) 73 
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