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Our responses are in black, marked as [Response], and the comments of the 1 

Reviewers are in purple, marked as [Comment]. In our responses, we mark the 2 

changes in the manuscript with shading and separate comments using “***********”.  3 

Reviewer #1 (Remarks to the Author): 4 

The authors investigate carbon cycle feedbacks under CO2 and non-CO2 GHG 5 

forcings. Since non-CO2 GHG lead to warming only, the CO2 concentration induced 6 

component of the carbon cycle feedbacks is missing for this forcing. This motivates 7 

the authors to investigate what has been termed “non-linearity of carbon cycle 8 

feedbacks” in previous studies, but with a focus on non-CO2 forcings. The authors use 9 

an impressive set of idealized model experiments to separate the different feedback 10 

components. The manuscript is generally well written, well structured, and the 11 

methods are sound and well described, although some parts of the manuscript could 12 

be improved in clarity and I found some of the results difficult to understand (see my 13 

comments below). There are only very few studies dealing with the interactions of non-14 

CO2 GHG forcing and the carbon cycle, even though non-CO2 GHG reduction will be 15 

an important climate mitigation measure in pathways that limit global warming to below 16 

2 degrees. Although the main results do not seem to be very surprising, I believe this 17 

study is a valuable contribution to this field and I would recommend publication in Earth 18 

System Dynamics after my comments listed below have been addressed. 19 

We thank Dr. Schwinger for taking the time to read the manuscript and provide 20 

detailed and insightful comments and suggestions that helped to improve the 21 

manuscript.  22 

********** 23 

General comments 24 

[Comment 1] 25 

The topic of this study is complicated and not easy to grasp for a reader without 26 

specific knowledge of the carbon-cycle feedback literature. I would therefore 27 

encourage the authors to critically review their introduction and provide more 28 

explanation of the basic concepts and how they are related to the main topic of the 29 
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study, the differences between CO2 and non-CO2 GHG forcings. More specifically, I 30 

think a link between the non-linearity of carbon cycle feedbacks and the feedbacks 31 

due to non-CO2 GHG needs to be made, given that this topic is discussed quite 32 

extensively later in the manuscript. It would be a good idea to add a paragraph to the 33 

introduction that deals with the fact (and the causes for) that temperature 34 

mediated feedbacks can be different under rising or constant CO2, and that this 35 

is the main difference between CO2 and non-CO2 GHG mediated feedbacks. 36 

Here it would be also pertinent to cite the two (to my knowledge) studies that have 37 

investigated the topic of non-linearity previously (Zickfeld et al. 2011 and Schwinger 38 

et al. 2014, both studies did not deal with non-CO2 forcings). Also, in the Methods and 39 

Table 1, there are some sources of confusion, which should be addressed (see my 40 

specific comments below). 41 

On a related note, why do the authors not go a step further and introduce 42 

a new symbol for the cross term? A clear definition of the “non-linear” or “cross-43 

term” has been hampered by the fact that in the first studies using the beta/gamma 44 

framework (Friedlingstein et al. 2003, 2006), gamma was defined by [CO2]-[CO2bgc]. 45 

For this reason, also later studies that actually had a [CO2rad] simulation available 46 

continued using the term gamma for both climate carbon feedbacks [CO2rad] and 47 

[CO2]-[CO2bgc], as the authors mention themselves. This study might be a good 48 

opportunity to clean up with this “notational mess”? 49 

 50 

[Response] 51 

We are grateful for this comment and for the insight around the “notational 52 

mess”. As suggested, in Introduction we added a paragraph that introduces the 53 

nonlinearity concept with the citations on the suggested studies. 54 

The weakening of land and ocean carbon sinks due to non-CO2 GHGs 55 

underscores the importance of understanding the differences in carbon cycle 56 

feedbacks between CO2 and non-CO2 GHGs. Only the changes in CO2 concentrations 57 

are associated with the carbon-concentration (β) feedback, that is the response of the 58 

land and ocean carbon uptake to the changes in CO2 concentration, mainly via the 59 

stimulation of photosynthesis through CO2 fertilisation effect over land and the 60 

solubility pump over the ocean. The changes in both CO2 and non-CO2 concentrations 61 
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are associated with the carbon-climate feedback (γ), that is the response of the land 62 

and ocean carbon uptake to climate change, mainly via the increased plant and soil 63 

respiration over land and reduction of the CO2 solubility in the ocean with warming 64 

(Arora et al., 2013; Schwinger et al., 2014; Zickfeld et al., 2011). Under changing CO2 65 

concentrations, land and ocean carbon storages are simultaneously exposed to the 66 

carbon-concentration and carbon-climate feedbacks. However, the interaction 67 

between these feedbacks can introduce a non-linearity in the system, whereby the 68 

combined effect is not simply the sum of individual feedbacks. Thus, temperature-69 

mediated feedback can differ under changing versus constant CO2 levels, an 70 

important distinction when comparing CO2 and non-CO2 GHG feedback mechanisms. 71 

Here, it is also important to acknowledge that other factors, such as time lags and 72 

potential irreversibilities in the climate system, may also contribute to these differences 73 

(Boucher et al., 2012; Chimuka et al., 2023; Schwinger et al., 2014). 74 

Previous studies investigated the nonlinearity in the carbon cycle feedback and 75 

revealed that the nonlinearity, or the cross term, may be comparable in size with γ 76 

(Schwinger et al., 2014; Zickfeld et al., 2011). They attributed the nonlinearity to the 77 

different responses of the land biosphere to the temperature changes, depending on 78 

the presence or absence of the CO2 fertilisation effect, as well as the weakening of 79 

ocean circulation and mixing between water masses of different temperatures. 80 

However, these studies did not consider non-CO2 GHGs. 81 

 82 

We also fixed the mix-up in Table 1. 83 

Following the Reviewer’s suggestion, we introduced a symbol χ for the cross-84 

term. We modified the Methods section to clarify the reasoning behind the need for 85 

the new symbol.  86 

Zickfeld et al. (2011) and Schwinger et al. (2014) demonstrated that Eq. (4) 87 

includes the residual term ε, which can be derived from the difference between [CO2] 88 

– [CO2bgc] and [CO2rad] - [piControl], using Eq. (5): 89 

ε = ∆𝑈𝐶𝑂𝑈 − ∆𝑈𝐵𝐺𝐶 −  ∆𝑈𝑅𝐴𝐷.       (5) 90 

These studies revealed that the residual ‘nonlinearity’ term depends on both 91 

CO2 concentration and climate change, and it can be of the same order of magnitude 92 

as the γ term. Here, we propose attributing the residual nonlinearity to a cross term, 93 
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associated with the nonlinearity feedback χ. Although many recent studies continued 94 

to attribute χ to the γ feedback—partly due to the absence of the [CO2rad] experiment 95 

in some experimental designs, and also because this approach has been widely 96 

established in earlier research (Friedlingstein et al., 2003, 2006)—we show that these 97 

metrics become less well-defined when examining the effects of both CO2 and non-98 

CO2 GHGs on the carbon cycle. 99 

 100 

********** 101 

[Comment 2] 102 

In the section on the physical climate (section 3.1), the strongest warming is 103 

found in [CO2rad], but it is not explained why. [CO2rad] is warmer, particularly in the 104 

Arctic, than both [CO2] and [nonCO2], if I am not mistaken. Results show no very 105 

strong CO2 physiological warming in [CO2bgc], but nevertheless the CO2 106 

physiological warming is used to explain the differences in simulations several times 107 

(e.g. lines 221-222), and it remains completely unclear to me why then [CO2rad] is the 108 

warmest simulation? In previous studies, the strongest CO2 physiological 109 

warming was found in the Arctic region for CMIP5 ESMs (Park et al. 2020), with 110 

significant regional SAT contributions. This study, which includes the 111 

predecessor ESM IPSL-CM5A-LR, could be mentioned in the context of the CO2 112 

physiological warming. In the present study, the authors find the CO2 induced total 113 

warming smaller than the radiative warming alone in high latitudes (line 224, Fig. S5e), 114 

which is opposite from the results of the Park et al. study. This needs at least to be 115 

mentioned and if possible some explanation should be provided (the authors mention 116 

differences in snow albedo as an explanation, but this is rather a consequence than a 117 

cause of the different surface temperatures?). 118 

 119 

[Response] 120 

Indeed, we completely missed this point in the original manuscript. In the 121 

revised version, we added discussion on the larger warming in the [CO2rad] compared 122 

to the [CO2] experiment. We added some discussion, including a comparison with the 123 
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findings of Park et al. (2020). We also revised Fig. S3 to include the [CO2rad] - [CO2] 124 

combination. 125 

We tested several potential mechanisms that could lead to a larger warming in 126 

[CO2rad] compared to the [CO2] experiment. Particularly, Park et al. (2020) describe 127 

two contrasting effects of CO2 fertilisation: (1) CO2 leads to reduction in the stomatal 128 

conductance, which in its turn decreases evaporative cooling, and (2) CO2 leads to 129 

higher leaf area index, which (i) increases evaporative cooling and (ii) decreases 130 

albedo, which also leads to warming. We cannot approve either of these mechanisms 131 

because land evaporation is slightly higher in the [CO2rad] experiment (Fig S5).  132 

 133 

Figure S5. (a–d) Global, (e–h) land and (i–l) ocean annually-averaged changes in evapotranspiration (mm year-1) as a 134 
function of (a, e, i) time (year), (b, f, j) CO2 concentration (ppm) / CH4 concentration (ppb, only for [nonCO2]), (c, g, k) 135 
GSAT (ºC) and (d, h, l) cumulative GSAT (ºC). 136 

 The behaviour of the IPSL-CM6A-LR model remains the same in other similar 137 

experiments. Comparison of CMIP6 1pctCO2 (fully coupled experiment with 1% CO2 138 
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increase per year) and 1pctCO2-rad (same but radiatively coupled) shows that, in 139 

agreement with our results, the fully coupled experiment produces a slightly higher 140 

surface air temperature increase, especially in the northern high latitudes, at moderate 141 

CO2 levels (Figure R1). Similar behaviour can be seen in the GFDL-ESM4 simulations 142 

but is absent in the NorESM2-LM. As noted by the Reviewer, the ensemble size in our 143 

study is small and the effects of the model’s internal variability should be considerable.  144 

 145 

Figure R1. Time series of (left) northern high-latitude (>60º N) and (right) global surface air temperature increase (K) 146 
in the radiatively-, biogeochemically- and fully-coupled 1pctCO2 experiments by selected CMIP6 ESMs. The vertical 147 
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dotted line indicates year, when the experiment’s CO2 concentration is nearly equal to the maximum CO2 concentration 148 
(403 ppm) of this study. 149 

We have added the following discussion of the differences between our results 150 

and those of Park et al. (2020). 151 

The combined effects of CO2 physiological and radiative forcing do not lead to 152 

more warming, as the radiative forcing alone ([CO2rad] experiment) leads to a slightly 153 

higher global temperature increase compared to the coupled [CO2] experiment (Fig. 154 

2a, b). This temperature difference is particularly evident in the Arctic region (Fig. S3a). 155 

Our findings differ from those of a CMIP5 intercomparison study, which reported that 156 

CO2 physiological warming amplifies the Arctic warming (Park et al., 2020). The study 157 

showed that the CO2 physiological effect contributes to high-latitude warming by 158 

reducing evaporative cooling due to stomatal closure under elevated CO2 levels. In 159 

contrast, we observe higher evapotranspiration in the [CO2rad] compared to the [CO2] 160 

experiment (Fig. S5), which is probably a consequence of the lower warming in the 161 

[CO2] experiment. In our study, the greater warming in the [CO2rad] experiment may 162 

be driven by increased surface albedo, especially over the Arctic Ocean (Fig. S3b). 163 

While the underlying causes remain unclear, this pattern appears consistent in other 164 

experiments conducted with IPSL-CM6A-LR under moderate CO2 levels (not shown). 165 

Because the ensemble size in our study is limited and the effects of the model’s 166 

internal variability should be considerable, future research should validate the 167 

robustness of our findings with larger ensemble simulations. 168 

 169 

********** 170 

[Comment 3] 171 

Table 1 is somewhat confusing. Column 4 refers only to beta and gamma such 172 

that both experiments [CO2rad] and [CO2]-[CO2bgc] appear to be the same (they 173 

include the carbon cycle feedback “CO2 gamma”), but it is not mentioned that the 174 

cross-term is present in [CO2]-[CO2bgc]. The same is true for [nonCO2] and 175 

[CO2bgc+nonCO2]-[CO2bgc]. Also, in the 5th column the only term listed for [CO2]-176 

[CO2bgc] is the cross term, while the actual gamma-term is missing. Again, the same 177 

is true for [CO2bgc+nonCO2]-[CO2bgc]. In the footnotes, the terms ΔUγ,CO2physiological 178 

and ΔUβγ,CO2physilogical are not defined anywhere. I would suggest to just say that the 179 

warming from the physiological CO2 forcing is assumed to be negligible. 180 
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[Response] 181 

Columns 4 (“Included carbon cycle feedback”) and 5 (“Included carbon cycle 182 

terms from Eq.2”) in the original manuscript included such information, and apparently 183 

column 4 adds more confusion than clarity to the description of the experimental 184 

design. Thus, in the revised manuscript we delete it. 185 

As the Reviewer pointed out, the terms in column 5 had errors on the included 186 

terms, which is now corrected. We also remove the original explanation on the 187 

ΔUγ,CO2physiological and ΔUβγ,CO2physilogical terms and added the following instead: 188 

*according to equations by Etminan et al. (2016), warming from the physiological 189 
CO2 forcing is assumed to be negligible. 190 
 191 

********** 192 

[Comment 4] 193 

In the abstract (line 21-22), even if Arora et al 2020 and Schwinger et al. 2014, 194 

did not use the term “cross-term” but “non-linearity”, the results are consistent with 195 

these studies. So I would suggest adding “consistent with previous studies that 196 

considered CO2 forcing only”. 197 

[Response] 198 

We agree with the suggestion and revised the abstract accordingly. 199 

We introduce a framework, consistent with previous studies, however, focused 200 

exclusively on CO2 forcing, to separate the carbon-climate feedback into the 201 

temperature and cross terms. Our findings reveal that these feedback terms are 202 

comparable in magnitude for the global ocean. This underscores the importance of 203 

considering both terms in carbon cycle feedback framework and climate change 204 

mitigation strategies. 205 

  206 

********** 207 
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Specific comments 208 

[Comment 1] 209 

Equation 2: It might be pertinent to cite Schwinger et al. 2014 here, who used 210 

the Taylor expansion to define “nonlinearity” of carbon cycle feedbacks. Please double 211 

check the factor 1/2 in the cross-term (also in Equation 5), which is wrong I believe 212 

(only the quadratic terms have the factor of 1/2). 213 

[Response] 214 

As suggested, we added the citation, changing text to: 215 

Following Schwinger et al. (2014) the formulation can be expanded to a Taylor 216 

series… 217 

Besides we agree that the factor of 1/2 is wrong here, removed. 218 

********** 219 

[Comment 2] 220 

Equations 3-4: Why are the quadratic terms included here? They cannot be 221 

quantified, so they belong to the residual term in the context of this study. 222 

[Response] 223 

We respectfully disagree, because via our analysis, we conclude that second-224 

order terms (quadratic terms) cannot be neglected. We think it is necessary to show 225 

them consistently with the quadratic term that is needed to define the cross term (Δ𝑈𝜒), 226 

as shown below. 227 

Δ𝑈𝛽 =
𝜕𝑈

𝜕𝐶𝐶𝑂2
𝛥𝐶𝐶𝑂2 +

1

2

𝜕2𝑈

𝜕𝐶𝐶𝑂2
2 (𝛥𝐶𝑐𝑜2)2 + 𝑅𝑒𝑠.,      (7) 228 

Δ𝑈𝛾 =
𝜕𝑈

𝜕𝑇
Δ𝑇 +

1

2

𝜕2𝑈

𝜕𝑇2 Δ𝑇2 + 𝑅𝑒𝑠.,                                (8) 229 

Δ𝑈𝜒 =
𝜕2𝑈

𝜕𝐶𝐶𝑂2 𝜕𝑇
Δ𝑇𝛥𝐶𝐶𝑂2 + 𝑅𝑒𝑠..        (9) 230 

 231 

********** 232 
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[Comment 3] 233 

Line 19-20: Please double check the sentence: Shouldn’t this be the other way 234 

around – “Non-CO2 forcing primarily affects temperature driven feedbacks…” or did I 235 

misunderstand something here? 236 

[Response] 237 

This indeed should be the other way around, now corrected. 238 

CO2 forcing affects both carbon-climate and carbon-concentration feedbacks, 239 

whereas non-CO2 gases influence only the carbon-climate feedback. 240 

********** 241 

[Comment 4] 242 

Line 22: It is a bit unclear what “both components” refers to. Also, non-CO2 243 

forcing are usually considered in Earth system modelling, e.g., in SSP scenarios. 244 

Please reword this sentence to make the main conclusion of this paper clearer. 245 

[Response] 246 

We changed the wording to “feedback terms” to be consistent with the previous 247 

sentence. We further reworded the last sentence of the abstract by rewording 248 

“considered in Earth system modelling” to “considered in carbon cycle feedback 249 

framework”. Now it reads as follows:  250 

Our findings reveal that these feedback terms are comparable in magnitude for 251 

the global ocean. This underscores the importance of considering both terms in carbon 252 

cycle feedback framework and climate change mitigation strategies. 253 

 254 

 255 

********** 256 

[Comment 5] 257 

Line 75-81: “like many contemporary models” could be made more specific by 258 

saying “like all other ESMs participating in CMIP6” or similar. Generally, I think this 259 

paragraph is not necessary here. These are idealized concentration-driven 260 

experiments, so why discuss the lack of CH4 and N2O emission-driven capability in 261 
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the Introduction? Particularly, since a section on “limitations” exists at the end of the 262 

manuscript. I would suggest deleting this paragraph and move parts of the text to 263 

Section 4. 264 

[Response] 265 

We followed the Reviewer’s suggestion by deleting this paragraph and moving 266 

part of it to the section on study limitations as follows: 267 

However for this study, the use of the model is justified because current 268 

changes in CH4 and N2O concentrations are primarily driven by anthropogenic sources, 269 

suggesting that the absence of interactive modules of natural sink/source processes 270 

does not significantly affect the representation of natural variability trends for the CH4 271 

and N2O concentration (Nakazawa, 2020; Palazzo Corner et al., 2023; Zhu et al., 272 

2013). 273 

 274 

********** 275 

[Comment 6] 276 

Line 210-214: Although the physiological warming might be “significant” it is still 277 

quite small. Also, I would suggest being more careful here (and elsewhere in the 278 

manuscript), since the ensemble size is small and decadal scale variability can still be 279 

present in the ensemble mean. For example, the “significant CO2 physiological 280 

warming” in [CO2bgc] over “the high latitudes of land and ocean during stabilization 281 

period” could very well be an effect of AMOC, which happens to be significantly 282 

stronger over much of the stabilization period of [CO2bgc] compared to [piControl] in 283 

two of three ensemble members (Fig. S1a). 284 

[Response] 285 

We agree and, thus, changed the paragraph to include a more careful 286 

statement. 287 

The CO2 physiological warming that can be quantified by comparing [CO2bgc] 288 

with [piControl] is small (green line in Fig. 2). Spatially, some differences are ubiquitous 289 

over land, e.g., CO2 physiological warming persists over Eurasia during the ramp-up 290 

period, and over the high latitudes of both land and ocean during the stabilisation 291 



12 
 

period (Fig. S3a). A larger ensemble size of model simulations would be required to 292 

investigate these differences more thoroughly. In our following analysis on carbon 293 

cycle feedbacks, we assume the CO2 physiological warming to be negligible. 294 

 295 

********** 296 

[Comment 7] 297 

Line 219: “… the higher sensitivity to non-CO2 forcing compared to CO2 298 

forcing”. This should be the other way round (SAT is higher under CO2 forcing)? 299 

[Response] 300 

Indeed, this should be the other way round, corrected. 301 

 302 

********** 303 

[Comment 8] 304 

Line 220-221: “The combined effect of CO2 physiological and radiative forcing 305 

leads to more warming in the coupled [CO2] experiment compared to both the 306 

[CO2rad] experiment.” I guess the “both” should be deleted? Also, I cannot see this in 307 

Fig 2a, here [CO2rad] shows a stronger warming than [CO2].  This is consistent with 308 

the figures in the supplementary, which also show that [CO2rad] seems to be warmer 309 

than both [CO2] and [nonCO2], particularly in the high latitudes (Fig S3a). What is the 310 

reason for this? Also, as mentioned above, this is different from the CMIP5 study of 311 

Park et al. 2020. 312 

[Response] 313 

We deleted the unnecessary “both”. We agree with the comment and revised 314 

the paragraph, as described in our response to General comment 2. 315 

 316 

********** 317 

[Comment 9] 318 

Line 223-224: “…the CO2-induced total surface warming is larger than CO2-319 

induced radiative warming almost everywhere, except for the high northern latitudes 320 
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over the land and ocean (Fig. S3).” I can’t see this from Fig S3, because [CO2]-321 

[CO2rad] is not shown there. Again, the most striking difference is that [CO2rad] is 322 

warmer than [nonCO2], particularly in high latitudes (and by comparison with the next 323 

column also warmer than [CO2] in the high latitudes. What is the reason for this 324 

difference? 325 

[Response] 326 

We added the [CO2]-[CO2rad] experiment to Fig. S3 in the revised manuscript 327 

version. We also revised the discussion, as described in our response to General 328 

comment 2. 329 

 330 

Figure S3. Spatial variation of three-member-ensemble mean changes in (a) surface temperature (ºC) and (b) surface 331 
albedo averaged over 20 years at the end of (first rows) ramp-up, (middle rows) ramp-down, and (bottom rows) 332 
stabilisation phases relative to piControl under selected scenarios. We draw only grids significantly different from 333 
piControl (p < 0.1 based on t test, N=60) and between [CO2], [CO2rad] and [nonCO2] experiments using three ensemble 334 
members (p < 0.1 based on t test, N=60). 335 

 336 
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********** 337 

[Comment 10] 338 

Line 238-243: This paragraph is very confusing. It seems to repeat things that 339 

have been explained in the Methods section, but in a way that I doubt is helpful for the 340 

reader. I would suggest either rewording and expanding this paragraph or deleting it. 341 

Again, the terms ΔUγ,CO2physiological and ΔUβγ,CO2physilogical have never been defined in the 342 

manuscript. 343 

[Response] 344 

We now deleted the paragraph, as in section 3.1 we state that we assume CO2 345 

physiological warming to be negligible. 346 

 347 

********** 348 

[Comment 11] 349 

Table 2: While CO2 (and non-CO2 GHG) concentrations are all the same in the 350 

different concentration driven experiments, this is not the case for the temperature 351 

increase. For example, SAT is 10-15% lower for [nonCO2] compared to [CO2] and 352 

[CO2rad] (estimated from Fig.2). Therefore, I am wondering if it would not make more 353 

sense to give values for gammas in this table? I would expect ΔUγ,nonCO2 be somewhat 354 

lower than ΔUγ,CO2rad just because of the lower temperature increase, while it is actually 355 

gamma which makes the most useful comparison between the simulations. More 356 

importantly, how are the cross-term carbon uptakes (first line in the lower part of the 357 

table) calculated? Shouldn’t this be the difference between the second and fourth line 358 

of the upper part of the table? I cannot see this is the case. 359 

[Response] 360 

We chose to report values of cumulative fluxes rather than those of the 361 

feedback parameter because we wanted to show the changes for ramp-up, ramp-362 

down and stabilisation periods. Estimation of the feedback parameter values for the 363 

end of the ramp-up period is possible and we included it in the newly added Table S1. 364 

We also added a column with experiment’s peak temperatures (mean temperature at 365 

the end of ramp-up period) to Table 2.  366 



15 
 

However, due to the lagged responses of both temperature and carbon fluxes, 367 

estimation of feedback parameters for the ramp-down period is more challenging. 368 

Furthermore, we would face numerical issues for calculating carbon cycle feedback 369 

parameters for stabilisation and total periods.  370 

The newly added Table S1 (below) shows larger negative γ for land and smaller 371 

negative γ for ocean in the [CO2rad] compared to [nonCO2] experiment, but these 372 

differences are not statistically significant. 373 

We confirmed some errors in the table for the means of the cross terms. We 374 

corrected them in the revised manuscript. 375 

Table 2. Cumulative CO2 and climate change-driven changes in the land and ocean carbon fluxes (GtC), shown as 376 
three- member ensemble mean. The ± indicates one standard deviation among the three members. Note that all 377 
experiments are analysed relative to their [piControl] counterparts. 378 

Experime
nt 

Max. 
warmin
g (K)* 

Terms 
Years 1-50 (ramp-up) 

Years 51-100 (ramp-
down) 

Years 101-150 
(stabilisation) 

Total 

Land Ocean Land Ocean Land Ocean Land Ocean 

[CO2bgc] 0.1±0.0 Δ𝑈𝛽,𝐶𝑂2  
179.3±2.

2 
103.8±0.

7 
-

16.3±6.0 
-

19.7±1.0 

-
106.3±0.

4 

-
32.1±0.8 

59.4±1.8 53.4±0.9 

[CO2rad] 1.1±0.1 Δ𝑈𝛾,𝐶𝑂2  
-

18.6±2.4 
-2.4±0.2 4.5±5.7 0.0±1.4 11.4±4.0 0.3±1.9 -2.2±2.0 -2.1±0.6 

[nonCO2] 0.9±0.1 Δ𝑈𝛾,𝑛𝑜𝑛𝐶𝑂2  
-

14.8±3.6 
-2.3±1.0 1.3±6.0 -0.5±1.3 10.2±2.4 1.3±0.5 -2.5±2.9 -1.6±0.2 

[CO2] – 
[CO2bgc] 

1.0±0.0 
Δ𝑈𝛾,𝐶𝑂2 

+  Δ𝑈𝜒,𝐶𝑂2  
-

14.7±1.0 
-4.5±0.2 3.8±3.0 -1.4±1.0 8.2±1.9 0.6±0.5 -3.8±3.1 -5.5±1.4 

 
 Δ𝑈𝜒,𝐶𝑂2  3.9±2.1 -2.2±0.4 -0.7±7.3 -1.4±0.5 -3.2±5.9 0.2±2.3 -1.6±5.0 -3.4±2.0 

 
 Δ𝑈𝜒,𝑛𝑜𝑛𝐶𝑂2  3.5±1.5 -1.6±1.0 2.8±7.9 0.1±1.1 -1.6±1.5 -1.0±1.3 2.0±4.0 -2.5±1.0 

 
 

Δ𝑈𝛾,𝐶𝑂2 

−  Δ𝑈𝛾,𝑛𝑜𝑛𝐶𝑂2  
-3.8±5.0 -0.1±0.9 3.2±3.6 0.5±0.9 1.2±2.6 -1.0±2.2 0.3±2.7 -0.5±0.7 

 
 

Δ𝑈𝜒,𝐶𝑂2 

−  Δ𝑈𝜒,𝑛𝑜𝑛𝐶𝑂2  
0.4±3.5 -0.6±0.7 -3.5±3.4 -1.6±1.0 -1.6±7.4 1.3±3.3 -3.6±5.5 -1.0±2.8 

* defined as the mean ∆GSAT during years 41-60. 379 

Table S1. Changes in the carbon cycle feedback parameters for land and ocean at the end of the ramp-up period, shown 380 
as three- member ensemble mean. The ± indicates one standard deviation among the three members. We use 381 
temperature of the fully coupled experiments to estimate γ and χ feedbacks. 382 

Experiment Terms 
Years 1-50 (ramp-up) 

Land Ocean 

[CO2bgc] β𝐶𝑂2 (GtC ppm-1) 1.51 ± 0.02 0.88 ± 0.01 

[CO2rad] 𝛾𝐶𝑂2 (GtC K-1) -17.02 ± 1.44 -2.17 ± 0.14 

[nonCO2] 𝛾𝑛𝑜𝑛𝐶𝑂2 (GtC K-1) -16.74 ± 4.12 -2.58 ± 1.19 

[CO2] - [CO2bgc] - [CO2rad] 𝜒𝐶𝑂2 (GtC ppm-1 K-1) 0.03 ± 0.02 -0.02 ± 0.0 

[nonCO2bgc] - [CO2bgc] - 
[nonCO2] 

𝜒𝑛𝑜𝑛𝐶𝑂2 (GtC ppm-1 K-1) 0.03 ± 0.01 -0.01 ± 0.01 

 383 
********** 384 
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[Comment 12] 385 

Line 282-284: As mentioned above, it is a choice to “attribute” the cross-term 386 

to the carbon-climate feedback, which makes sense in the context of previous studies. 387 

But I don’t see why this would be necessary, and I would encourage the authors to 388 

drop this attribution and just go ahead with beta, gamma, and the cross-term (as 389 

mentioned above, maybe introduce a new symbol for the cross term?). 390 

[Response] 391 

We thank the Reviewer for the encouragement. We have divided the original 392 

"Carbon-Climate Feedback" section by creating a new section titled "Nonlinearity in 393 

Carbon Cycle Feedback." Additionally, we introduce the symbol χ to represent the 394 

cross term.  395 

 396 

********** 397 

[Comment 13] 398 

Line 304: “larger climate change driven carbon source” is not precise. It is rather 399 

a larger climate change driven reduction of the ocean sink. The ocean remains a sink 400 

throughout. Same comment applies for line 312. 401 

[Response] 402 

Revised accordingly. 403 

Over ocean, the contribution from the χ term leads to a greater reduction in the 404 

carbon sink driven by climate change (Fig. 3). 405 

.. 406 

Spatially, while the Southern Ocean remains the largest ocean carbon sink in 407 

all considered experiments involving atmospheric CO2 changes, it, along with the 408 

Atlantic Ocean, undergoes the largest climate change-driven reduction in carbon sink 409 

(Fig. 4). 410 

 411 

 412 
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********** 413 

[Comment 14] 414 

Line 324: Why would reducing non-CO2 GHG only change ΔUγ? By changing 415 

temperature, the cross-term would be affected, too. 416 

[Response] 417 

Agreed, changed to “implies alteration of Δ𝑈𝛾 and Δ𝑈𝜒 terms.” 418 

 419 

********** 420 

[Comment 15] 421 

Line 369-370: Again, the highest GSAT is found in [CO2rad] which is 422 

inconsistent with this conclusion. 423 

[Response] 424 

We removed this sentence from the Conclusions in the revised manuscript. 425 

 426 

Technical comments 427 

[Comment 1] 428 

Line 37: delete “over” 429 

[Response] 430 

Deleted 431 

********** 432 

[Comment 2] 433 

Line 69: consider changing to “to clarify whether the climate responses to 434 

declining CO2 and non-CO2 GHGs differ globally and regionally.” 435 

[Response] 436 

Changed to the suggested formulation. 437 
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********** 438 

[Comment 3] 439 

Line 86: Place reference to Boucher et al. 2020 after the model name, not after 440 

CMIP. Replace CMIP by CMIP6 441 

[Response] 442 

Changed accordingly. 443 

********** 444 

[Comment 4] 445 

Line 96: Confusing sentence, please consider rewording. Maybe “… between 446 

a model experiment with perturbed GHG concentration but fixed sea surface and ice 447 

temperatures and a control simulation with pre-industrial GHG concentrations.” or 448 

similar. 449 

[Response] 450 

Changed to the suggested formulation.  451 

 452 

********** 453 

[Comment 5] 454 

Line 108: “referred to” could be understood as if the effective concentrations 455 

are used in the text and figures. I would suggest rewording this sentence. 456 

[Response] 457 

We reworded the second half of the sentence, which now reads: 458 

The effective concentrations of CH4 and N2O are used as input to the radiative transfer 459 

scheme of the climate model throughout the rest of this study. In the text and figures, 460 

these are presented as the actual (equivalent) concentrations. 461 

********** 462 
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[Comment 6] 463 

Line 156: Delete “atmospheric CO2 induced”. 464 

[Response] 465 

Deleted. 466 

 467 

********** 468 

[Comment 7] 469 

Line 199: thermostatic -> thermosteric 470 

[Response] 471 

Corrected. 472 

 473 

********** 474 

[Comment 8] 475 

Line 201: Consider replacing “under considered timescale” by “within the time-476 

horizon considered here” or similar. 477 

[Response] 478 

Changed as suggested. 479 

 480 

********** 481 

[Comment 9] 482 

Line 250: “… which induces carbon sink…” -> “which represents the CO2 483 

induced carbon sink…” 484 

[Response] 485 

Changed as suggested. 486 

 487 

********** 488 
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[Comment 10] 489 

Line 254: Complicated sentence. Why not say “Over the ocean beta is positive 490 

(carbon sink) in all regions …” 491 

[Response] 492 

Changed, as suggested. The sentence now reads: 493 

Over the ocean β is positive (carbon sink) in all regions during the ramp-up 494 

period (Fig. 4). 495 

 496 

********** 497 

[Comment 11] 498 

Line 278: What do you mean by “prolonged duration of beta”? Please clarify. 499 

[Response] 500 

Changed to “the extended period of large β influence”. 501 

 502 

********** 503 

[Comment 12] 504 

Line 286: Please spell out what “equivalent” means (within one standard 505 

deviation?). 506 

[Response] 507 

Added (within one standard deviation uncertainty range)”. 508 

********** 509 

[Comment 13] 510 

Line 287: Remove subscript betas before “in Table 2”. 511 

[Response] 512 

Corrected 513 

 514 
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********** 515 

[Comment 14] 516 

Line 295: the gamma -> gamma 517 

[Response] 518 

Corrected. 519 

********** 520 

Reviewer references 521 

Park, SW., Kim, JS. & Kug, JS. The intensification of Arctic warming as a result 522 

of CO2 physiological forcing. Nat Commun 11, 2098 (2020). 523 

https://doi.org/10.1038/s41467-020-15924-3 524 

Schwinger, J., and Coauthors, 2014: Nonlinearity of Ocean Carbon Cycle 525 

Feedbacks in CMIP5 Earth System Models. J. Climate, 27, 3869–3888, 526 

https://doi.org/10.1175/JCLI-D-13-00452.1. 527 

Zickfeld, K., M. Eby, H. D. Matthews, A. Schmittner, and A. J. Weaver, 2011: 528 

Nonlinearity of Carbon Cycle Feedbacks. J. Climate, 24, 4255–4275, 529 

https://doi.org/10.1175/2011JCLI3898.1. 530 

 531 

  532 
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Reviewer #2 (Remarks to the Author): 533 

This study compares the climate and carbon cycle response to equivalent CO2 534 

and non-CO2 forcings using a set of idealized concentration-driven simulations. The 535 

authors find that the climate-carbon feedback is dominant under non-CO2 forcing 536 

whereas both the carbon-concentration and climate-carbon feedbacks are important 537 

under the CO2 forcing. Under both CO2 and non-CO2 forcings, the land and ocean 538 

carbon uptake due to both feedbacks is quantified along with a cross term i.e., a term 539 

that quantifies the response to climate change in the presence of CO2 concentration. 540 

The manuscript reads well – the introduction and methods are written clearly 541 

and are easy to follow. My main concern is that the paper does not provide enough 542 

background to help the reader understand the results, particularly with regards to the 543 

meaning and calculation of the cross term, which is discussed at length in the results 544 

section. I suggest an expansion of the introduction section to include: (1) more 545 

background on previous non-linearity studies (2) and studies that previously quantified 546 

the cross term (if any). Furthermore, an addition to the methods section of: (1) the 547 

carbon cycle feedback framework (𝛽, 𝛾) and (2) the meaning of the cross term and 548 

how it is calculated under CO2 and non-CO2 forcing. 549 

[Response] 550 

We thank the Reviewer for taking the time to read the manuscript and provide 551 

detailed and insightful comments that helped to improve the manuscript. 552 

In response to the concern of the Reviewer as to the lack of background of the 553 

study, we expanded the Introduction to have a paragraph on the feedback nonlinearity 554 

and existing studies that investigate and quantify nonlinearity. 555 

The weakening of land and ocean carbon sinks due to non-CO2 GHGs 556 

underscores the importance of understanding the differences in carbon cycle 557 

feedbacks between CO2 and non-CO2 GHGs. Only the changes in CO2 concentrations 558 

are associated with the carbon-concentration (β) feedback, that is the response of the 559 

land and ocean carbon uptake to the changes in CO2 concentration, mainly via the 560 

stimulation of photosynthesis through CO2 fertilisation effect over land and the 561 

solubility pump over the ocean. The changes in both CO2 and non-CO2 concentrations 562 

are associated with the carbon-climate feedback (γ), that is the response of the land 563 
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and ocean carbon uptake to climate change, mainly via the increased plant and soil 564 

respiration over land and reduction of the CO2 solubility in the ocean with warming 565 

(Arora et al., 2013; Schwinger et al., 2014; Zickfeld et al., 2011). Under changing CO2 566 

concentrations, land and ocean carbon storages are simultaneously exposed to the 567 

carbon-concentration and carbon-climate feedbacks. However, the interaction 568 

between these feedbacks can introduce a non-linearity in the system, whereby the 569 

combined effect is not simply the sum of individual feedbacks. Thus, temperature-570 

mediated feedback can differ under changing versus constant CO2 levels, an 571 

important distinction when comparing CO2 and non-CO2 GHG feedback mechanisms. 572 

Here, it is also important to acknowledge that other factors, such as time lags and 573 

potential irreversibilities in the climate system, may also contribute to these differences 574 

(Boucher et al., 2012; Chimuka et al., 2023; Schwinger et al., 2014). 575 

Previous studies investigated the nonlinearity in the carbon cycle feedback and 576 

revealed that the nonlinearity, or the cross term, may be comparable in size with γ 577 

(Schwinger et al., 2014; Zickfeld et al., 2011). They attributed the nonlinearity to the 578 

different responses of the land biosphere to the temperature changes, depending on 579 

the presence or absence of the CO2 fertilisation effect, as well as the weakening of 580 

ocean circulation and mixing between water masses of different temperatures. 581 

However, these studies did not consider non-CO2 GHGs. 582 

 583 

We also expanded the subsection “2.3 Carbon cycle feedback attribution” of 584 

the Methods to have more detailed and clear information about the carbon cycle 585 

feedback framework and the cross term. 586 

Traditionally, carbon cycle feedback analysis relies on fully coupled [CO2], 587 

biogeochemically-coupled [CO2bgc] and radiatively-coupled [CO2rad] simulations 588 

(Arora et al., 2013, 2020; Friedlingstein et al., 2006; Gregory et al., 2009; Schwinger 589 

et al., 2014; Schwinger and Tjiputra, 2018; Williams et al., 2019; Zickfeld et al., 2011). 590 

The carbon uptake (∆U) can then be estimated using the well-established carbon cycle 591 

feedback framework as a sum of carbon-concentration β parameter (GtC ppm-1) 592 

multiplied by the changes in the atmospheric CO2 concentration ∆𝐶𝐶𝑂2 (ppm) and 593 

carbon-climate γ feedback parameter (GtC K-1) multiplied by the changes in surface 594 

temperature ∆T (K), using Eq. (1): 595 

∆𝑈 = β × ∆𝐶𝐶𝑂2 +  γ × ∆T +  ε .       (1) 596 

Here, term ε refers to a residual term.  597 
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The β parameter can be estimated from the [CO2bgc] - [piControl], using Eq. 598 

(2): 599 

β =
∆𝑈𝐵𝐺𝐶

∆𝐶𝐶𝑂2
,          (2) 600 

where ∆UBGC is the carbon uptake in the BGC experiment [CO2bgc]. The β 601 

feedback is associated with strengthening of the land and ocean carbon sink (positive 602 

to the land and ocean). Thus, it acts as negative climate feedback (decreasing CO2 603 

content and dampening climate change). 604 

Existing studies derived the γ feedback from the [CO2rad] - [piControl] 605 

combination of experiments, using Eq. (3), as well as from the difference between the 606 

[CO2] and [CO2bgc] experiments, hereafter referred to as [CO2] – [CO2bgc], using Eq. 607 

(4) (Arora et al., 2013, 2020; Asaadi et al., 2024; Friedlingstein et al., 2003, 2006; 608 

Melnikova et al., 2021): 609 

γ =
∆𝑈𝑅𝐴𝐷

∆𝑇
,          (3) 610 

γ =
∆𝑈𝐶𝑂𝑈−𝐵𝐺𝐶

∆𝑇
,         (4) 611 

where ∆URAD and ∆UCOU-BGC are the carbon uptake in the RAD experiment 612 

[CO2rad] and the difference between the fully coupled (COU) and BGC experiments 613 

[CO2] – [CO2bgc]. The γ feedback is associated with a weakening of the land and 614 

ocean carbon sinks globally, albeit with regional variability (negative to the land and 615 

ocean). Thus, it acts as positive climate feedback (increasing CO2 content and 616 

accelerating climate change).  617 

 618 

********** 619 

Minor comments 620 

A few minor comments are included below: 621 

[Comment 1] 622 

L19: I suggest using the term ‘climate-carbon cycle feedback’ instead of 623 

temperature-driven feedback, since that is the terminology most used in the field. 624 

[Response] 625 

We agree and changed the term to “carbon-climate feedback” to be consistent 626 

with existing studies (e.g., Arora et al., 2013; Schwinger et al., 2014).  627 
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 628 

********** 629 

[Comment 2] 630 

L20: Is this sentence correct? From my understanding, the CO2 forcing drives 631 

both carbon cycle feedbacks through changes in CO2 concentration and temperature, 632 

whereas the non-CO2 forcing drives the climate carbon cycle feedback only through 633 

changes in temperature. Please clarify. 634 

[Response] 635 

This indeed was erroneous (should be the other way round), now corrected. 636 

CO2 forcing affects both carbon-climate and carbon-concentration feedbacks, 637 

whereas non-CO2 gases influence only the carbon-climate feedback. 638 

 639 

********** 640 

[Comment 4] 641 

L38: Acronym ‘GHG’ not introduced - I suggest writing greenhouse gas in full 642 

here. 643 

[Response] 644 

Added. 645 

 646 

********** 647 

[Comment 5] 648 

L50: Please specify which forcing components were included in the Richardson 649 

et al. (2019) study. If the study included the response to CO2 and non-CO2 forcing, I 650 

suggest briefly discussing the results from this study in your introduction section, and 651 

if possible, comparing these results to your results in your discussion section. 652 

[Response] 653 

We add clarification, now the text reads as follows. 654 
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Richardson et al. (2019) revealed spatial and temporal differences in the 655 

surface temperature response to different forcings, such as CO2 and CH4, in part due 656 

to the physiological CO2 warming over the densely vegetated regions that is absent 657 

under non-CO2 forcing. 658 

Our findings are consistent with Richardson et al. (2019), which we briefly 659 

acknowledge in the revised manuscript. 660 

When comparing CO2- and non-CO2-induced forcing ([CO2] and [nonCO2] 661 

experiments) at a global scale, our results are consistent with Richardson et al. (2019) 662 

who show the higher surface temperature response of CO2 when compared to CH4. 663 

********** 664 

[Comment 6] 665 

L58: This may be a good point to link non-CO2 forcing to the climate-carbon 666 

cycle feedback. 667 

Non-CO2 forcing induces warming => capacity of the land and ocean sinks 668 

reduces => atmospheric CO2 concentration and temperature affected. It may also help 669 

to explain why the non-CO2 concentration-carbon feedback is not relevant. 670 

[Response] 671 

We are grateful for this suggestion. Following the Reviewer’s comment, we 672 

added a linkage of non-CO2 forcing to the climate-carbon cycle feedback to the 673 

Introduction as described in our response to the main comment. 674 

********** 675 

[Comment 7] 676 

L60: It may help readers to preface this paragraph with a brief description of 677 

how the two carbon cycle feedbacks work under increasing and decreasing CO2 678 

concentrations. This will make it easier to understand L62 where you state the results 679 

from your Melnikova et al. (2021) study. 680 

[Response] 681 

We agree and added a brief description as follows. 682 
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Previous studies have also examined the impact of declining atmospheric CO2 683 

concentrations on the climate and carbon cycle (Boucher et al., 2012; Chimuka et al., 684 

2023; Jones et al., 2016; Koven et al., 2023; Melnikova et al., 2021; Schwinger and 685 

Tjiputra, 2018). During the period of decreasing atmospheric CO2 concentrations and 686 

temperature (ramp-down), the β and γ feedbacks are influenced by both the reduction 687 

of CO2 levels and temperature and the inertia of the carbon cycle—specifically, the 688 

altered land and ocean carbon pools resulting from prior increases in the CO2 689 

concentrations and temperature (Chimuka et al., 2023; Zickfeld et al., 2016). 690 

 691 

********** 692 

[Comment 8] 693 

L69-71: This sentence is too long. For clarity, please separate the two research 694 

questions using (1) and (2) or a semi-colon. 695 

[Response] 696 

We followed the Reviewer’s suggestion by moving “carbon cycle responses” to 697 

the first question and focusing on the nonlinearity feedback in the second research 698 

question.  699 

Thus, the purpose of this study is twofold:  700 

− to clarify whether the climate and carbon cycle responses to declining CO2 and 701 

non-CO2 GHGs differ globally and regionally 702 

− to investigate the carbon cycle nonlinearity feedback under CO2 and non-CO2 GHG 703 

decrease, and the different implications for climate change mitigation.  704 

 705 

********** 706 

[Comment 9] 707 

L81: Please clarify which climate factors you are referring to here. 708 

[Response] 709 

Following specific comment 5 of Reviewer #1, we removed this paragraph on 710 

the study’s approach limitations, just keeping part of it in the discussion section. Thus, 711 
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this sentence has now been deleted. We keep justification of the use of IPSL-CM6A-712 

LR with the following text. 713 

However for this study, the use of the model is justified because current 714 

changes in CH4 and N2O concentrations are primarily driven by anthropogenic sources, 715 

suggesting that the absence of interactive modules of natural sink/source processes 716 

does not significantly affect the representation of natural variability trends for the CH4 717 

and N2O concentration (Nakazawa, 2020; Palazzo Corner et al., 2023; Zhu et al., 718 

2013). 719 

 720 

********** 721 

[Comment 10] 722 

L120: From my understanding of the table format, experiments are above the 723 

horizontal line, while combinations of experiments are below the horizontal line. This 724 

is why I am surprised that the [CO2bgc+non-CO2] experiment is above the line. Is this 725 

an experiment or an addition of two separately run experiments? If it is indeed an 726 

experiment, then I assume you prescribed both CO2 forcing and non-CO2 forcings, 727 

then specified the piControl CO2 concentration in the radiation code? If so, that would 728 

mean that the only warming seen in that experiment would be CO2 physiological 729 

warming, so how then can non-CO2 𝛾 be included in this experiment? Please clarify. 730 

[Response] 731 

This understanding is correct, this was indeed an experiment. We prescribed 732 

the piControl CO2 concentration and varying non-CO2 (CH4 and N2O) concentrations 733 

in the radiation code. Thus, the non-CO2 radiative and CO2 physiological (negligible) 734 

forcings caused the warming. This is consistent with our original description in the 735 

table. We added a clarifying sentence to the section on Experiment design. 736 

Additionally, an experiment that combines nonCO2 radiative forcing with CO2 737 

physiological forcing [CO2bgc + nonCO2] allows for the comparison of nonlinearities 738 

arising from combined carbon-concentration feedback and CO2- and non-CO2-driven 739 

carbon-climate feedback. It serves as the nonCO2 counterpart of the [CO2] experiment. 740 

 741 
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 742 

********** 743 

[Comment 11] 744 

On the same note, is the additional combination [CO2bgc+non-CO2]-[CO2bgc] 745 

necessary? It looks like we could get at non-CO2 𝛾 by taking the difference between 746 

[CO2+non-CO2] and [CO2] and this would give the cross term as well. Is there a 747 

benefit to using [CO2bgc+non-CO2]-[CO2bgc] over [CO2+non-CO2]-[CO2]? 748 

[Response] 749 

The Reviewer is correct that non-CO2 𝛾 may be derived either from 750 

[CO2bgc+non-CO2]-[CO2bgc] or from [CO2+non-CO2]-[CO2], with both 751 

combinations involving two experiments. However, there are at least two benefits of 752 

using [CO2bgc+non-CO2]-[CO2bgc]. Firstly, it is consistent with deriving γCO2 and χ 753 

CO2 terms from [CO2]-[CO2bgc], because both combinations subtract the BGC 754 

component from an experiment that has β, γ and χ. Secondly, using [CO2+non-CO2]-755 

[CO2] would lead to a using an experiment with nearly doubled warming level 756 

([CO2+non-CO2]), that would affect the value of cross term χ (probably by 757 

overestimating it). 758 

 759 

********** 760 

[Comment 12] 761 

In the 4th column, the first two combinations of experiments seem to be missing 762 

the Δ𝑈! components. 763 

[Response] 764 

Thank you, this is now corrected. 765 

 766 

********** 767 

[Comment 13] 768 

Figure 1: I would like to commend the authors on this figure – it complements 769 

the methods section very nicely. 770 
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[Response] 771 

We sincerely thank the Reviewer. 772 

 773 

********** 774 

[Comment 14] 775 

L146: Section 3.1 assumes that readers have a solid grasp of the carbon cycle 776 

feedback framework and the feedback parameters (𝛽, 𝛾) used, which may not be the 777 

case. I suggest prefacing this section with a brief description of carbon cycle feedback 778 

parameters (equations for quantification, units and sign convention) before introducing 779 

Δ𝑈. 780 

[Response] 781 

We added a paragraph with a brief explanation on the 𝛽, 𝛾 quantification, units 782 

and sign convention, as suggested (although not before but after introducing Δ𝑈), as 783 

described in our response to the Reviewer’s main comment. 784 

 785 

********** 786 

[Comment 15] 787 

L184: I suggest citing Zickfeld et al. (2011) here. 788 

[Response] 789 

Thank you for bringing up this study that we had missed. The refence has now 790 

be added together with some other relevant publications that we also missed in the 791 

original manuscript (Arora et al., 2013; Schwinger et al., 2014). We also added 792 

references to Zickfeld et al. (2011) in several other places in the revised manuscript 793 

(e.g., in the new paragraph in the Introduction about existing studies on nonlinearity of 794 

carbon cycle feedbacks). 795 

 796 

********** 797 
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[Comment 16] 798 

Figure 2: Is the last column of panels on Figure 2 necessary? I notice that these 799 

figures are hardly referenced. 800 

[Response] 801 

We agree and removed the last column of Figure 2. 802 

 803 

********** 804 

[Comment 17] 805 

Also, I suggest using a different colour for either the CO2 or CO2bgc lines? The 806 

two are compared several times in the text but the colours are difficult to distinguish 807 

on the figure panels. 808 

[Response] 809 

We changed the colour of [CO2] from orange to deep pink for a better distinction. 810 

 811 

********** 812 

[Comment 18] 813 

L219: What is the reason for the higher sensitivity to non-CO2 forcing than CO2 814 

forcing? 815 

[Response] 816 

We apologize for the confusion in text, as it should be opposite, i.e., higher 817 

sensitivity of CO2 forcing compared to non-CO2 forcing. We made the correction and 818 

added a clarification for the reason as follows.  819 

Our results are consistent with Nordling et al. (2021) who show the higher 820 

effective temperature response for CO2 forcing compared to non-CO2 forcing, 821 

attributing it to the changes in clear-sky planetary emissivity. 822 

 823 

********** 824 
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[Comment 19] 825 

L262: It appears that the figure in the paper referenced – Chimuka et al. (2023) 826 

– shows little hysteresis in autotrophic respiration and GPP, and not in heterotrophic 827 

respiration as mentioned in the text. 828 

[Response] 829 

This is indeed true, we misread the paper. We now removed the sentence. 830 

 831 

********** 832 

[Comment 20] 833 

L283-284: Are there merits to attributing the cross term to 𝛾 rather than keeping 834 

it as a separate term? 835 

Keeping the legacy of previous studies is probably the biggest merit. However, 836 

considering the implications of the carbon cycle framework for nonCO2 scenarios, it is 837 

more accurate to keep the cross-term as a separate feedback term. Following 838 

encouragement from Reviewer #1, we introduced the new symbol χ for the cross-term 839 

and divided the original "Carbon-Climate Feedback" section into two parts, creating a 840 

new section titled "Nonlinearity in Carbon Cycle Feedback." 841 

 842 

  843 
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