Answers to Referee #2 Jacqueline Russell

The authors thank Jacqueline Russell for her comprehensive review of the manuscript. Please find
our answers (blue text)to the comments (black text) below.

General

The paper presents a description of the BM-FLX SW and LW radiance to flux conversions including the
determination of the required cloud information from the MSI cloud properties. Using EarthCARE test
framesit goeson to evaluate the errorcomponentinthe fluxes due to the conversion processforboth
the ideal case of perfect cloud information and for the case of cloud information derived from other
EarthCARE products. The work presented provides importantinformation to users regarding the basis of
the radiance to flux conversion and the evaluation undertaken is a valuable and necessary exerdise
providinganinitial look at the flux performance compared to modelled fluxes.

The paperisgenerally well structured butin terms of clarity | thinkthat some additionsand modifications
are needed in the description of the method in section 2. Some context to the evaluation would also
help elucidate the scope and limitations of the comparisons presented. The goal of being able to estimate
flux to 10 Wm-2 at the 10km by 10km for both the SW and LW is a very challenging requirement
(particularly in the SW). Without knowing the details of the specification it is not immediately clear to
me if thisisk=1, 2 or 3 requirementonthe error or an upperlimitsol don’tknow exactly how to relate
it to your results. If possible it would be good to clarify this, although | realise that these things are not
always as clearly specified as they mightbe and may require a bit of interpretationon your part, in which
case | would suggest you explain yourinterpretationto provide someindication of the baryou are trying
to meet. | note that you mentionthe requirementinrelationtoachieving radiative closure to within 10
Wm-2 (which | appreciate is the origin in the requirement within the EarthCARE mission) but this is
possibly even hardertorelate to yourresults and to be honest I think not clearly related even at mission
specification levelwhenderiving the BBR accuracy requirement, so it may be easierto stick to discussing
the flux product requirements, however this isup to you. Whatever the specifics | thinkit would be useful
for users to be able to understand how these results indicate they should employ the data for their
chosen purpose and how they might identify fluxes that meet a certain quality criteria or a means by
which they may be able to meet a specific criteria. To this end it would be useful to know if quality
indicatorsin the fluxes themselves can provide some information on accuracy of the fluxes allowing users
to selectan appropriate subset. Alternatively or additionally it would be usefulto know if averagingover
a largerdomain provide generally better results (thisis implicitin the bias and seems likelylooking at the
results and | think knowing at what scale you may meet a specific criteria would be useful). Also some
discussion of how representative the errors are likely to be (given you are comparing to model fluxes),
and discussion of the way forward regarding the effect of the scene identification errors would be
helpful. For example, are the scene errors because these products don’t meet their specifications and
will be improved? Isit becausethe modelradiances aren’tasrealisticas the retrieval and thus the errors
are notrepresentative of the real worldorare these errors that you have to live with and can you adjust
/ tune the scene id to cope with them?. | don’t think that addressing these things constitutes a major
change tothe paperinany sense. | detailtheseissues below along with noting some possibleissues with
figures 3, 5 and 6 which may be incorrectly displayed.

The work presented provides importantinformation to users regarding the basis of the radiance to flux
conversion and the evaluation undertakenis a valuable and necessary exercise providing an initial look



at the flux performance compared to modeled fluxes. The paperis generallywell structured butin terms
of clarity | think that some additions and modifications are needed.

Main points — Section 2

Lines 59 to 84. At this pointinthe paper you are discussing the definition of flux generally (both SWand
LW), howeverthe formulation you presentis specifictothe SW so is a bit confusing. | think this section
should be general to both SW and LW or needs to become part of the SW section below and then be
repeatedforthe LW. | would suggest you can generalize by stating thatyou are integrating the radiance
field over viewing zenith and azimuth (this is true for both LW and SW). The radiance depends on the
scene, the viewing geometry, and additionally for the SWthe solar geometry. Notein this case you would
not use relative azimuth but viewing azimuth as the integration term. Youwouldin this case also need
to avoid anything specificto the shortwave method. Alternatively, you will need to formulate a separate
discussion and equation for LWand SW but | don’tthink thisis needed.

Thankyou for yourcomments, and agreed to keep acommon formulation for both SWand LW. The text
has been modified as follows: “The solar flux leaving the Earth-atmosphere ...”. And it has been added
“The thermal flux has the same dependencies as the solar flux except for SZA.” for the LW flux for
clarification. Also added at the end of the section: “In the BMA-FLXprocessor, the LW ADMs are assumed
to be a function of only VZA, whilethe SW ADMs depend on SZA, VZA and RAA”

Lines 67 to 69. This is phrased a bit strangely and | am really not sure about the points these two
sentences are making. Converting radiance to flux using a model of the radiation anisotropy is the
method you are employing. As opposed to calculating flux from properties retrieved from radiances for
example. The model usedtorepresent non uniformvariation of the radiation field (i.e. its anisotropy), is
an angular distribution models (ADMs) in a general sense. You state ‘The ADMs have accurately
represented this variation (Su et al., 2016) and so are used as the basis for flux retrieval’. My
understanding is that you are not actually directly using the particular ADMs described in Su et al.
Althoughthey may be relevantto the accuracy of the fluxes, you using this does not automaticallyimply
any accuracy of the ADMs you derive fromthose fluxes if you follow a different classification system for
example. If you just mean by this sentence that ADMs can be accurate, this may be true but that some
angulardistribution model has been used successfully before doesn’t have any bearing on the accuracy
of any other ADM. So I’'m a bit lost and think maybe a few things are not quite said as intended,
particularly bearingin mind that at this pointyou are talking about both the SW and LW flux derivation.
| think you want to make the following points butl’m not sure if you really want to make themall here:
- You are developing your own ADMs to represent sceneanisotropy and enable fluxes to be
derived from flux.
- For the SW you are using CERES fluxes to develop your model, these employ their own
distinct ADMs which are of established accuracy (although thisisonly relevant forthe SW |
think sothat will need to be clarified)

Ourintention hereistointroduce the ADM’s methodology and provide as an example of an operational
ADM, the CERES ADMs from Su et al (2015).

To clarify the text, the sentence has been rewritten as: “The ADM's methodology have accurately
represented thisvariation, e.g., Suetal. 2015, and so are used as the basis forflux retrieval.”



Line 70 to 72. | think this needs to be rephrased. An ADM doesn’t estimate the flux, it represents [an
estimate of] the relative angular distribution of the radiation field and can be used for the derivation of
flux from asingle radiance measurement. Similarly an anisotropicfactoratagiven set of angles does not
define the ADMbut can be derivedfromitto enablethe conversionof aradiance at agiven angle to flux.

Agreed, and changedto: “An ADM represents an estimate of the radiation fieldanisotropyand has been
used to derive the anisotropicfactor (R), whichisthe ratio between the equivalent Lambertian fluxand
the actual flux and enables the conversion of asingleradiance measurement ata given angleto radiative
flux:”

Section 2.1.3 | think it is a difficult task to try and convey your selection of inputs here via a narrative
style Iwould suggest that a table may be an easier way to convey much of thisinformation listing all the
possible inputs the source of the information and then the scene classes where they were included.
Similarly, some indication in this or a separate table of the best/chosen inputs, at present | don’t think
thissection makes it clear whatthe inputs end up being. | think thiswould clarify a lot of what is trying
to be explained and could replace much of the textin this section.

Thanks, a table has been addedto clarify the inputs.

SW ADM inputs

MSI bands (0.67, 0.865, 10.8, 12.0 pm) Wind speed
Cloud cover Surface roughness
Viewing geometry (SZA, VZA, RAA) Atmospheric gases (total-columns water-vapour and ozone)
SW radiances at the BBR viewing directions AOD
Surface albedo Sunglint reflectance
LAI for low and high vegetation Hotspot effect

Line 121. ‘a predefinedlist of parameters that influence scene anisotropy’ is very vague. | assume this
relates to the climatology and meteorological data you speak of above. | think a table listing all the
variables considered and some discussion on those eventually considered significant would solve the
ambiguity.

The table has been added following yourlast comment.

Textchanges:

“The outputvaluesrepresent CERES anisotropicfactors, while the inputvectors are a predefined list of
parameters that characterize scene anisotropy (Tab. 2).”

“Additionally, climatology data on surface albedo and aerosol optical depth, along with meteorological
reanalysis dataon atmosphericgases, vegetation,and wind speed for cloud-free scenes, are gathered to
analyze the amount of radiationreflected by the surface, the extinction of SW radiationby dust and haze,
the absorption/emission of radiation by atmospheric gases, the role of vegetation in the interaction
between Earth's surface and atmosphere, and the vertical wind changes, respectively.”“SW radiances at
the nadir, fore, and aft BBR viewing directions and the illumination/viewing geometry (SZA, VZA, RAA)
from CERES are consistently included as inputs. Since SW ADMs are developed separately for each
scatteringdirection, ...”

“...we use RossThick-LiSparse geometric, volumetric, and isotropic bidirectional reflectance factor (BRDF)
parameters, used to define thealbedodepending on the presence of direct and diffuse components and
takenfroman albedo climatology derived from the MODIS MOD43B product...”



“...incidentirradiance (sun-glint reflectance), given by Jackson and Alpers (2010), is also used in the
trainingtorepresentradiance reflected by the ocean surface with the same angle as the satellite viewing
angle.”

Line 122 ‘BBR-received scatteringdirection’ I’'m not sure if you mean each BBR view or if you meanthe
forward and backwards scattering directions generally (in which case thisis part of the scene) or if you
mean every bin of the ADM. Can you please clarify.

It refersto the forward or backward scatteringregimesas definedin 2.1.4. Sentence modified to avoid
confusion to: “Todeterminethe most significantinput parameters for each class and scattering direction,
we assess the variables'importance in reproducing the anisotropicfactors.”

Line 125 you speak of two methods which ‘largely agree’ how are they combined and how is any
disagreementtreated, doyoujust ANDthe two sets?

Sentence added: The subsets derived fromthe Random Forest test producedslightly better performance
in ANN-based flux prediction, and, therefore, represented final subsets of ANN inputs. Clarified in the
text.

Line 131 where does LAl come from? Is this a dynamic MODIS value integrated at footprint level ora
genericvalue based onthe static classification of the surface. Where do you get thisinformationin the
evaluation sectionitdoesn’t seemto be discussed.

LAl isa dynamicvariable that comesfrom a meteorological analysis (meteorological model), as referred
inthe text(Polietal., 2016).

Line 132 how do you ‘consider’ the hot spot effectas input, whatis used as the input?

Clarified in the text as follows: “We also consider the hotspot effect as approximated in Rahman et al.
(1993) as inputto describe the enhanced reflectivity of the surface foran observational geometry close
to the solar illumination geometry.”

Line 133 to 134 you say AOD and wind speed is ‘selected as parameters for network training’ what do
you mean by selected, isthis selection the result of testing (i.e. selected by some criteriain which case
please explain)orjust considered to be important (‘chosen’)

Clarified, changed to: “Over ocean, aerosol optical depth (AOD) and wind-speed are chosen as
parameters forthe network training.”

Line 139 how are MSI-like MODIS radiances created? Is this just the nearest wavelengths or are some
spectral adjustments done, are they something you create ora defined product, can you please include
furtherdetail orareference.

Clarified, paragraph changedto “The inputsfor creating training setsfor cloud scenesinclude cloud cover
and radiances from the MODIS bands closest to those of MSI.”



Line 140 it’s a very plausible assumption but would benefit from an extra line of justification maybe
stating which narrow bands you use and pointing out they are the ones used to retrieve cloud properties
and thusimplicitly contain thatinformation albeit extracted viasome other model.

It is written afterward: “The underlying assumptionis that the non-linear combination of narrow-band
radiances provides adequate information about the anisotropy of cloudy scenes, eliminating the need
for using imager-retrieved cloud properties. Imager radiances are analyzed separately over cloud-free
and cloudy parts of the observed scene. The optimal combination of narrow-bandradiancesincludesthe
0.67, 0.865, 10.8, and 12.0 um MSI bands. This selection was primarily influenced by the availability of
bands with similar central wavelengthsin the MODIS PSF-weighted radiances provided in the CERES SSF
products and by theirimportance in retrieving cloud properties usingthe MSI (Hunerbein etal., 2023a,
Hunerbein et al. 2023b). While the short-wave infrared MSI bands significantly impact ADM
performance, the CERES SSF Ed4 product's PSF-weightedimager statistics for these MODIS bands did not
include statistics forclearand cloudyareas overthe CERES footprint, which are essential for constructing
the BBR ADMs.”

Line 143 could you clarify if the process determines if these are the best orif you choose these.

Answered inthe previous two questions.

Line 146 toline 147 how is the 20% of the dataset used forvalidationchosen andisit truly independent?
E.g. every5 th ceres footprint would notbe independent every 5th orbit might be, but | would suggest
that 1 year out of 5 would most likely be the best test. Is the CERES validation dataset the same as the
cross check validation or different? How much datais thisand how isit chosen. Whatis the result of this
validation what expected best case errors are you expected from the retrieved flux on the basis of this
validation?

For model training/validation and for product validation, the team prepared a CERES database usingall
daylight data of the following CERES SSF Ed4 products (tens of millions of footprints):

e CERES FM1, FM2 (Terra), FM3 and FM4 (Aqua) instruments in FAPS-mode between 2000-

2005.

e CERES FM1 (Terra) and FM3 (Aqua) for 2007 in cross-track.
The data was selected ensuring that CERES instruments operated in cross-track scan mode most of the
time. Cross-track scanning is optimum to develop the BBR angular models since it provides the best
matching with MODIS. However, models trained using only cross-track measurements were notable to
faithfully reproduce measurements obtained in along-track. These models show overfitting features due
to the differentangular geometry of the two scanning modes. Thus, also observations from along -track
scanningwere includedin the database
To prevent model overfitting of the ANN, i.e., when model memorizes training data ratherthan learning
to generalize from trend, an early stopping technique is applied. In this technique the training data is
randomly divided, following recommended practices for machine learning, into three subsets using
uniformly distributed pseudorandom numbers. The first subsetis the actual training set, where the 60%
of the training data is used for computing the gradient and updating weights and biases. The second
subsetisthe validation set (20% of the samples). The erroron the validation setis monitored during the
training process. The performance on the validation set start decreasing when the network begins to
overfit the data. If the validation errorincreases for a specified number of iterations the trainingis
stopped, and the weights and biases at the minimum of the validation errorare returned. The resulting



weight and bias values together with the architecture (layer, neurons, and connections) define the
network. The last 20% is assigned to the test set. If the error in the test set gives a minimum at a
significantly differentiteration numberthanthe validation seterror, thisindicates a poor data selection
forthe training set.

The BMA-FLX fluxes, the product, are also validated against another independent dataset randomly
chosen from CERES database. The results of this validation are used to set the uncertainties for each of
the classes of the ADM scene definition.

Line 155 You say the retrieval algorithm uses two surface types and combines them, do you mean you
make two separate retrievals for each class individually which are then combined or do you mean there
issome sort of combined class possible in the retrieval?

There are two different sceneclasses,one ADM pereach. Thus, there’s one anisotropicfactorpereach.
Then the anisotropic factors are used, along with the corresponding surface coverage and albedos, to
compute a mixed anisotropicfactor. Then a single flux with the mixed anisotropicfactoris retrieved.
Agreed, and changed to: In clear-sky scenarios, the retrieval algorithm employs the two surface types
with highest coverage within the BBR pixel, defining the observation asa mixed scene. Two ADM scene
classesare selected, obtaining two SW anisotropicfactors forthe footprint. The pure anisotropicfactors
obtained for primary and secondary surface areas within the BBR fore, aft, and nadir observations are
combinedintoa mixed anisotropicfactor (Bertrand etal., 2005), weightingthe pure anisotropicfactors
by theirrespective (scaled) surface coverages and TOA albedos. The mixed flux isthen calculated using
the corresponding SW radiance and the mixed anisotropicfactor.”

Line 162 what DEM is used, and do you also do thisforelevations below 0(assuming zerois the average
Geoide or is it something else)? Although I’'m a bit confused because surely the coregistration at the
surface performed by BBR considers some sort of DEM already.

The DEM used is a post-processed version of the ACE-2 DEM common to all the processors in the
EarthCARE mission. Berry, P. A. M., R. Smith, and J. Benveniste. 2010. ACE2: The New Global Digital
Elevation Model. In: Mertikas, S. (eds) Gravity, Geoid and Earth Observation, International Association
of Geodesy Symposia 135: 231-237. Berlin, Heidelberg: Springer. https://doi.org/10.1007/978-3-642-
10634-7_30.

In the BBR L1 the three views are co-registered at altitude 0 in a geodetic reference frame, but the L2
BMA-FLX processortakesintoaccountthe DEMfor the co-registration of the views. Forexample, the co-
registrationis done atthe surface elevation for clear-sky conditions.

Added reference to the paper: “In clear-sky conditions, without cloud parallax and at sea-level locations,
the default surface co-registration is used. However, if a new co-registration is needed (i.e., surface
elevationisgreaterthanOand/oracloudis observedinthenadirview, seesection 2.1.5), the ADMscene
classes for the BBR oblique observations are reconstructed. When the digital elevation model (DEM,
Berry et al. (2010)) indicates elevations above 0, the scene identified for the nadir view is also used in
the BBR oblique viewsinthe new co-registration.”

Line 164 to 166. This sentence is unclearat this point,itbecomes clearer afterfigure 1is discussed maybe
reference this later discussion or consider rearranging such that the 2.1.5 comes before 2.14? Also |
would replace cloud properties with cloud fraction as | think thisis the only ‘property’ you are usingfor
scene? If you are also using other properties for input it might be worth clarifying somewhere what is
usedforthat forthe oblique view although probably this shouldn’t goin the scene section, although I'm
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not sure it would make sense to use nadir propertiesinthat case unless that somehow corresponds to
what was usedinthe training.

Reference tosection 2.1.5added and rewritten as “To reconstruct the scene classes for the obliqueviews
in cloudy nadir conditions, the cloud fraction observed in the nadirview and the surface definition from
the displaced oblique views are used (new foreand aft BBR views intersecting the cloud top observed in
the nadirview, see section 2.1.5).”

Line 166 to 175. lam confused by the discussion on cloud top height in this section on scene identification
as whilstithasbeen described asaninputithas notbeen discussed as part of the scene classification. Is
this part of the scene classification (in which case it should have been discussed in scene definition
section), does it just relate to matching scenes (in which case can you clarify this) or is this really a
discussion oninputsinwhich caseitshould go elsewhere or the scope of this sectionshould be extended.

Indeed, itis not part of the scene classification. However, it is needed to reconstruct the scene in the
presence of clouds in the nadir view. To clarify it the text has been rewritten as: “To reconstruct the
scene classes for the oblique views in cloudy nadir conditions, the cloud fraction observed in the nadir
view and the surface definition fromthe displaced oblique views are used (new fore and aft BBR views
intersectingthe cloud top observedinthe nadir view, see section 2.1.5). The cloud maskand cloud top
height, used to match the views, are derived from the MSI operational retrievals (Hunerbein et al.
2023b)”.

Line 183 ‘provided thereis nosignificant elevation’ do the BBR products coregisterat the ‘surface’ orat
some average sealevel, surely the formerwhich would include elevation of surface?

Answered inthe responsetocommentabove “Line 162”.

Line 195 to 196 ‘CTH...is a reliable estimator for co-registering...in the thermal’ was this shown in the
AATSR study or some other way how is this know. One might have thought that thin cloud may pose a
similarissueinthe thermal asin the visible, orthat wet atmospheres might may the co-registration point
above a low cloud, or in clear sky make the surface a poor point of coregistration.

The AATSR study (see BMA-FLX ATBD 7.3. Coregistration algorithm) has shown that, in general, the CTH
is a reliable estimator for co-registering the LW, but it could probably be improved for specific scenes.
The verification of the Reference Level is foreseen during the commissioning phase.

Please note that the EarthCARE L2 ATBDs are not yet published, but they are expected to be released
duringthe next months.

Line 202 how are the errors in the ADM treated when minimizing the height of co-registration, what
happensin casesthat are poorly behaved and aminimum isn’t found?

The flux errors are not considered (nor modified) duringthe minimizationtechnique. First the fluxes are
calculated with the ANN and have their uncertainty (ADMs + BM-RAD). Then the reference level is found
with the minimization technique.The flux (with its associatederror) in that referencelevelis considered,
but there is no more error calculation involved.



Lines 223 to 225. | find this sentence difficult to understand. | think maybe don’t use the word
‘coordinates’ unless you really mean 2d or 3d coordinates and or specifywhat coordinates you are talking
about. So if youjusttaking about the central pixel in the nadirview, say this, if you are talking about the
3d location of the nadirreference levelthen specify this, if you mean the location of the ctpin the nadir
thenagain specify.

Agreed, changed to “Given a tropopause height, h+, the oblique observation is considered affected by
cloud parallax if the CTH of clouds along the optical path is located at a height between the surface
elevation of the nadir clear-sky domain (or CTH of clouds of a cloudy nadir domain) and the tropopause,
the cloud height being h;= di/tan(B8,y), where d;ranges from 1 to dmaparaia=hr tan(Bopr).”

Line 228 before equation 5. Do you calculate this foreach combination, i.e. nadirvs fore, nadirvs aftand
aft vsfore?

Done for each combination (nadir-fore, nadir-aft, fore-aft) and then compared to the fractional error
threshold (10%) to see how many flux estimates agree/disagree. If the three fluxestimates disagree, the
one withlower ADMerroris considered. If at least one agrees, the ones who disagree are not considered
for the final flux estimate, which is the combined flux. Thisis written below, lines 234-235.
Textupdated forclarification: “In absence of parallax, the discrepancies between the fluxes derivedfrom
each combination of nadir, aft, and fore observations are calculated as follows”

Line 229 this equation does not necessarily limit the range of 0 to 200%, if you limititartificially maybe
this should be specifiedinthe equation by an alternative formulation,i.e. as stated if < 200% and 200%
if greaterthan that.

Please note that the Fractional error= 100/(1/2)*|Fy-Fz|/(Fy+Fz).
The equation limits the range to 0-200% by definition. For instance, under these three different
situations:

e Inanideal case where all fluxes are the same, then the fractional erroris 0%.

e Ifarenotequal butoneiszero,thenthe fraction |Fy-Fz|/(Fy+Fz)is 1and the fractional error
is200%.

e Ifarenotequaland noneiszero, as fluxes are always positive (and in case of invalid are fill
values, which are positive numbers), the fraction |Fy-Fz|/(Fy+Fz)is always <1. Thus, the
fractional erroris <200%.

Line 244 do you have any evidence that using aset of regressions solvethe problem and if so why/how.
Maybe you need to just state the cause of the issue was a deviation from the fit used forthis scene type
(rather than an issue for a plane parallel assumption for example which would not be solved but a
differentregression). Alsoisthis setjustthe splittinginto 5degressin VZA and 20 Wm-2sr-1 bins or is it
something more based on cloud information could youexplain somewhere in this paragraph, either state
on line 274 that it is radiance and angle separated or explain it is also cloud property dependent and
include this addition on line 275.

Thanks for your comment, indeed the set of regressions itself doesn’t solve the problemin the case of
semi-transparent clouds over warm surfaces. However, regressions using brightness temperature
differencesinthe split window channels does. During the development of the LW algorithm, 9 regression
models were evaluated, being the one used in the BMA-FLX processor selected as the model that
provided better results for the estimation of the thermal fluxes. The text has been rewritten for



clarification as: Different regressions, and consequently different anisotropy models, have been
developed forthermal radiancesin bins of 20 W m2 sr-1 and also every 5 degreesin VZA.

Line 265 how are uncertainty estimates associated with the fluxes derived this was derived, are they
related tothe MSI BT uncertainties propagate through the regression used to derive the anisotropy? Do
they take into account the scatter about the original regression?

The MSI BT uncertainties were not available to propagate the errors for this study in which simulated
data isused. So farthe theoretical errorin the calculation of the anisotropicfactoris taken into account.
Evaluation of the errorin the flux calculation has been done via evaluation derived fluxes in the SEVIRI
disk and then compared against CERES data using collocated CERES and BBR-like/SEVIRI data. In this
study the results showed that forsingleviewfluxretrieval the erroratone standard deviationis about 6
Wm=2, and for the combination of the three viewsitisreduced to3 Wm™.

Line 267 can you state what the reference level isin clearsky, isit the surface or somewhere aboveand
doesitvary with atmosphericmoisture?

In section 2.1.5 (lines 181-183) it is mentioned that in clear-sky conditions the co-registration is
performed at surface level: “BBR radiance measurements are typically co-registered at surface level by
default. In clear-sky conditions, the primary emission or reflection observed is from the surface, making
this defaultradiance collocation adequate, provided thereis nosignificant elevation.”

It does not change with atmosphericmoisture.

Line 280 how it is evaluated from the CERES data? | assume you meanthat the ceres data indicate that
equal weightshould be given to the forward and nadirviews in combination. Itis not clear what you are
doing here but| suggestion (see the following point) thatit might be worth a bit of explanation.

True, some contextis missing here. The estimation of the bestalphavalue wasdone in a previous study
usingall the available CERES FM2 True-Along-Track (TAT) data (6 days from February 2005). In this study,
a flux from the Direct Integration (DI) of LW radiances along the track has been calculatedand compared
to a linear combination of the CERES fluxesforeach BBR view (+/-55, nadir). This database of true-along-
track dataincluded 913,064 km of valid orbit data. The bestlinearcombination of the 3 views resulted
in weighting factors very similar for the fore and aft views and slightly lower for the nadir view: F_DI =
0.3467 F_fore+ 0.3424 F_aft +0.3089 F_nadir.

The fore and aft views were not biased and RMS differences with respecttothe DI flux were about 6.4
W m=2. The nadir view was slightly biased but RMS difference with the DI flux was a bitsmaller5.8 W m-
2, Details of this study can be found onthe ATBD section 7.2, normally to be released to the publicafter
commissioning.

Line 281 | think this requires a bit more comment. You are saying the studies with CERES implies that the
LW radiance distribution doesn’t behave in a plane parallel way. However you are using plane parallel
assumptionsto base your radiance to flux conversions on so this would seem potentially concerning. If
your comparison with CERES is based on applyingyourtheoretical plane paral lel ADMS to forward and
nadir and comparing the individual vs combined result with the CERES empirical ADM conversion then
this would support this equal weighting to more closely match the empirical CERES result. But | think this
needs explaining and possibly the actual improvement and discrepancies found stated here.



Related to previous question, it has beenrewritten as: “The best valuefor the a parameter was evaluated
ina previousstudy usingall the available CERES FM2 true along-track data (6 days of February 2005). In
this study, aflux from the Direct Integration (DI) of LW radiances alongthe track has been calculated and
comparedtoa linear combination of the CERES fluxes for each BBRview (fore, nadir, aft). The best linear
combination of the 3 views resulted in weighting factors very similar for the fore and aft views and
slightly lowerforthe nadirview being a very close to 1/3.”

Main points - Section 3

Lines 325 to 329. I thinkit would be helpfulto have a previous section clarifying the two stepcomparison
you will execute in 3.2 and 3.3 and the purpose and scope of the two comparisons and
strengths/weakness/limitations of these assessments. | think the two step approach you use is
reasonable (and in fact wonder why you don’t go further and substitute a ‘model truth’ for the X-MET
data. But | think it would be useful to also discuss the limitations and issues of the model truth in the
context of your method as whilstit assesses much of the performanceit will obviously be limited to how
the model fluxes relateto the ADMs whichis not necessarily goingto be the same as the real world. You
discuss some of this such as surface missmatch when you consider differences but | think it might be
helpful to have a broaderstage setting consideration of how the model fluxes might not match the SW
adms you use, or how assumptionsinthe longwave such as cloud modelling or surface emissivity might
differbetween the modelthe information used to derive your ADMs.

Thank you for your comment. We have added the followingintroduction in section 3to better clarify the
purpose, scope, strengths and limitations of this evaluation:

To assess the robustness of the BMA-FLX processor, we implemented atwo-step evaluationprocess.The
primary objective is to evaluate the expected accuracy and reliability of the BMA-FLX processor in
retrieving radiative fluxes using data from simulated EarthCARE orbits. Proper validation of the fluxes
retrieved by the BMA-FLX processoris anticipated during EarthCARE's Commissioning Phase. However,
these two steps are designed toisolateand analyze different sources of uncertainty and errorin the flux
retrieval process. Section 3.2 describes the processor uncertainty assessment using model truth cloud
profiles and model truth snow and sea ice properties. This step evaluates the intrinsic performance of
the BMA-FLX processor by eliminating uncertainties introduced by Level 2 cloud retrieval algorithms
from other instruments. Here, input data derived from MSI and ATLID's forward models are replaced
with data directly taken from geospatial simulations. By using model truth cloud and snow information,
thisassessment focuses on the processor's ability to handleidealinput conditions without compounded
errors from preceding algorithms. Section 3.3 presents an assessment of end-to-end uncertainty using
operational L2 products. This step evaluates the performance of the BMA-FLX processorunder realistic
conditions, where input data include the uncertainties and errors from the operational L2 EarthCARE
processors. The BMA-FLX processor ingests L2 products derived from simulated L1 data, simulating an
operational scenario. This provides insights into the processor's anticipated issues and robustness in the
presence of non-ideal inputs.

The isolation of processor performance using model truth data allows for the identification and
resolution of intrinsic issues without external retrieval errors. In contrast, the realistic operational
conditions incorporate all sources of uncertainties from the operational L2 products, providing a
comprehensive evaluation of the processor's performance in simulated mission conditions. The main
limitations of this evaluation include reduced scene diversity and potential discrepancies between the
radiative transfer simulations used in the simulated geophysical data and the modeled EarthCARE
products. The test frames are based on three specific EarthCARE orbits, which, although diverse, may



not encompass all possible atmospheric and surface conditions encountered globally. Additionally,
discrepanciesin surface definitions between the RTC model and the BMA-FLX processor can affect flux
retrieval accuracy, particularly in clear sky conditions.

Line 335 ‘being 0.1the one with better performance’ - ‘0.1being found to have the best performance’.
| don’tunderstand whatis being done here,what determines the best performance? Alsowhy is this not
neededtobe repeatedforthe retrieved parameters, this would accountfor any offsetin the retrieval.
Will this be redone operationally to determine an operational threshold and if so how will performance
be assessedinthatcase?

The best performance was meanttoindicatethe case in which the best metricsinthe comparison of the
resulting fluxes with the model truth fluxes is found. For clarification the text has been updated as
follows: Different COT thresholds were considered to calculate both the cloud mask and the cloud top
height, 0.1 beingfound to have the best metricsin the analysis of the flux results”.

The M-CLD processor is responsible for the cloud properties retrieval and it is being developed by a
different team. During the commissioning phase, it is expected that the processor dependencies are
furtherexplored, but we cannot confirm that this will be red one operationally.

Figure 3 — Upper panels please label the colour bar and check that it is correct. The caption states it is
cloud optical depth (at 680nm ?) but the scales seem quite extraordinary. | would suggest if you really
have COT up to 800 you might considera logarithm scales as a more useful way to provide information
inthese figures.

Yes, it is COT at 680 nm (it is indicated in the “Processor uncertainty assessment” section). The upper
panels colour bars have been modified (discrete and logarithmic) as suggested.

Lines 342 to 353 | think that resultsintable 1 need to be discussedin terms of the differences between
the simulations and the FLX processor assumptions. For example the SW flux retrieval is based on
observed radiance distributions, albeit somewhat indirectly (via CERES fluxes based on observationally
derived ADMs), in contrast to plane parallel (?) model calculations, can this be an explanation of the
variationinthe sign ofthe bias between views in the SW do you think? What might explain the consistent
offsetinthe LW which actually seems worstin the nadirview, is this a consistent difference betweenthe
limb darkening effect between the model simulation and your simulations or a surface emissivity effect
or somethingyou mightexpectto persist withreal data?

That isan interesting pointto analyze, however we cannot conclude with the available results that the
change in the sign of the bias between viewsin the SW is related to the fact of using RT plane -parallel
testscenes. Inthe LW we would expect the same behavior with real data, in which the estimation of the
flux only from the nadir view has slightly higher error than the off-nadir views. For the LW has been
rewritten as follows: As expected, given the lower anisotropy of the radiance field for the off-nadir views
(Suttles et al., 1989), the aft and fore views present the lowest differences with respect to the model
truth inthe LW fluxes

Line 358 Are you sayingyou use only the GLCC classes and don’t use anything equivalent to the X-MET
to id fresh snow, later (line 402) you seem to imply you use X-MET would it not be helpful to put what
you use in the ADM here if this is different, maybe you do and you just need to clarify you use GLCC
updated where appropriate with X-MET here?



The IGBP classes that come from BM-RAD are related to the Global Land Cover Characteristics database
(GLCC). These IGBP types are simplified to 7 permanent classes. Two dynamicclasses, sea-ice and fresh
snow, are added to the surface classification and are derived from the snow depth and sea-ice cover
parameters of the X-MET data. As discussedinsection 2.1.4.

Changed for clarity to: The cloud cover from the model truth (ranging from clear to overcast) and the
surface classification from GLCCand X-MET, both parameters employed in the ADMscene identification
(e.g., water bodies, forests, savannahs, etc.), are presented at the bottom of the plots. GLCC database
provides a surface classification of seven permanent classes. Two dynamicclasses, fresh snow and sea-
ice, are derived fromthe snow depth and sea-ice cover parameters of the X-MET data and added to the
classification.

Line 367. | think before you are too hard on your performance under broken cloud conditionsyou should
considerhow well these are likely to be simulated. The ‘complexinteraction’ seems toimply a3d effect
but are these considered by the model truth? Or do you mean to say this might be a reference level
issue?

Indeed, in plane-parallel RT models, broken clouds are likely to be poorly simulated due to the model's
assumptions of horizontal uniformity. These models might fail to accurately depict the varying optical
properties of thescatteredclouds. As aresult,the SW fluxes, which are obtained from ADMs constructed
using satellite measurements, retrieved inthe regions with simulated brokenclouds tend to be noisy and
lessreliable.

Text modified accordingly: In plane-parallel RT models, broken clouds are likely to be poorly simulated
due to the model'sassumptions of horizontal uniformity. Consequently, SWfluxes, which are obtained
from ADMs constructed using satellite measurements, retrieved in the regions with simulated broken
cloudstendtobe noisyandlessreliable. Inthe LW estimates, this resultsin noisy flux retrievals that are
flattened out whenincreasing the averaging region. Thermalfluxes obtained for the assessment domain
resolution (5JSGx 21 JSG pixels) smooth the response, which contributes to the success of the radiative
closure.

Line 370 to 374 It is not immediately obvious which has snow and which doesn’tin your assumption vs
the model truth, but I think you are saying you don’tassume snow because itisn’tinthe X-MET data but
the model truth includes snow. Have you confirmed that if you use snow here that the problem goes
away. Is using the X-MET data sensible in this case ratherthan using the model truth surface?

The main reason for the discrepancies was the difference between the fresh snow and sea ice
information provided by X-MET and the snow/ice information used in the RTC simulations. We tested
this by using X-MET mock-ups that incorporated the fresh snow and sea ice data utilized in the RT
calculations. However, the results were not ready for publication at the time of manuscript submission.
We have now included this new analysis in the manuscript, and as expected, the results showsignificant
improvement.

Figure 5Although the mean lineslook they are probablycorrect, the Std and RMSE plotted on the graphs
don’tseemto be correctly plotted oratleast do not correspond to the values shown plotted around the
mean. Furthermore, | think it would be useful to see how the errors relate to any quality indicators on
the flux you have (e.gthe flux uncertainties from the ADM (equation 6) you have for the SW and or the



discrepancy between the fluxes derived from different views or some other measure from the retrieval
ifitisgood or not). Maybe this could be indicated by colour coding the different points that fellabove a

certainretrieval goodness threshold or by including an additional plot of flux difference against retrieval
uncertainty.

That’s correct, thanks. We had a bugin the plotting function, corrected and updatedin Figs. 5and 6.
We agree that the idea of showing flux uncertaintiesin the plotsis indeed interesting, butitwould not
be easily appreciated and could led to the misinterpretation of the results.

Figure 5 Also in the longwave there seems to me to be an indication of noise in the retrieved flux that
might be significantly improved if you increased the averaging region (smooth the results seen here). Do
youthinkthisisthe case. Would it be worthlooking at whatimprovement this brought to the percentage
of points withinthe 10Wm-2 line, and would be useful information in the context of closure style
comparison studies.

These noisy values smooth out whenincreasingthe averagingregion, asseeninthe plots below where
the pixel size corresponds to the Assessmentdomain (5x21km?2). Thisis the BBR spatial resolution used
to perform the radiative closure, as explained in H. W. Barker, J. N. S. Cole, N. Villefranque, Z. Qu, A.
Velazquez Blazquez, C. Domenech, S. L. Mason, and R. J. Hogan. “Radiative Closure Assessment of
Retrieved Cloud and Aerosol Properties for the EarthCARE Mission: The ACMB-DF Product”. Atmos.
Meas. Tech., Special issue: EarthCARE Level 2 algorithms and data products, 2024. [Submitted].
Information added to the paper.
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Lines 384 to 387. You discuss the differences between the cases but is there indication of why they
behave so differently?

Thanks for your comment. This is already explainedin the last paragraph of the section. However, for
clarity, we have introduced brief explanations of the behavior in the paragraph where the results are
discussed. Please see belowthe update:

In SW, the impact of using cloud properties retrieved by M-COP and M-CM is minimal in the Halifax
scene. However, inthe Hawaii scene, the flux results for the aft and nadirviews are significantly higher
compared to the analysis using model truth cloud fields (Table 3). This discrepancy arises from the MSl's
cloud mask retrieval failingto accurately detect the cloud fraction in the tropical convective system at
the center of the Hawaii simulated orbit. Selecting an incorrect SW ADM for very bright cloud scenes
significantly impactinthe average metrics. The combined results for Baja do not differsignificantly from
the previous analysis. Nevertheless, flux results for fore and nadir views exhibit greater uncertainties
compared tothose obtained with the true cloud profiles. Thisis primarily dueto the challenges faced by
the M-CLD processorinretrieving cloud information from the simulated cloud fields over snow surfaces
above 50° N.
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Line 387 Is the lack of cloud information from M-CLD just for this test or is it going to be true
operationally? Whatisthe implicationif the latter?

The discussion of the M-CLD processor’s performance forthe three EarthCARE test scenesis presented
in:

Hinerbein, A., Bley, S., Deneke, H., Meirink, J. F., van Zadelhoff, G.-J., andWalther, A.: Cloud opticaland
physical properties retrieval from EarthCARE multi-spectral imager: the M-COP products, EGUsphere,
2023, 1-23, https://doi.org/10.5194/egusphere-2023-305, 2023.

Hlnerbein, A., Bley, S., Horn, S., Deneke, H., and Walther, A.: Cloud mask algorithm from the EarthCARE
Multi-Spectral Imager: the M-CM products, Atmospheric Measurement Techniques, 16, 28212836,
https://doi.org/10.5194/amt-16-2821-2023, 2023.

The analysis of the processors’ inputs accuracy for the entire L2 processing chain is expected to take
place during the EarthCARE Commissioning Phase.

Lines 394 to 401 What are the implications of this, isitexpected that M-CLD will improve or can/should
some adjustment be made to the result before employing them in this manner? Or are these resultsa
truer representation of the FLX accuracy and indicate its reliance on M-CLD c.f. that used in the
classification? Isthe 0.1 optical depth threshold foundto performbest earlierstill valid ordoes it need
to be adjusted?

It isimportantto note that the paper'sresults are based on a simulation environment. Proper validation
of the BMA-FLX products will occur during the Commissioning Phase, where the ingestion of actual
retrievals from BBR, MSI, and ATLID data will be evaluated. Once M-CM product becomes available, the
BMA-FLX performance willbe assessed using the default M-CLD retrievals. These results will be discussed



with the M-CLD team to determine if any adjustments are necessary, including the potential
reassessment of the cloud optical depth threshold.

Line 393 You state the results are significantly worse, they seem to have a lot of scatter to them and |
wondertowhat extentthey mightimproveif youincreased the averaging domain (possibly because the
cloudinformationis more accurate on these scales) or is this a resulta biasesin the cloud information.
Can you relate thisto known errorsin the cloudinformation, do they meet theirrequirements are t hey
expectedtoimprove inorbitorbe improved.

Questiondiscussedin Figure 5comment.

Figure 6. As was the case for figure 5 although the mean lines look to correspond to the stated values
the lines indicating the RMSE and Std don’t seem to be correct. The same points about showing the
errors in the context of retrieval uncertainty main in relation to figure 5 apply here, it would be good
know if you can tell you are likely to have poorly retrieved fluxes.

See answerforquestionrelatedto Figure 5.
Main points - Section4

Can you clarify how your results relate to the goal requirements, | realize this may require some
interpretation onyour part. | don’tthink that the std can be related to the 10Wm-2 requirement unless
you also consider the effect of the bias. Can points meeting the requirement be identified via a flux
quality indicatoror by excluding some subset of scenes or by averaging overa larger domainif so what
size. Canyou add some discussion of what happens next, if the sceneid is e xpected to improve in orbit,
ifit needstobe altered orif you can tune your flux retrieval.

— Thanksfor yourcomment, the discussion of the conclusions has been modified as follows:

Inthe end-to-enduncertainty assessment of the standardresolution product, the LW fluxes
demonstrated strong alignment with the model truth fluxes across all three scenes,
benefiting from reduced anisotropy in the oblique BBR views. The RMSEs for these scenes
were consistently below 6 Wm-2. In contrast, the SW fluxes showed greater deviations from
the model truth, primarily due to the more complex anisotropy of solar radiation footprints
and theirdependence on cloud-retrieved fields. The RMSEs for the combined fluxes varied
from7 Wm-2 in the Halifax scene to 18 Wm-2 in the Baja scene. Instances wherethe error
metrics exceeded the 10 Wm-2 threshold suggest that achieving the radiative closure goal
might be challenging, highlighting the complexity of meeting the mission’s objectives and
underscoring the ambitious accuracy requirements.
Despite these challenges, the BMA-FLX product represents a significant advancement
toward achieving the mission’s goals and provides considerable scientific value. The
mission’s objectives extend beyond meeting specific RMSE thresholds to encompass
broader scientific aims, such as understanding radiative processes. Even with higher
uncertainties in certain scenarios, the data collected contribute valuable insights into the
Earth’s radiation budget. Ongoing improvements to algorithms and comprehensive data
generated by the mission will enhance our understanding of how to meet the mission’s
objectives and offer potential for further refinement and optimization of the BMA -FLX
product.



— There is a flux quality status and the estimated errorin the flux retrieval available in the
BMA-FLX product for both solarand thermal TOA fluxes/perviewand also for the combined
flux. The idea of using different assessment domains will be explored during the
commissioning. As astarting point, it has been chosen as 5x21 JSG pixels.

— Addedtothediscussion:

For future improvements in the ADMs, we plan to test the use of AOD and albedo
climatologies in clear-sky conditions. The inclusion of AOD climatology might introduce
significant uncertainty due to the large spatio-temporal variability of aerosols, potentially
causing discrepancies between the actual AOD for any given BBR measurement and the
climatology, thus affecting anisotropy. We will evaluate the operational use of the
EarthCARE MSI’s AOD product (M-AOT, Docter etal. (2023)). Additionally, the SWIR imager
channels (1.65 and 2.21 um), crucial for determining cloud parameters, are not currently
utilized in the SW ADM. Future updates will include these bands to enhance cloud field
characterization. Furthermore, alternative algorithms that leverage the multi-angular
capabilities of the BBR will be exploredin future iterations of the BMA-FLX processor to
complementthe current method of integrating fluxes from each BBR telescope.

Minor corrections

Line 3 design - designed

Thanks, fixed: The satellite's payload includefourinstrumentsdesigned to synergistically retrieve vertical
profiles of clouds and aerosols, along with the atmosphericradiation data.

Line 4 remove ‘an algorithm’ (it is a processor specifically created | assume consisting of several
algorithms)

Thanks, ‘an algorithm’ has been removed.

Line 6 to 7 ‘measurements’ Itisnot clearhereif you are talkingabout the radiances or the fluxesorall
the products. It might be clearerto change measurements toradiancesif thatis the intent, radiance and
fluxes of simply all products depending on whatyou mean. / Lines7 and 8 ‘of the atmosphere in cloud
condition (reference level) doesn’t make sense. Do you mean ‘..or in cloudy conditions at a reference
level which corresponds to the radiatively most significant vertical layer of the atmosphere’

Thanks, rewritten as: These radiances are co-registered either at the surface or, in cloudy conditions, at
the radiatively most significant vertical layer of the atmosphere (reference level)

Lines 12 to 14. ‘The radiance to flux conversion algorithms have been successfully validated.....” Make
clearthisisdone hereinthis paperand state the result obtainedin the paper, somethingalong the lines
of. ‘Validation of the radiance to flux conversion through end-to-end verification using L1 and L2
syntheticdataforthree EarthCARE orbits. Theresults.....’

Thanks forthe suggestion. Sentence added: In general, agood agreementis found betweenthe retrieved
fluxes and the model truth, with RMSEs varying between 7W m2 and 18 Wm for the solar fluxes and
lowerthan 6 Wm-for the thermal fluxes.



Line 40 (and multiple other occurrences) change 10x10km2 = 10km x 10 km throughout. Could also be
10 by 10 km or square with side of 10km or 100km2 region (itis 100km2 butyou are not presenting the
equationsolthink 10x10km?2 is a bitstrange. Wehretal 2023 used 10km x 10km so this might be safest.

Thanks, corrected.

Line 44 ‘are challenging’ - is challenging (challenging relates to estimation whichis singular)

Thanks, changed to: Due to the highly anisotropic character of some physical phenomena, like the
reflection of solarradiation by clouds, the estimation of the radiative fluxes from measured radiances at
asingle Sun-observer geometry is challenging.

Line 50 ‘is created persceneand constructed from’. I’'mnot sure ifyou are trying to say that the algorithm
is determined from scene stratified observations from CERES and MODIS, or it you are sayingthatitisa
scene dependentalgorithm orboth, could you please rephrase to clarify.

Fixed, changed to: The BMA-FLX SW algorithm is scene dependent and has been constructed from six
years of Clouds and the Earth's Radiant Energy System (CERES) and Moderate Resolution Imaging
Spectroradiometer (MODIS) Terraand Aqua measurements using an artificial neural network approach.

Line 57 ‘the mission goal of 10 Wm-2’ please explain what the goal is.

Sentence added to give more information about the goal: The accuracy requirement placed under the
EarthCARE radiative closure’s goal is defined in the EarthCARE mission Requirements Document (MRD)
(Wehr, 2006).

Line 62 ‘integrating the radiance field’ need to add somewhere in the sentence that the integration is
overviewingandazimuth angles.

Thanks, rewritten as: “The solar flux leaving the Earth-atmosphere systemis obtained by integrating the
radiance field, L(6,, 6, ), overthe solar zenith angle (SZA, 6,),the viewing zenithangle (VZA, 6), and the
relative azimuth angle between the Sun and the satellite view (RAA, ¢) as follows:”

Line 76 could you state the time period during which the 3 views are obtained to clarify the ‘almost
simultaneously’. Also | would suggest replacing ‘providing a detailed view of scene anisotropy’ to
‘providing information on scene anisotropy’ as whilst three views are helpful, they are not necessarily
‘detailed’ information.

Rewritten as: The BBR instrument observes each target on Earth from three different directions almost
simultaneously (about 3 minutes between the fore and aft views), providing information on scene
anisotropy.

Line 95, ‘CERES instrument’->‘CERES data’ (assumingyou are using adata product) and state the version
of the CERES productused and the years used.

Thanks, changed to: These studies are further developed in the BMA-FLX SW processor, where the
radiance-to-fluxconversion algorithm employs a feed-forward backpropagation ANNto modelthe ADM-



based fluxes from the CERES Single Scanner Footprint TOA/Surface Fluxes and Clouds (SSF) Edition 4
product (Su etal., 2015)

Line 104 ‘scene definition concludes the number of ANN training sets’ | don’t think that concludesis the
correct word here, do you mean determines?

Thanks for your suggestion, changed to: Scene definition refers to the classification of targets based on
surface and cloud properties, as well as the angular geometry that definesthe ADM model used for BBR
observation. During the ADM development, the stratification of the scene definition, scene classes,
determines the number of anisotropic models, which in turn dictates the number of datasets required
for training the networks that construct the ADM.

Line 106 ‘relieson’ = ‘consists of’ / Line 106 to 107 You say there are 6 static surface typesbutlist7 in
the brackets, so eitherthe numberstated orthe listingisincorrect/ Line 106 ‘type’ - ‘types’

Fixed./The numberwaswrong. Changed “six” to “seven”./ Fixed.

Changedto: Ourscene definition consists of sevenstaticsurfacetypes(ocean, forest, savanna, grassland,
shrub, desert/ bare soil, and permanent snow), plustwo dynamicones (fresh snowand seaice), and four
cloudfractions, CF (cloud-free, partlycovered0.1< CF < 50, mostly covered 50<= CF < 99, and overcast),
taking into account that for overcast conditions the categories forest, savanna, grassland, shrub, and
desertare groupedina new category named land.

Line 108 can yousomewhere in this sentence confirm the total number of scene types (Il assume thisis
72 but itwould be good to state.

Agreed, added Table 1 with Scene definition for clarification, and the following sentence: This
classification is done for each scattering regime (nadir, forward, and backward), resultingin a total
numberof 96 scene classes presentedin Table 1.

Scene definition

Surface type Sky condition
Land Overcast
Forest
Savanna
Grassland Clear-sky, partly covered, mostly covered
Shrub

Desert/ Bare soil

Ocean

Fresh snow
Clear-sky, partly covered, mostly covered, overcast
Permanent snow

Sea ice

Line 110 Are the NSIDC and NESDIS snow maps combined by you or are they combined by the SSF
product? If the latterthen change the sentence to say you use the CERES SSF snow information which is
a combination of these, if the formerthen explain how you combinethem.



We used the snow information coming from the CERES SSF product. Changed as suggested: The static
categories considered for training are obtained from the International Geosphere—Biosphere
Programme (IGBP) land cover, whilethe freshsnow and seaice surface types are derived from the CERES
SSF snow information as a combination of the microwave snow/ice map from the National Snow and Ice
Data Center (NSIDC) and the snow/ice map from the National Environmental Satellite, Data and
Information Service (NESDIS).

Line 137 ‘considered - ‘included’

Fixed, changed to: To further consider anisotropy changes due to atmospheric characteristics, we also
includedthe total-column water-vapour and total-column ozone from reanalysis.

’

Line 148 ‘estimates and original’...’estimates compared to the original...’. Do you have this estimate?

Yes, those estimates are computed to obtain the uncertainties of the ADMs. Fixed as: The root mean
square errors (RMSE) of the ANN-based flux estimates compared to the original CERES derived fluxes
define the theoretical uncertainties for each scene class.

Line 152 youmentionfore and aft BBR observations, but presumablyitalso classifies the nadir?
No, only off-nadirviews are classified as either forward or backward.

Line 189 surelyitis ‘fore and nadir’ from AATSR not ‘nadirand aft’, the alongtrack view isin the forward
direction and obtained beforethe nadirview.

Thanks for spotting the typo. Corrected: Flux measurements for nadir and fore observations across
several orbits of the Advanced Along-Track Scanning Radiometer (AATSR) were calculated using a
radiance narrow-to-broadband conversion.

Line 190: can you include a reference or further detail of the NB to BB used at least the channels
employed.

AATSR bands specified, and corresponding references added (Clerbaux et al. 2005) inthe text: The SW
NB to BB used the AATSR solar channels 0.6, 0.8 and 1.6 um (Clerbaux etal., 2005), while the LW used
the thermal channels 10.8 and 12.0 um in a second orderregression.

Line 208 equation 4, isthere a reason that there isno vza dependence indicatedinRand L?

oy n
[

There’stheindex “i” representing the view, which isthe vzadependent variable.

Line 214 ‘ideally reflected from the same atmospheric domain’ what does this mean ‘ideally’ and
‘domain’ specifically.

Rephrased forclarity as: The oblique views that minimize the flux differencesare displaced by a distance
d from the default surface co-registration. These oblique observations, which are expected to be



reflected fromthe sameatmosphericregion, are thenco-registered with the nadir observation of sample
i.

Line 219 what ‘internal consistency check’ can you please explain what is done, is this just referring to
the minimizationin 4 or somethingadditional, if additionalhow is this different from 4?

The internal check does not refer to the minimization from eq.3, it refers to eq. 6 as discussed in this
section afterthe introduction tothe equation 6. Clarified in the textas:

To provide the most reliable flux estimate for the target observed by the BBR telescopes during
operations, the three fluxes retrieved from the radiances co-registered at H,,, undergo an intemal
consistency check to assess discrepancies between them. These fluxes are then merged, incorporating
the uncertainties from the ADM construction and the observe d deviations between the fluxes|...]When
all F,,/ show discrepancies <10%, 6' = 1 for all i. When two F,,/ agree to within £10%, 6' = 1 with the
outliergetting 6'=0. If all F, show fractional errors >10%, only the lowest &, 1T €,/ uses & = 1, and &'
= Oforthe others.

Line 222 ‘higher cloud those observed’... not sure if you mean ‘higher cloud than those observed’ or
somethingelse.

Thanks, changed to: The MSI CTH is employed to detect either clouds in the surroundings of the nadir
clear-sky domain orhigher cloudsthanthose observedinthe nadirdomain.

Line 235 add to last case ‘and 6§ =0 for the others’.

Thanks, added at the end of the sentence: If all F,,/ show fractional errors > 10%, only the lowest &,/ 1T
€. usesd =1, and 6'=0 for the others.

Line 242 Add reference for the GERB issue with semi-transparent cloud issues: Dewitte et al 2008
https://doi.org/10.1016/j.asr.2007.07.042 and Clerbaux et al 2009
https://doi.org/10.1016/j.rse.2008.08.016.

Thanks for the suggestion, added both references.

Line 247 to 250. | think it worth noting here again the absence of a water vapour channel and that the
channel difference fills that role.

Added the following sentence: Although there is no water vapour channel in the MSI, the use of the
thermal channels difference overcomes this lack.

Line 252 ‘allows to obtain’— ‘enable sufficiently accurate anisotropy models to be derived from...’
Thanks for the suggestion. Modified accordingly: The lower anisotropy in the LW domain, with lower

errors expectedinthe inversion process (Bodas, 2002), enables sufficiently accurate anisotropy models
to be derived from radiative transfer (RT) simulations.


https://doi.org/10.1016/j.asr.2007.07.042
https://doi.org/10.1016/j.rse.2008.08.016.

Line 252 Do we have any idea what the theoretical error is or any reference of whatis possible from
theory any reference for this assertion even if it is the LW errors achieved in GERB c.f. CERES for clear
sky?

The theoretical errorestimated in Bodas etal 2003 is lowerthan 3 Wm-2for clear sky scenes and lower
than 6 Wm™ for overcast scenes for nadir. For VZA ~50° the errors are reduced for all cloud cover and
theyare lowerthan 1.5 Wm2. Added reference to Bodas thesis on the paper.

Line 253, might be worth stating that azimuthal dependenceis negliglbe/neglected before stating R only
isa function of VZA.

Thanks for your comment, the text has been modified as follows: “Although some studies (Minnis and
Khaiyer, 2000 and Minnis 2004) have shown that under certain situations longwave radiances can
strongly depend on the azimuth angle, our simulations have assumed azimuthal symmetry of the
longwave radiation.”

Line 256 can you put Velazquez etal 2010 on zelando and get a doi to make it accessible?
Link to the datasetand descriptionis now availableinthe references.

Line 270 ‘done at’—>‘obtained at @’ / Line 271 ‘would’>‘should’ or ‘will’ / Line 274 ‘and statistically
reducingthe’- ‘reducing the’

Thanks, corrected as suggested.
Line 281 ‘in average’ - ‘onaverage’

Thanks, changed to: This meansthatin the real world the thermal flux is on average more dependent on
3-dimensional effects than on plane parallelones.

Line 286 Can you state what cloud properties are used, just fraction and height or something more?

Clarified in the text: “MSI radiances, brightness temperatures, and cloud retrievals (i.e., cloud fraction
and CTH), which serve as input variables for flux retrieval models, are averaged over the different BBR
resolutions (standard, small, full and assessment).”

Line 303 ‘chained...to’ > ‘interfaces...with’

Thanks, changed to: “The BMA-FLX processor interfaces, within EarthCARE processing scheme, with M-
CLD to receive the MSl-based CTH and cloud mask from M-COP and M-CM, to M-RGR to receive MSI
regridded radiances and brightness temperatures, to A-LAY to receive the ATLID-based cloud top height
from A-CTH, to BM-RAD to receive unfiltered radiances, to X-MET to receive high-resolution forecasts,
and to ACM-RT (Cole etal., 2023) to provide co-registered radiances and fluxes.”

Line 349 ‘As expected’isitexpectedinthe model case specifically becauseitis usingthe plane parallel
assumption canyou specify that.



Itis expectedthaterrorin the radiance to fluxinversionis smallerforthe fore and aft views of the BBR
given the lower anisotropy of the radiance field for the off-nadir views. Text clarified and reference
added: “As expected, given the lower anisotropy of the radiance field for the off-nadir views (Suttles et
al., 1989), the aft and fore views present the lowest differences with respect to the model truth in the
LW fluxes.”

Line 354 Can you clarify here and in the caption to figure 5and figure 6 if the BMA-FLX results shown are
the combinedview result.

Thanks, but we think that this was already mentioned in the textand in the captions.

Line 358 ‘employed both’ = ‘both employed’

|_u

Thanks, as X-MET has also been addedithas been changedtoall: “The cloud coverfrom the model truth
(ranging from clear to overcast), the surface classification from GLCC and new X-MET, all employed in
the ADM scene identification (e.g., waterbodies, forests, savannahs, etc.), are presented at the bottom

of the plots.”
Line 381 ‘the longwave results remain consistent...’= ‘the longwave results are identical to’ (?)

Thanks, changed to: “The LW results remain consistent with those in the previous section because the
LW algorithm utilizes broad and narrow-band radiances independently of L2 cloud retrievals.”

Line 420 ‘greaterdependency -‘dependency’ (giventhe Iw has nodependency).

Thanks, changed to: “In contrast, the SW fluxes showed greater deviations from the model truth,
primarily due to the more complex anisotropy of solar radiation footprints and their dependence on
cloud-retrieved fields.”

Line 486 — The doi associated withthis paperis forthe unpublished version | thinkit needs to be updated
to https://doi.org/10.5194/amt-16-5327-2023 unless you specificallywant to reference the unpublished
submitted version and not the final publication.

Thanks, updated to: Donovan, D. P., Kollias, P., Veldzquez Blazquez, A., and van Zadelhoff, G.-J.: The
Generation of EarthCARE L1 Test Data sets Using Atmospheric Model Data Sets, EGUsphere, 2023, 1-54,
https://doi.org/10.5194/amt-16-5327-2023.



