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1 Additional information for mountain wave test
In this section, we detail the spin-up strategy and sponge layer, which were used in the mountain wave test
described in Sect. 3.3 of our paper. In addition, we consider some reasons why the obtained convergence rate is
slightly less than the optimal order accuracy.

1.1 Spin-up strategy
To mitigate the influence of impulsive start on numerical solutions, we gradually accelerated the wind as
performed in previous studies with regional experimental setup. The initial condition is a rest isothermal
atmosphere and is represented as

𝑢 b = 0, 𝑢Z = 0, 𝑢[ = 0,
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where 𝑃0 = 105 Pa and 𝑇0 = 300 K. To accelerate a zonal wind, we added the relaxation terms in the right-hand
side of governing equations as
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where (𝑈 b ,𝑈[ ,𝑈Z ) are the vector components of prescribed wind and 𝛼 𝑓 is a time-dependent coefficient with
Rayleigh forcing terms. Note that we set the hydrostatic balance part of pressure and density as

𝑝hyd = 𝑃0 exp
(
−

𝑢eq

2𝑅𝑇0
sin2 \ − 𝑔𝑧

𝑅𝑇0

)
, 𝜌hyd =

𝑝hyd

𝑅𝑇0
,

which satisfies a dynamically balanced state associated with a zonal wind in solid rotation, 𝑢eq cos\. Then, the
perturbation at the initial time is given by 𝑝′ = 𝑝− 𝑝hyd, 𝜌′ = 𝜌− 𝜌hyd.

As the horizontal component of prescribed wind, we consider a zonal wind in solid body rotation where
𝑢eq = 20 m/s. The corresponding (𝑈 b ,𝑈[) can be calculated by considering the coordinate conversion between
the cubed-sphere and geographic coordinates. To improve the inconsistency with no-flux boundary condition at
the surface, we add the vertical component in the form of

𝑈Z = −
√
𝐺𝑣 (𝐺13

𝑣 𝑈 b +𝐺23
𝑣 𝑈[) exp
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,

where 𝐻 𝑓 was set to 2 km in this study. This modification also reduces the influence of initial shock. On the
other hand, the coefficient with the forcing terms is given as 𝛼 𝑓 (𝑡) = 𝑤(𝑡)𝜏−1

𝑓
, where

𝑤 = 1 for 0 ≤ 𝑡 ≤ 𝑡1,

𝑤 =
1
2

[
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(
𝜋
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)]
for 𝑡1 ≤ 𝑡 ≤ 𝑡2,

𝑤 = 0 for 𝑡 ≥ 𝑡2,

and 𝜏 𝑓 is the forcing time scale. In this study, these parameters were set as 𝜏 𝑓 = 60 s, 𝑡1 = 200 s, and 𝑡2 = 1800 s.

1.2 Sponge layer
To suppress a reflection of waves at the model top, we introduced a sponge layer at upper computational domain.
In addition, to reduce the disruption of our targeting structure of mountain wave due to the global propagation of
initial shocks, a lateral sponge layer was placed on the 1/4 sector of the sphere. As in Eq. (S2), linear damping
terms were added to the governing equations as follows:
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The decay coefficient is given as 𝛼𝑠 = (1−𝑤(𝑡)) (𝛼𝑠,ℎ +𝛼𝑠,𝑣) where 𝛼𝑠,ℎ and 𝛼𝑠,𝑣 are the coefficients for lateral
and upper sponge layers, respectively. To avoid the sponge layer interfering with the initial forcing in Eq. (S2),
as the initial forcing weakens, the sponge layer is gradually activated using the coefficient (1−𝑤(𝑡)). The
coefficient for the upper sponge layer is given as
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Figure S1: After 2 hours in a mountain wave test case with global model, spatial distribution of (a) 𝐿2 error
norm and (b) local convergence rate for the vertical wind at the equator in the case where the effective horizontal
and vertical grid spacing Δeff,ℎ,Δeff,𝑣 is set to 156 m and 125 m, respectively, using 𝑝 = 3. When evaluating
the local convergence rate, we used the results obtained from two experiments: a coarse resolution experiment
(Δeff,ℎ = 625 m, Δeff,𝑣 = 500 m) and the highest resolution experiment for 𝑝 = 3 (Δeff,ℎ = 156 m, Δeff,𝑣 = 125 m).
In each figure, the white lines represent the vertical wind in the highest resolution experiment for 𝑝 = 3.

whereas, for the lateral sponge layer,
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where 𝑧𝑇 is the height of model top, and 𝜏𝑠,𝑣 and 𝜏𝑠,ℎ are the decay time scales corresponding to the upper and
lateral sponge layers. Note that the coefficient for the lateral sponge layer is multiplied by a tapering function in
the latitudinal direction to avoid an infinite zonal scale near the poles, as performed in Eq. (20) of our paper. In
this study, we set 𝑧sp = 15 km, 𝛿sp,𝑣 = 𝛿sp,ℎ = 0.16, and 𝜏𝑠,𝑣 = 𝜏𝑠,ℎ = 100 s.

1.3 Investigation of degrading the optimal numerical convergence
Figure 5 of our paper indicates that the convergence rate obtained from the mountain test case is slightly smaller
than 𝑝 + 1-order accuracy. We consider the reasons behind this result to be as follows; First, to evaluate the
differentials with the Jacobian cofactors (

√
𝐺𝑣𝐺

13
𝑣 and

√
𝐺𝑣𝐺

23
𝑣 ), we used same discretization operator, as

described in Sect. 2.3 of our paper. This strategy is beneficial to simply satisfy the geometric conservation law
identity in the discretized equations. However, because the calculated geometric factors have the order 𝑝, it
is possible to degrade the optimal convergence. Figures S1 (a), (b) show the spatial distribution of numerical
errors for vertical wind and the local convergence rate, respectively, for 𝑝 = 3. The numerical error is large near
the surface where the mountain exists. Furthermore, the relatively slow convergence rate appears. The rate near
the surface is about three, while it approaches the value of four at locations apart from the surface. Second, the
modal filter can reduce the convergence rate during the long-term temporal integrations even if we adopted a
high-order modal filter with a relatively small decay coefficient.

To increase the certainty of our speculations, we conducted additional numerical experiments. To simplify the
investigations and save the computational resources, we treated the corresponding two-dimensional experimental
setup. With respect to the Jacobian cofactors, we considered two cases: (i) the case where it is numerically given
by using the same discretization operator mentioned in Sect. 2.3 of our paper, and (ii) the case when it is given
by analytically evaluating the spatial derivatives at the node. In addition, to discuss the impact of modal filters
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Figure S2: After 2 hours in a two-dimensional mountain wave test case, spatial distribution of (a) 𝐿2 error
norm and (b) local convergence rate for the vertical wind in the cases of numerically calculated Jacobian
cofactor (upper panels) and analytical Jacobian cofactor (lower panels) for 𝑝 = 3. In the 𝐿2 error norm, we
show the results obtained from the experiments with Δeff,ℎ = 156 m and Δeff,𝑣 = 125 m. When evaluating the
local convergence rare, we used the results obtained from two experiments: a coarse resolution experiment
(Δeff,ℎ = 312 m, Δeff,𝑣 = 250 m) and the highest resolution experiment for 𝑝 = 3 (Δeff,ℎ = 39 m, Δeff,𝑣 = 31.25
m). In each figure, the white lines represent the vertical wind in the reference experiment.

on the convergence rate, we consider the case of no modal filter for 𝑝 = 3 because we found that the 2-hours
temporal integration without filters can be somehow performed only for 𝑝 = 3. As performed with the global
model case, we conduct a series of numerical experiments changing the spatial resolutions and polynomial
orders. To evaluate the error norms, we used the results from the reference experiments with 𝑝 = 7, where
Δeff,ℎ = 78 m and Δeff,𝑣 = 62.5 m (𝑧 < 15 km).

1.3.1 Results from the two-dimensional experiments

Figures S2(a), (b) show the spatial distribution of numerical errors for vertical wind and the local convergence rate
obtained from the two-dimensional experiments with 𝑝 = 3. As shown in the global experiment (see Fig. S1), the
convergence rate near the mountain achieves only the third-order accuracy in the cases of numerically calculated
Jacobian cofactor. On the other hand, when the analytical Jacobian cofactor is used, the numerical errors near
the mountain decrease and the convergence rate reaches to about fourth-order accuracy. Thus, we confirm that
the calculation strategy of Jacobian cofactor is one of reasons for sub-optimal convergence.

Figure S3 shows that the dependence of 𝐿1, 𝐿2, and 𝐿inf errors on the spatial resolution. First, we focus on
the results with 𝑝 = 3. When the metric cofactors are analytically evaluated and the modal filter is not used, the
fourth-order accuracy is observed except for the density. In case of numerically calculated Jacobian cofactor, the
convergence rate of 𝐿2 and 𝐿inf errors are characterized by the sub-optimal order because the Jacobian cofactors
have only 𝑝th-order accuracy, as mentioned above. Such behavior is observed for horizontal wind, vertical
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Figure S3: Dependence of 𝐿1, 𝐿2, and 𝐿inf errors on spatial resolution for (a) density perturbation (𝜌′), (b)
horizontal wind (𝑢 b ), (c) vertical wind (𝑤), and (d) perturbation of potential temperature weighted density
((𝜌\)′) after 2 hours in a mountain wave test case with the two-dimensional experimental setup. Note that the
cyan lines represent the results for the case 𝑝 = 3 without the modal filter (MFoff).
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wind, and the perturbation of potential temperature weighted density based on the comparison between (i) and
(ii) cases. On the other hand, the blue and cyan lines indicate that the order reduction with the modal filters is
obvious for the horizontal wind, while for other variables, there is little influence. This may be because the filters
act on not only the perturbation part of horizontal wind but also on the mean flow part. For higher order cases
(𝑝 = 7,11), the filters are unavoidable for ensuring numerical stability in classical DGM. Then, the convergence
rate can be limited by the modal filters, and the analytical Jacobian cofactor would have little impact. Even for
the case (ii), 𝐿2 and 𝐿inf errors of horizontal and vertical wind have the convergence rate slightly less than the
optimal order. As for the density, note that the third-order accuracy is obtained for 𝑝 = 3 even when using the
analytical Jacobian cofactor and removing the modal filter. It remains unclear why the density error does not
decrease in the optimal order. We may need to pursue how to discretely deal with the hydrostatic balance (e.g.,
Li and Xing 2018) and investigate the boundary errors with no-normal flux condition near the surface.
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