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Abstract. The temporal resolution of forcing and calibration data substantially influences the performance of hydrological
models. This impact varies among regions according to the climatic and landscape characteristics of the watersheds. In this
study, we evaluated the benefits of using high-resolution rainfall and streamflow data in hydrological modeling across 63
small-to-medium-scale catchments in Southeast China. We applied rainfall and streamflow data at various resolutions
ranging from 1 to 24 hours to drive and calibrate a well-established hydrological model. Our findings reveal that: (1)
Utilizing sub-daily rainfall data significantly enhances the accuracy of daily streamflow forecasts, with notable
improvements observed when models transition from daily to sub-daily resolutions. (2) Forcing and calibrating the model by
rainfall and streamflow data with sub-daily resolution data markedly improve hourly streamflow forecasts compared to daily
data, but the enhancements become negligible when the resolution exceeds 6 hours. (3) The advantages of sub-daily
resolution data are more pronounced in catchments characterized by smaller drainage areas, significant diurnal streamflow
variability, and a greater number of rain gauges. These findings provide basis for a more efficient rainfall and streamflow

data acquisition.

1 Introduction

Hydrological models are vital for understanding and predicting the dynamics of water resources, as well as occurrences of
floods and droughts. The effectiveness of these models heavily depends on the quality and resolution of input-the data,

especially the rainfall used for forcing and measured streamflow for calibrationrainfal—and—runeff. Traditionally,

hydrological modeling has utilized daily or even coarser resolution data, which limits its application for shorter time steps
required in scenarios such as flash flood forecasting. To address this limitation, data is often artificially disaggregated from
raw time series using mass curves (Bloschl and Sivapalan, 1995) or complex stochastic generators (Creutin and Obled, 1980).
However, models based on coarsely resolved or artificially refined data can introduce biases, particularly when forecasting at
finer temporal scales, as they may not accurately capture the variability and magnitude of hydrological variables (Y ounis et
al., 2008; Huang et al., 2019).
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Rainfall is crucial in driving high-frequency responses in catchments, in contrast to the more gradual changes caused by
evapotranspiration (Oudin et al., 2006). The temporal distribution of rainfall profoundly affects runoff patterns, influencing
both peak discharge rates (Gabellani et al., 2007) and total runoff volume (Viglione et al., 2010). These effects are primarily
due to the nonlinear dynamics of infiltration and runoff generation processes, which typically occur over a timescale of
minutes (Bloschl and Sivapalan, 1995; Kandel et al., 2005). Previous studies indicated that models incorporating sub-daily
time steps more effectively capture the complexities of infiltration excess and surface runoff, highlighting the importance of
peak rainfall rates in accurate rainfall-runoff modeling (Kandel et al., 2004, 2005; Socolofsky et al., 2001; Yu et al., 1998).
Additionally, streamflow measurement, a vital component for model calibration, ensures that the quality of calibration data
significantly impacts model parameters. Parameters governing slower dynamics exhibit considerable stability across various
timescales, whereas those associated with faster dynamics achieve greater accuracy and stability as data resolution improves
(Kavetski et al., 2011).

Recent advancements in measurement technologies, including high-frequency automated rain/streamflow gauges and phased
array rain-radars, have enabled access to high-resolution rainfall and runoff datasets. Despite these technological advances,
the quantitative benefits of high-resolution data in enhancing hydrological model performance remain unclear. For instance,
studies on the impact of rainfall data resolution on hydrological models have produced inconsistent results. Research such as
Jachak et al. (2011) suggested that finer temporal resolution significantly improves model simulations, whereas other studies
(Kannan et al., 2006; Ficchi et al., 2016) found that greater data resolution does not necessarily lead to better model
performance. These variances could be due to factors like the process descriptions in the models, watershed characteristics,
and the scale of data aggregation, yet there is a lack of comprehensive research investigating these elements.

This study seeked to enhance our understanding of the value of fine time-step hydro-climatic data for hydrological model
performance. We designed two experiments focusing on the most common hydrological forecasting timescales—daily and
hourly. The impact of high-resolution rainfall and streamflow data was assessed across 63 small-to-medium-scale
catchments in Southeastern China, using data resolutions ranging from 1 to 24 hours to drive and calibrate the hydrological
models. In addition, we explored factors that influence model performance and evaluated the benefits of high-resolution data
from the perspective of watershed characteristics. Specifically, we aim to answer three key questions:

(1) To what extent can sub-daily rainfall data improve daily streamflow simulations?

(2) What is the coarsest neeessary—resolution of rainfall and streamflow data to provide reliable hourly streamflow
simulations?

(3) What factors influence model performance and the value of high-resolution data?

The structure of the remainder of this paper is as follows: Section 2 details the methodology and experimental design,
including the selection of the 63 catchments, the hydrological model employed, and the techniques used to quantify the
benefits of high-resolution data and to identify influential factors. Section 3 presents the results, offering a comparison of

model performance at different temporal resolutions across the selected catchments. We investigate performance variations
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and discuss possible explanations for these differences. Section 4 examines the implications of measuring rainfall and

streamflow and addresses the limitations of this study. Finally, Section 5 provides the concluding remarks.

2 Materials and methodology
2.1 Catchment set and data

In this study, we utilized a set of 63 small-medium-scale catchments located in Southeastern China (Fig.1). The catchment
outlets are geographically dispersed, ranging from 102°E to 119°E longitude and 21°N to 33°N latitude. Predominantly,
most of these catchments (57 out of 63) fall within the Yangtze River Basin, while four are situated in the Pearl River Basin,
and two in the Southeast Basin. Table 1 presents the statistical summaries of the catchment attributes. The drainage areas of
these catchments vary considerably, ranging from 91.5 km? to 5266 km?, with an average area of 1528 km? These
catchments exhibit significant diversity in climatic conditions and rainfall-runoff relationships, highlighted by a wide range
of mean annual rainfall (647 to 2593 mm) and runoff ratios (0.31 to 0.96).

Table 1. Statistical summaries of the catchment attributes

Attributes Description Min Max Average Unit
DRA Drainage area 92 5266 1528 km?
MAR Mean annual rainfall 647 2593 1531 mm
MAQ Mean annual runoff 356 1571 868 mm
QR Runoff ratio 0.31 0.96 0.58 -
RGA Rainfall gauging area 27 859 109 km?
RGN Number of rainfall gauges 2 64 14.87 -
ISTD Intraday standard deviation 0.06 0.79 0.22 -
GOUE Goodness of uniform estimation 0.65 0.98 0.82 -
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Figure 1: Geographic distribution of catchments spanning across Southeastern China

Hydrometeorological data spanning from January 1, 2014, to December 31, 2015, were sourced from the National Rainfall
and Hydrological Database, curated by the Information Center of the Ministry of Water Resources
(http://xxfb.mwr.cn/sq_dtcx.html). The selection criteria for hydrological stations were established based on several key
factors: (1) Catchment size: Focusing on the sub-daily variation of streamflow which is crucial in small and mesoscale
catchments, only those with a drainage area of less than 6000 km? were selected. (2) Temporal resolution: The original data
varied in resolution from 5 minutes to more than one day. Given the scarcity of stations with complete and continuous time
series data, we chose stations with an average resolution—defined by the ratio of the length of the time period to the number
of measurements—that exceeded 3650 seconds. This resolution threshold, slightly over one hour, was designed to minimize
gaps in hourly time series data. (3) Water level and discharge relationship: The database includes both water level and
discharge data. Notably, water level data tends to be completer and more continuous. We utilized the relationship between
water level and discharge to infer discharge values for periods only covered by water level data. Stations were chosen based
on their provision of discharge data for more than 80% of the time steps that also had water level data and a determination
coefficient (R?) of the water level-discharge relationship exceeding 0.95, ensuring the accuracy of these calculations.

The criteria for selecting rainfall data were similar to those for streamflow data. We identified 63 high-quality stations
situated within the study catchments from the original database, characterized by an average temporal resolution of slightly
over one hour. To generate the areal rainfall data for each catchment, we employed the Thiessen Polygon method (Han and

Bray, 2006). The number of rainfall gauges per catchment varied from 2 to 64, averaging 15 stations. Additionally, the
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rainfall gauging area—calculated as the catchment area divided by the number of stations—ranged from 27 km? to 859 km?,
with an average of 109 km?.

Besides, the DEM in this study was from the MERIT Digital Elevation Model (Yamazaki et al., 2017) with a spatial

resolution of 90m. Temperature and potential evapotranspiration data were sourced from the ERAS-land (Muifioz, 2019). The
8d leaf area index (LAI) and the 16d normalized difference vegetation index (NDVI) data. both with a spatial resolution of
500m, were downloaded from MODIS product of MODI5A2H (Myneni et al., 2021) and MODI3A1 (Didan, 2021)

respectively, - ‘{

2.2 Hydrological model: THREW

The hydrological model employed in this study is the Tsinghua Hydrological Model based on Representative Elementary
Watershed (THREW) developed by Tian et al. (2006). THREW integrates a set of equilibrium equations for mass,
momentum, energy, and entropy, along with constitutive relationships governing various fluxes between representative units
and sub-regions within units. In THREW model, the REW is separated into two layers, ie-i.c., surface layer and subsurface

layer. Six sub-regions (or zones). i.e., bare soil zone (b-zone). vegetated zone (v-zone), snow covered zone (n-zone), glacier

covered zone (g-zone), sub-stream-network (t-zone), and main channel reach (r-zone), are defined within the surface layer,

and two sub-regions, i.e., unsaturated zone (u-zone) and saturated zone (s-zone), are defined within the sub-surface layer

(Fig. 2). In such a way the principal landscape types can be explicitly treated in the REW approachTheselayers-arefurther

subdivided-into-m stbregions-based-on-d nt-landseape-types-and-a plicitly d-using REW-appreach (Tian

et al., 2008). The primary parameters utilized and to be calibrated in the THREW model are presented in Table 2. This

model has demonstrated versatility across watersheds with diverse climates and geological conditions, such as Han River
basin (Sun et al., 2014; Li et al., 2018), where many basins in this study are located, and other basins such as Yarlung
Tsangpo-Brahmaputra River basin (Xu et al.,2019; Nan et al., 2021; Cui et al., 2023), Urumgqi River basin (Mou et al., 2009).
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Figure 2. Diagram of the THREW Model

JTable 2, Calibrated parameters of the THREW model.

Symbol Unit Physical descriptions Range
Kv - fraction of potential transpiration rate over potential evaporation 0-8
nt - Manning roughness coefficient for hillslope 0-0.2
GalFL - coefficient for spatial averaged infiltration capacity 0-0.7
GaEFL - coefficient for spatial averaged exfiltration capacity 0-0.7

Tension water storage capacity, which was used in the Xinanjiang model (Zhao et al.
WM cm - 0-10
1992) to calculate saturation area

B - Shape coefficient used in Xinanjiang model to calculate saturation area 0-1
Coefficient to calculate subsurface runoff in Re=KKD-S-K&-(y/Z)**, where S is the

KKA - topographic slope.K¢is the saturated hydraulic conductivity, y. is the depth of saturated ~ 0-6
ground- water and Z is the total soil depth
KKD - See description for KKA 0-0.5

Coefficient to calculate the runoff concentration process using the Muskingum method:
Q2 =C1-1i+C2:1>+C3.Q1+Ca:Qua, where 11 and Q1 are the inflow and outflow at the prior

step. respectively: I» and Q> are the inflow and outflow at the current step. respectively:
Qiat is lateral flow of the river channel; C5=1-Ci-Ca; and C4=Ci+C>

Co - See description for Ci 0-1

2.3 Model experimental design

To examine the influence of rainfall and runoff data at different resolutions on streamflow simulation, we designed two

specific experiments: the daily test and the hourly test. The flowchart of the experimental tests is shown in Fig. 3, which is

described as follows:
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(1) Daily test: This experiment was designed to investigate the impact of high-resolution rainfall data on daily streamflow
simulation. The model was driven by rainfall data at various sub-daily-resolutions and calibrated using daily resolution
streamflow data. This approach allowed us to assess whether (and to what extent) sub-daily rainfall data can enhance daily
streamflow simulation, addressing the first question raised in the introduction.

(2) Hourly test: This experiment was designed to investigate the impact of high-resolution rainfall and streamflow data on

hourly streamflow simulation. In this test, the temporal resolutions of #putrainfall data and measured ealibration-streamflow

data_for calibration were the same, both set as various stb-daily-resolutions. The model was calibrated using streamflow data
with the given temporal resolution, and then the hourly streamflow simulated by the calibrated model was evaluated based
onby the hourly measurement-measured data. This setup aimed to determine the necessary data resolution for providing
reliable hourly streamflow forecasts, thereby addressing the second question introduced earlier.

These experiments were designed to explore how data resolution impacts the accuracy and reliability of model’s

performance streamflowpredietions-at different temporal scales. The computational time step of the model is also one of the

factors impacting model’s performance (Jie et al., 2017; Reynolds et al. 2017). To minimize any bias associated with varying

computational time steps, the computational time step of hydrological simulation was consistently set at one hour. This
standardization was maintained regardless of the actual temporal resolution of the input data. fa-practice—aAll input data
besidesexeeptfor rainfall were resampled to the hourly resolution through averaging prior to simulation. As a result, the
output, specifically the simulated runoff data, was consistently produced at an hourly scale.

In the daily test, rainfall data at various temporal resolutions was fed into the hydrological model to generate simulated
hourly streamflow. This hourly data was then aggregated to daily scale for direct comparison with observed daily streamflow
data. Through this process, model parameters were calibrated by aligning the simulated outcomes with observed data, thus
optimizing the parameters for different resolutions of rainfall data. An automatic optimization algorithm, Python Surrogate
Optimization Toolbox (pySOT, Eriksson et al., 2019) was employed for model calibration, with the objective of maximizing
Kling-Gupta Efficiency (KGE). The pySOT algorithm utilizes radial basis functions (RBFs) as surrogate models to
approximate simulations, thereby reducing the runtime for each model iteration. During a single optimization process, the
optimization algorithm iteratively generates new parameters via the Symmetric Latin Hypercube Design (SLHD) method.
The optimization ceases when the optimization objective converges or the number of iterations reaches a predetermined
threshold (set at 3000). In this study, the pySOT algorithm was repeated 100 times, and the final parameter set was
determined based on the optimal objective (maximum KGE). After calibration, another performance metric, Relative Error

of Peak Flow (REP), was calculated. These metrics were calculated as follows:

KGE =1— [(r—1)2 + (@ — 1)2 + (§ — 1)? @

REP = Qsim,p - Qobs,p (2)

Qobs,p
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where, 1 represents the Pearson correlation coefficient between simulated and observed values, a is the ratio of the mean of
simulated values to the mean of observed values, £ is the ratio of the standard deviation of simulated values to the standard
deviation of observed values, Qg and Qops,, are the simulated and observed peak flow, respectively.

The hourly test followed a similar procedure to the daily test, inputting rainfall data at various temporal resolutions into the
hydrological model to produce simulated hourly streamflow. This output was aggregated to match the resolution of the input
data and compared with the corresponding observed data for calibration. The performance of calibrated model on simulating
hourly streamflow was then assessed by calculating KGE and REP, based on the hourly simulated and observed streamflow
data.

The flowchart of the experimental tests was illustrated in Fig.23, where D and H refer to daily and hourly test, x; is each
member of the time step (t.s.) set (TS), which consists of 1h, 2h, 3h, 4h, 6h, 12h and 24h. KGE), ,; and REPp, ,; are the KGE
of and REP of daily streamflow forced by rainfall at time step of x;. Similarly, KGEy ,; and REPy ,; denote the KGE and
REP for hourly streamflow at time step of x;. To quantify the different model abilities on streamflow simulations at hourly
and daily scales, IKGE and AREP were calculated as equations 3 and 4. Generally, rKGE is greater than 1 and AREP is
positive because it is easier for models to achieve good performance on the streamflow simulation at coarse temporal
resolutions. A rKGE close to 1 indicates that the model performs equally well at the hourly scale as it does at the daily scale,
suggesting its applicability across different temporal scales and providing comparable reliability. A AREP approaching 0 has
a similar implication. In addition to the metric calculated for different temporal resolutions, The average KGE and REP in
the daily and hourly test, aggregating these metrics across temporal scales, were calculated to provide an average
performance measure for the model within each catchment. The average KGE in the daily test and hourly test were
calculated as equation 5 and 6, and the average relative error REPp 4y, and REPy 4, Were calculated in a similar way. The

average rKGE and AREP were calculated as equations 7 and 8.

KGEp »;

KGEy = ——22 3

TKGExt = RGE, 3)

AREP,; = REP,; — REPy, 4)
KGEp »;

KGEp qve = average{KGEp ;) = % (xi € TS) ®)
KGEp »;

KGEy qve = average{KGEy ;} = % (xi € TS) 6)

KGED ave

KGEgpe = ——22 7

T G ave KGEH'aUe ( )

AREF;ye = REPD,aue - REPH,ave (8)
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Figure 32: Flowchart of the experimental tests

2.4 Quantifying the value of high-resolution data

to quantify this performance improvement. The IMP was calculated as follows:

Maxi KGEp ;i }
IMP, = Ll

KGED,24h

IMP, =

Max { KGEy ; }
KGEp 24n

The paired two-sample t-test, a widely used statistical method to determine whether the means of two related groups of
samples are significantly different (e.g., Xu et al., 2017), was adopted to test whether the performance of the hydrological

model based on high-resolution data was significantly improved. Furthermore, the improvement index (IMP) was proposed
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IMP;, and IM Py represent the highest degree of improvement of the sub-daily scale data relative to the daily scale data in the
daily test and the hourly test, respectively. It should be noted that although IMP and rKGE have similar equations, they
reflect different issues: the rKGE represents the difference in model ability on streamflow simulation at daily and hourly

scale, while the IMP indexes quantify the value of sub-daily scale dataset on hydrological models.

2.5 Analyzing the influence factors of model performances

In order to identify potential factors affecting the performance of the model and determine which catchments benefit greater
from high-resolution data, correlation analyses were performed between catchment attributes and model performance metrics.
The model performance metrics were described in the previous section. The following catchment attributes were selected as
potential factors: 1) drainage area (DRA); 2) mean annual rainfall (MAR); 3) mean annual runoff (MAQ); 4) runoff
coefficient (QR); 5) goodness of uniform estimation (GOUE) for streamflow, which is the Nash-Sutcliffe efficiency
coefficient (NSE) of hourly streamflow based on daily streamflow assuming a uniform intraday streamflow, revealing the

intraday streamflow variation (Andréassian et al., 2001). The equation for the GOUE is shown as Eq. (11), where n is the

length of the time series of the streamflow, Q" is the actual hourly streamflow, Q" is the mean of the Q", QP is the hourl

streamflow based on daily streamflow assuming a uniform intraday streamflow. A larger GOUE indicates a smaller

difference between daily and hourly streamflow, and a smaller intraday streamflow variation; 6) intraday standard deviation
(ISTD) of the streamflow relative to the average streamflow; 7) rainfall gauge area (RGA), which is the catchment area
divided by the number of rainfall stations in the catchment. Subsequently, correlation analyses were conducted between
evaluation metrics (including KGEp ave; KGEave, TIKGEave, REPD ave; REPi ave, AREPaye, IMPp, IMPy) and the above seven

potential influencing factors. Statistical summaries of these attributes across the study catchments are presented in Table 1.

S (0P - ob)

GOUE=1-— 1

st (0F =) B

A

3 Results
3.1 Model performance at different time scales

The results of the daily and hourly tests are showed in Fig. 3-4 and detailed in Table 23. Considering the performance
metrics obtained by various resolutions (ranging from 1h-24h) of data, in the daily test, the average KGE varied in the range
of 0.84 - 0.87. The model performed worst when using the 24-hour resolution data, but even so, the KGE exceeded 0.8 in
over 76% of the catchments. At the 1-hour resolution, this proportion raised to 86%. As for REP, its average value at various
data resolutions ranged between -16% and -24% indicating the general underestimation on peak flow. In the hourly test, the
metrics got slightly worse compared with the daily test, with average KGE 0.03 lower and average REP 10% larger than that
of daily test. The average KGE at various data resolutions varied in the range of 0.79 - 0.84, and the model produced KGE

10
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higher than 0.8 in over 75% of the catchments when using 1-hour rainfall and streamflow data. The average REP varied in
the range ranges between -24% and -38%. The average rKGE and AREP varied within the ranges of 1.04-1.07 and 7.8%-
14%, respectively. Furthermore, with the increasing temporal resolution, both rKGE and AREP exhibited a decline trend,
suggesting that the discrepancy in the model’s performance between hourly and daily scales diminished as the data
resolution improved. In brief, at all data resolutions in both daily and hourly tests, the average KGE was consistently greater
than 0.8, and the absolute value of average bias was consistently lower than 25%, respectively.

Besides, considering the metrics aggregated across different temporal scales for each catchment, the spatial patterns of
average KGE and REP were shown in the Fig. 4-5 and detailed in the last column in Table 23. In most catchments, the
average KGE exceeded 0.8 in both the daily and hourly experiments. The average absolute value of REP was less than 20%
in the daily test and less than 30% in the hourly test. These results demonstrated the high performance and reliability of the
THREW model in these catchments, with high KGE and low REP.

The evaluation metrics improved when using input and calibration data with higher temporal resolutions. Particularly, there
was an obvious improvement in model performance when transitioning from daily to sub-daily resolution. In the daily test,
the average KGE and REP obtained under 1-hour data driving were 0.03 and 8% higher, respectively, compared to those
obtained under 24-hour data driving. In hourly testing, the difference in KGE and REP between 1-hour data and 24-hour data
driven results were 0.05 and 14%, respectively. Figure 3e-4c and 3£4f shows that the differences between daily and hourly
metrics got smaller when higher resolution input data was used. Transitioning from 24-hour to 1-hour intervals in input data
resolution resulted in a decrease in rKGE from 1.07 to 1.04, and a decrease in AREP from 14.1% to 7.76%. This signified a
close proximity in the model's performance between forecasting hourly and daily streamflow when utilizing 1-hour

resolution data.
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Figure 43: Box plot of KGE, REP, rKGE and AREP based on experiments across 63 catchments
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Table 32. The characteristic values of KGE, REP, rKGE and AREP obtained by data with different temporal resolutions based on
experiments across 63 catcl t:

Metrics Value 1h 2h 3h 4h 6h 8h 12h 24h Average
min 0.696 0.683 0.685 0.702 0.661 0.680 0.653 0.565 0.668

KGEp max 0.955 0.957 0.958 0.955 0.958 0.959 0.958 0.946 0.955
average 0.873 0.872 0.874 0.873 0.871 0.871 0.867 0.840 0.867

min 0.663 0.669 0.656 0.670 0.636 0.614 0.575 0.464 0.638

KGEu max 0.956 0.947 0.950 0.950 0.949 0.946 0.956 0.942 0.946
average 0.843 0.845 0.847 0.846 0.845 0.839 0.831 0.790 0.836

min 0.963 0.989 0.979 0.988 0.985 0.979 0.984 0.961 0.981

rKGE max 1.184 1.118 1.132 1.136 1.140 1.148 1.157 1.274 1.138
average 1.037 1.033 1.032 1.033 1.032 1.040 1.047 1.068 1.040

min -48.8 -50.6 -61.8 -55.5 -56.3 -55.3 -57.9 -57.1 -51.8

REPp (%) max 43.0 542 56.2 542 31.1 21.0 14.8 10.2 32.8
average -15.9 -15.3 -16.2 -16.4 -17.1 -16.9 -19.0 -24.0 -17.6

min -65.6 -67.8 -68.5 -66.6 <723 -70.7 <723 -75.4 -69.0

REPu (%)  max 22.6 29.0 18.3 253 26.3 21.5 19.2 37.8 18.0
average -23.7 -23.8 =243 -23.4 -26.5 -26.7 -30.9 -38.1 =272

min -24.4 -24.4 -26.0 -32.6 -25.6 -18.0 -31.0 -27.6 -19.6

AI:EP max 539 57.2 49.9 42.0 559 39.8 41.7 54.4 385
oo average 7.76 8.48 8.10 7.03 9.32 9.77 11.8 14.1 9.55
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Figure 54: Spatial pattern of KGE and REP
3.2 Influence of data temporal resolution on model performance

In both the daily and hourly test, there was an obvious improvement in model performance when the rainfall/streamflow. For
instance, in the daily test, when the data resolution shifted from 24h to sub-daily 12h, the average KGE increased from 0.84
to 0.87 and the average REP decreased from -24% to -19%. But such improvement got increasingly limited as the resolution
further increased (Fig. 34). To quantify the difference in the model performances when adopting data with different
resolutions, paired two-sample t-tests were conducted, and the results are shown in Table 34. In the daily test, significant
improvement (at 0.01 significance level) on streamflow simulation was brought by sub-daily resolution rainfall data
compared to the daily data, as indicated by the low p values in the last row of Table 3a-4a and Table 3b4b. At least at the
0.05 significance level, there were significant differences in KGE obtained at 6-hour and 8-hour resolutions compared to that
obtained at 12-hour resolution, but the difference in REP was not significant. The KGE obtained at 6-hour and 3-hour
resolutions also showed significant differences, but the p-value was very close to 0.05. Meanwhile, it is noteworthy that the
differences among evaluation metrics were insignificant at 0.05 level when the resolution of rainfall data was higher than 8-
hour. This suggested that for daily streamflow forecasting, continuously increasing rainfall data resolution beyond the 8-hour

threshold did not bring significant improvement on model performance. That is, the simulated daily streamflow obtained
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from a model driven by 8-hour rainfall input had comparable reliability to that forced by 1-hour data, and effect of rainfall
data with a temporal resolution exceeding 8 hours on enhancing daily forecasted flow was negligible.

Similar results were observed in the hourly test (Table 3e-4c and Table 3d4d). Compared to resolutions of 24-hour and 12-
hour, utilizing higher-resolution data effectively enhanced the model's forecasting performance for hourly streamflow.
Taking KGE as the performance metric, significant differences existed between the performance of the model when using 8-
hour resolution data and that when using 2-6 hour resolution data. Notably, there were no statistical difference between the
KGEs obtained by 8-hour and 1-hour resolutions, indicating that there was a decrease in KGE when the resolution is
increased to 1-hour from 2-6 hours. Yet, from the perspective of average KGE (Fig. 34), this decrease was very slight, at
most reaching 0.004. The difference in REP obtained by the 3-hour and 6-hour resolutions compared to that obtained by 8-
hour resolution was not significant. When the temporal resolution of data used for forcing and calibrating models exceeded 6
hours, there was no significant improvement in the model's performance. Although the REP obtained at 6-hour and 4-hour
resolutions exhibited significant differences, the p-value was very close to 0.05. Consequently, simulated hourly streamflow
obtained by a model driven and calibrated by 6-hour data was comparably accurate to that driven and calibrated with 1-hour

data, and there was no significant added value brought by data with higher resolution than 6-hour.

Table 43. P-values of the paired two-sample t-tests for each metric. Bold values indicate p < 0.05, with * for 0.01 <p < 0.05 and ** for
Table 3a-4a P-values of the paired two-sample t-tests for KGE in daily test
Resolution 1h 2h 3h 4h 6h 8h 12h

2h 0.6277

3h 0.5988 0.3039

4h 0.8525 0.6220 0.3443

6h 0.3437 0.6170 0.0486* 0.2234

8h 0.3658 0.6131 0.1148 0.269 0.9369

12h 0.0328* 0.0300% 0.0011**  0.0025%*  0.0119**  0.0086**

24h 2.8E-09%* 2.5E-09** 4.2E-11** 1.2E-10** 9.3E-12** 4.8E-11** 6.9E-12**

Table 3b-4b P-values of the paired t le t-tests for REP in daily test

Resolution 1h 2h 3h 4h 6h 8h 12h
2h 0.4736
3h 0.7260 0.2896
4h 0.5653 0.1686 0.789
6h 0.2874 0.1106 0.3414 0.5084
8h 0.2659 0.1327 0.4602 0.5592 0.8511
12h 0.0132* 0.0033 0.0205* 0.0305* 0.0909 0.0593
24h 2.8E-06** 1.3E-06** 8.8E-06** 7.7E-06** 2.3E-07** 3.6E-06**  0.0006**

Table 3e-4c P-values of the paired two-sample t-tests for KGE in hourly test
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Resolution 1h 2h 3h 4h 6h 8h 12h
2h 0.3494
3h 0.0931 0.3611
4h 0.3350 0.7743 0.5075
6h 0.4749 0.9775 0.3646 0.8304
8h 0.1511 0.0202* 0.0034**  0.0057** 0.0011%*
12h 0.0004%* 0.0001%*  3.2E-06** 1.2E-05*%* 6.3E-07**  0.0002**
24h 6.7E-12%*  7.6E-13** 1.9E-13** 9.4E-13** 1.5E-14** 24E-13** 7.6E-16**
Table 3d-4d P-values of the paired t ple t-tests for REP in hourly test
Resolution 1h 2h 3h 4h 6h 8h 12h
2h 0.9048
3h 0.6343 0.6620
4h 0.8370 0.7715 0.5732
6h 0.0637 0.0556 0.1390 0.0429*
8h 0.0364* 0.0364* 0.1023 3 0.0312* 0.8301
12h 4.6E-06%*  6.2E-06** 6.4E-06** 3.1E-05**  0.0009**  0.0011**
24h 1.5E-09%* 2.2E-10** 9.6E-10** 1.4E-08** 5.7E-09** 2.5E-08** 1.1E-05%*

280 To further quantify the benefits from higher resolution data to hydrological simulation, the IMP indexes were calculated and
showed in Fig. 56. In the daily test, the improvement in daily KGE brought by sub-daily rainfall input data ranged from -1.6%
to 24.1% (5.3% on average). Specifically, higher resolution rainfall data caused slight decrease in daily streamflow
simulation efficiency in two catchments, and the increase in daily KGE was lower than 5% in more than half of the
catchments (40 of 63). In the hourly test, the improvement brought from sub-daily resolution data was significantly

285 correlated to that in the daily test (R?>=0.72, p<0.01), and the improvement was more pronounced. The model performance

was improved by the sub-daily rainfall and streamflow data in all the catchments, with the increase in hourly KGE ranging

from 0.1% to 52.9% (9.3% on average). The IMP had no significant spatial distribution pattern, but it was likely larger in

smaller catchments (also showed in Fig. 67).
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Figure 65: Spatial pattern of the benefit from higher resolution data. (a) IMP in daily test; (b) IMP in hourly test
3.3 Influence factors of model performance and the improvement brought by high-resolution data

In order to identify the potential factors affecting model performance and improvement, correlation analysis was carried out
between catchment attributes and model performance metrics, and the results are shown in Table 45. Overall, the GOUE was
the strongest predictor among the influence factors with highest correlation coefficient for most model performance and
improvement metrics, except for the two metrics evaluating peak simulation. In both daily and hourly tests, the KGE was
significantly positively correlated with DRA, MAR, and GOUE (detailed in the Fig. 67), indicating that the model performed
better on daily and hourly streamflow simulations in catchments with larger drainage area, more rainfall and higher goodness
of uniform estimation (lower intraday streamflow variation). This could be attributed to the general fact that larger watershed
areas tend to exhibit relatively stable and slower changes in streamflow, and the generally stronger correlation between
rainfall and runoff in catchments with wetter conditions resulting in more predictable streamflow. In addition, the KGE for
hourly streamflow was positively correlated with MAQ (r=0.279, p<0.05) and negatively correlated with ISTD (r=-0.260,
p<0.05), indicating that the model performed better in catchments with larger runoff and less intraday streamflow variation.
In arid regions and areas with significant diurnal flow fluctuations, streamflow forecasting at fine temporal scales poses
greater challenges. REP was significantly negatively correlated with ISTD in both daily (r=-0.272, p=0.031) and hourly scale
(r=-0.324, p<0.01), indicating that the model performed better on peak flow simulation in catchments with less intraday
streamflow variation (Fig. 78). Predicting peaks accurately is more challenging in data sequences with larger fluctuations.
rKGE was negatively correlated with DRA (r=-0.393, p<0.01) and GOUE (r=-0.672, p<0.01), and positively correlated with
ISTD (r=0.350, p<0.01), indicating that the model exhibited a closer performance between daily and hourly scales in

catchments with larger drainage area and lower diurnal streamflow variability (Fig. 89).

16



0.9

0.8

KGED.ave

0.7

. r=0.301, p=0.016

+ r=0.330, p<0.01

KGEH.ave

r=0.380, p<0.01

.
. r=0.314, p=0.012

o 2000 4000 6000 500 1000 1500 2000 2500 3000 0.6 0.7 0.8 0.9
DRA (km?) MAR (mmlyr) GOUE
310
Figure 76: Scatter diagram of KGE and impact factors (DRA, MAR, GOUE)
40
(a) (b)
20 =-0.272, p=0.031 T 1=-0.324, p<0.01
s .
T
o
-2 w
el B L
-60 . . S~a
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
ISTD ISTD
Figure 87: Scatter diagram of REP and ISTD
1.25
(a) (b) (c)
1.2
o 1450 r=-0.393, p<0.01 5 5 r=-0.627, p<0.01 5 P r=0.350 , p<0.01
m;
W JPrT
X
0 2000 4000 6000 0.6 0.7 0.8 0.9 1 0 0.2 0.4 0.6 0.8 1
DRA (km?) GOUE ISTD
|3 15 Figure 98: Scatter diagram of rKGE and DRA, GOUE, ISTD

17




320

325

330

Figure 9-10 shows the relationship between IMP and the significant influence factors. First, the IMP was negatively
correlated with DRA (r=-0.408 and -0.490 for daily and hourly test, p<0.01 for both), indicating that the benefit of sub-daily
rainfall and streamflow data was more significant in smaller catchments. This could be attributed to the fast rainfall-runoff
response in smaller catchments leading to sharp streamflow variations. The model forced and calibrated by the higher
temporal resolution data contained more fine-grained information, consequently being more likely to produce a realistic
description of hydrological processes and capture the streamflow variations. Second, the IMP was negatively correlated with
GOUE (r=-0.489 and -0.643 for daily and hourly test, p<0.01 for both), and the reason was similar with that of the negative
relation between IMP and DRA. Last, the IMP was negatively correlated with RGA (r=-0.295, p=0.020 and r=-0.330, p<0.01
for daily and hourly test), indicating that the benefit from higher resolution data was more significant in catchments with
more rain stations, which could provide more detailed and refined rainfall input data and consequently improve model

performance.

Table 54. Correlation coefficient among evaluation metrics and catchment attributions

KGEp,ave KGEnave rKGEave REPb ave REPu,ave AREPre IMPp IMPu
DRA 0.301%* 0.380%* -0.393%* 0.131 0.208 -0.133 -0.408+* -0.490%*
MAR 0.330%* 0.314% -0.120 0.056 0.036 0.022 0.080 0.060
MAQ 0.247 0.279* -0.230 0.105 0.123 -0.040 -0.141 -0.023
QR -0.115 -0.031 -0.206 0.102 0.152 -0.088 -0.250* -0.079
GOUE 0.377%* 0.518%* -0.627%* 0.214 0.304* -0.163 -0.489%* -0.643%*
ISTD -0.171 -0.260* 0.350%* -0.272* -0.324%* 0.114 0.302%* 0.193
RGA 0.197 0.247 -0.244 0.136 0.127 -0.006 -0.295* -0.330%*
Note: ** and * indicates significance at 0.01 and 0.05
@ ® )
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Figure 109: Scatter diagram of IMP and impact factors (DRA, GOUE, RGA)

18



335

340

345

350

3.4 ,Speciﬁc inSightS from representative cases ! - Formatted: Font: (Asian) Times New Roman, 10 pt, Font color: Text
N 1, English (United Kingdom)
N

To further analyze how rainfall and streamflow data at different resolutions specifically influence the hydrological \{Formatted: Heading 2, Space After: 0 pt, Widow/Orphan control ]

simulation results, we selected three representative catchments based on the Hourly Test results (IMPH) and sensitive

influence factors such as DRA, GOUE and RGA, which were identified as having a significant impact on IMPH. The

attributes of these representative catchments are listed in Table 6 (catchment names correspond to the names of the

hydrological stations at their respective outlets). The KGE values obtained from data of different resolutions are shown in

Table 7. These representative basins were selected for exhibiting the following characteristics: Catchment 1, Tiantangyan,

with relatively small DRA, GOUE, and RGA, showed significant improvement in simulation results with increased data

resolution (with a large IMP). Catchment 2, Saitang, with medium values for DRA, GOUE, and RGA, showed gradual

improvement in KGE with increased resolution, though the gains were not substantial. Catchment 3, Gaoan, one of the

largest catchments among all study catchments in terms of DRA, with relatively large GOUE and RGA, showed a smaller

IMP.

JLable6., Attributes of representative catchments 4\,\/ { Formatted: Font: /)» 11, Bold, Font color: Black ]

D Name DRA (km?) GOUE RGA (km?stn) IMP K\i \\\\ \{ Formatted: Space Before: 0.5 line, Line spacing: single ]

1 Tiantangyan 347 0.65 34.70 1.281 \\\\\{ Formatted: Font: /)» 7., Bold, Font color: Black ]

2 Saitang 2978 0.87 16547 1.051 \\{ Formatted: Font: /) 11, Bold, Font color: Black ]

N Gaoan 5172 0.94 246.28 1.021 { Formatted: Font: /)> fi, Bold, Font color: Black ]

Jable 7, KGE of each representative catchment obtained from data of different resolutions in the hourlytes¢ RN { Formatted: Font: /> 7., Bold, Font color: Black ]

Name 1h 2h 3h 4h 6h 8h 12h 24h \?\\\\\ ‘[ Formatted: Space Before: 0.5 line, Line spacing: single ]
=§gﬂa‘lntan an 0.776 0.781 0.777 0.75 0.755 0.73 0.706 0.61 \\\ \\{ Formatted: Font: /> 1, Bold, Font color: Black ]
_Saitang 0881 0874 0867 0.868 0.865 0873 0.865 0839 \\{ Formatted: Font: /)» #1, Bold, Font color: Black ]

Gaoan 0.922 0.924 0.925 0.921 0.92 0.918 0917 0.906

- { Formatted: Font: /)» 7., Bold, Font color: Black ]

The hourly time series of rainfall, simulated flow, and observed flow for the representative catchments under 1-hour and 24-

hour resolution data for the entire study period (2014-2015) are shown in Figure 11. Across all representative catchments

and data resolutions, the model successfully simulated the majority of flood events and baseflow. Furthermore, to gain more

specific and clear insights into the issue, the flood event with the highest peak flow during the study period was selected as

the representative case, and the hydrological time series for one or three weeks before and after these events are shown in

Figure 12. In particular, the results at a 6-hour resolution have been added to the figure, as this has been identified as a

threshold resolution.
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In the case of the Tiantangyan catchment, data at a 1-hour resolution show that there were three distinct rainfall and

corresponding flood events within the period. The streamflow changed rapidly, with each flood lasting less than one day,

while floods in other basins typically span several days. When using a 24-hour resolution, it is difficult to distinguish the

three independent rainfall events, resulting in a single flood event lasting three days in the simulation. With a 6-hour
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resolution, despite some peak discrepancies, both the rainfall and observed streamflow data closely capture the real rainfall-

runoff process, significantly improving simulation accuracy. At a l-hour resolution, there is some improvement in peak

simulation for the first flood event, with no notable changes in other events.

In the case of the Saitang catchment, the observed flow data at a 24-hour resolution have large errors compared to the actual

1-hour resolution, whereas the measured flow at 6-hour and 1-hour resolutions are very close. Thus, improving the resolution

from 24 hours to 6 hours enhanced simulation accuracy significantly, but further increasing it to 1 hour offered no substantial

improvement, as no additional effective information is introduced.

In the case of the Gaoan catchment, the streamflow changes more smoothly in this larger catchment. The observed flow at a+ — - ‘[Formatted:Normal, Left

24-hour resolution already closely approximates actual flow, with the relative error in peak flow being only -8.8%. compared

to -62.3% and -28.9% for the peak flow errors in the other two catchments. Furthermore, when the resolution of the observed

flow is increased to 6-hour, it exhibits negligible discrepancy when compared to the data at 1-hour resolution. Thus, when

using 24-hour resolution data, the model performs well on an hourly scale, and continuous improvement in resolution did not

lead to a notable increase in simulation accuracy

4 Discussions
4.1 Implication on the measurement of rainfall and streamflow

This study assessed the value of high-resolution rainfall and streamflow data on hydrological modelling. In terms of
streamflow simulation at daily scale, results indicated that increasing the temporal resolution of rainfall data from daily to
sub-daily intervals significantly improved the simulation accuracy, aligning with the general expectation of the role of high-
resolution data in enhancing predictive performance. However, the improvement on daily streamflow simulation brought by
rainfall input data with resolution higher than 8-hour was limited. The similar phenomenon was observed in the test on
hourly streamflow simulation, and the resolution threshold above which higher resolution brought negligible improvement
was 6-hour. These findings seemed to contradict intuitive expectations that higher resolution data consistently benefits
hydrological models, but similar results were reported in previous articles across different catchments using various models.
For instance, Ficchi et al. (2016) conducted a study in 240 French catchments, utilizing the GR4 rainfall-runoff model forced
by rainfall inputs at eight different time steps ranging from 6 minutes to 1 day, to investigate the extent to which the
performance of hydrological modeling is improved by short time-step data. Their conclusion is that, on average and within
their set of catchments, using shorter model time steps provides no additional value for reference time steps equal to or
shorter than 6 hours (when evaluating outputs aggregated at the reference time scales). Reynolds et al. (2017) examined the
relationship between model performance and the transferability of parameter sets calibrated at various temporal resolutions
in two small catchments in Central America, employing the HBV model. They found that parameters calibrated at the daily
provided peak-flow simulations almost as good as parameters calibrated at sub-daily resolutions. Tudaji et al. (2024

investigated the impact of different input data resolutions using a four-source hydrological model in seven catchments in
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northern China, and found that for daily streamflow simulations, improvements in model performance become negligible

when the resolution exceeds 12 hours. As for hourly streamflow simulations, improvements in overall flood process

accuracy become negligible when the resolution of input exceeds 6 hours, while higher resolutions further enhance the

precision of peak flow simulations.

Although the involved catchments and models differed among different studies, the findings were fundamentally consistent:
higher resolution data did not necessarily guarantee better model performance. There are several reasons that may constrain
the additional benefits of higher resolution data. First, due to the spatial and temporal autocorrelation of data such as rainfall

and runoff, further increases in resolution beyond a certain threshold may not necessarily yield additional meaningful

introduce additional, accurate, and effective information is crucial in determining its potential value to enhance model

performance. The GOUE index employed in this study offers a partial indication of the potential informational content that

high-resolution data may contribute. Second, the model structure itself may not be well-suited to capture the increased

complexity of processes at shorter time steps. For instance, Melsen et al. (2016) argued that the calibration and validation
time interval should keep pace with the increase in spatial resolution in order to resolve the processes that are relevant at the
applied spatial resolution. Some simple empirical formulas within the model may not be applicable at shorter time scales.
Third, the model input data, particularly rainfall-, might exhibit a lower signal-to-noise ratio at shorter time scales, owing to
challenges in data validation and increased uncertainty in areal averaged rainfalls (Ficchi et al., 2016; Obled et al., 2009).
Last, hydrological models simplify the natural hydrological processes, hence attenuating the natural smoothing effect of
rainfall-runoff. Consequently, when high temporal resolution data are utilized to drive the model, simulated flow may
demonstrate excessive variability, consequently reducing the model's performance.

Considering the limited enhancement in model performance from high-resolution data, which varies across watersheds with
different characteristics, this sheds light on the measurement of rainfall and streamflow. As stated by Seibert et al. (2024),
“balancing the information content of additional measurements with their costs allows one to allocate resources efficiently,
ensuring that you get your money's worth”. When planning new monitoring facilities, it is essential to conduct a preliminary
assessment of the value of current monitoring capabilities for building hydrological models and conducting hydrological
forecasts, based on the forecast objectives, precision requirements, and the accuracy of existing data. This assessment can
verify the necessity of monitoring and determine the areas where monitoring efforts should be increased based on model and
watershed characteristics. For instance, in our study catchments, the benefits of sub-daily resolution data were more
pronounced in catchments with smaller drainage area, stronger intraday streamflow variation and more existed rainfall
gauges. Thus, when conducting hourly hydrological forecasts using the THREW model in this region, it is advisable to
increase monitoring efforts and enhance monitoring frequency in catchments with smaller drainage areas or stronger intraday
streamflow variation. However, in catchments where the temporal resolutions of rainfall and streamflow data are already
higher than 6-hour, investing more costs in further increasing measurement resolution may not bring significant

improvement to model efficiency. Additionally, the negative correlation between IMP and RGA also offers an implication
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that when upgrading the model, which based on coarse temporal resolution inputs to those with higher temporal resolution,

such as switching from daily to hourly data, concurrently increasing rain gauge density can help enhance model performance.

4.2 Limitations

Despite this study employed extensive catchment data and multiple evaluation metrics to derive general conclusions, some
potential limitations warrant further consideration. First, this study adopted a specific model, and the selected catchments
were mainly distributed in the southeastern China with similar climate types due to the data availability. The applicability of
the conclusions to other climatic regions and models requires further verification. Second, results showed that the benefit of
high-resolution rainfall/streamflow data to daily and hourly streamflow simulation was negligible when the temporal
resolution was higher than a threshold (8-hour and 6-hour for daily and hourly simulation), and the possible mechanism of
such phenomenon has been primarily discussed. However, a deeper analysis and validation on such threshold effect are still
lacking, which needs further investigation. Last, the time of model running during calibration procedure was limited.
Although it proved to be enough to produce a good simulation based on our previous modeling and calibration practice (e.g.,
Nan and Tian, 2024a, 2024b), it cannot ensure that the globally optimal result could be found. Consequently, it is difficult to
determine whether the slightly decreasing model performance in some catchments is caused by high-resolution data or local

optimal results.

5 Conclusions

This study evaluated the impact of high-resolution rainfall and streamflow data on hydrological modeling across 63 small-to-
medium-scale catchments in Southeastern China. The models utilized data with resolutions ranging from 1 to 24 hours for
both forcing and calibration, and the influence factors of model performance and improvements brought by high-resolution
data were analyzed. Key findings are summarized as follows:

(1) Resolution impact on daily simulation: Increasing the resolution of the rainfall from daily (24h) to sub-daily (12h)
resolution significantly enhanced daily streamflow forecasts, bringing 3% and 5% improvement to average KGE and peak
flow simulation, respectively. However, rainfall input data with resolutions finer than 8 hours showed negligible
improvement.

(2) Resolution impact on hourly simulation: While sub-daily rainfall and streamflow data significantly improved hourly
streamflow simulation compared to daily data, improvements were minimal when the data resolution was finer than 6 hours.
For the studied catchments, data with a 6-hour resolution generally provided adequate confidence for hourly simulations as
hourly data.

(3) Model performance in varied conditions: Drainage area and intraday streamflow variation are significant influence
factors on model performance and benefit of high-resolution data. In specify, the THREW model showed enhanced

performance in catchments with larger drainage areas, higher rainfall, and less intraday streamflow variation. Sub-daily
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resolution data brought greater benefits in catchments with smaller drainage areas, more pronounced intraday flow variations,

and a higher number of rain gauges.

Competing interests. At least one of the (co)-authors is a member of the editorial board of Hydrology and Earth System

Sciences.

Acknowledgements. This study was made possible through the generous financial support from the National Key Research
and Development Program of China under grant number 2022YFC3002900. Additionally, the authors acknowledge the
support from the National Natural Science Foundation of China under grant number 52309023 and the Shuimu Tsinghua

Scholar Program.

Code and data availability. The data and the code of the THREW model used in this study are available by contacting the

authors.

Author contributions. YN and FT conceived the idea; MT and YN conducted analysis; FT provided comments on the

analysis; and all the authors contributed to writing and revisions.

References

Andréassian, V., Perrin, C., Michel, C., Usart-Sanchez, 1., and Lavabre, J.: Impact of imperfect rainfall knowledge on the
efficiency and the parameters of watershed models, Journal of Hydrology, 250, 206-223, 10.1016/s0022-1694(01)00437-1,
2001.

Blgeschl, G. and Sivapalan, M.: SCALE ISSUES IN HYDROLOGICAL MODELING - A REVIEW, Hydrological Processes,
9,251-290, 1995.

Cui, T, Li, Y., Yang, L., Nan, Y., Li, K., Tudaji, M., Hu, H., Long, D., Shahid, M., Mubeen, A., He, Z., Yong, B., Lu, H., Li,
C., Ni, G., Hu, C., and Tian, F.: Non-monotonic changes in Asian Water Towers' streamflow at increasing warming levels,
Nature Communications, 14, 10.1038/s41467-023-36804-6, 2023.

Creutin J D, Obled C. Modelling spatial and temporal characteristics of rainfall as input to a flood forecasting model[J].

IAHS-AISH Publication (129). 1980: 41-49.

Eriksson, D., Bindel, D., and A. Shoemaker, C.: pySOT and POAP: An event-driven asynchronous framework for surrogate
optimization, Arxiv, arXiv:1908.00420, 2019.

Didan, K. (2021). MODIS/Terra Vegetation Indices 16-Day L3 Global 500m SIN Grid V061 [Data set]. NASA EOSDIS
Land Processes Distributed Active Archive Center. Accessed 2023-01-01 from
https://doi.org/10.5067/MODIS/MODI13A1.061

25



500

505

510

515

520

525

530

Ficchi, A., Perrin, C., and Andreassian, V.: Impact of temporal resolution of inputs on hydrological model performance: An
analysis based on 2400 flood events, Journal of Hydrology, 538, 454-470, 10.1016/j.jhydrol.2016.04.016, 2016.

Gabellani, S., Boni, G., Ferraris, L., von Hardenberg, J., and Provenzale, A.: Propagation of uncertainty from rainfall to
runoff: A case study with a stochastic rainfall generator, Advances in Water Resources, 30, 2061-2071,
10.1016/j.advwatres.2006.11.015, 2007.

Huang, Y., Bardossy, A., and Zhang, K.: Sensitivity of hydrological models to temporal and spatial resolutions of rainfall
data, Hydrol. Earth Syst. Sci., 23, 26472663, https://doi.org/10.5194/hess-23-2647-2019, 2019.

Jeong, J., Kannan, N., Arnold, J. G., Glick, R., Gosselink, L., Srinivasan, R., and Harmel, R. D.: DEVELOPMENT OF
SUB-DAILY EROSION AND SEDIMENT TRANSPORT ALGORITHMS FOR SWAT, Transactions of the Asabe, 54,
1685-1691, 2011.

Jie M X, Chen H, Xu C Y, et al. Transferability of conceptual hydrological models across temporal resolutions: approach

and application[J]. Water Resources Management, 2018, 32: 1367-1381.

Kandel, D. D., Western, A. W., and Grayson, R. B.: Scaling from process timescales to daily time steps: A distribution
function approach, Water Resources Research, 41, 10.1029/2004wr003380, 2005.

Kandel, D. D., Western, A. W., Grayson, R. B., and Turra, H. N.: Process parameterization and temporal scaling in surface
runoff and erosion modelling, Hydrological Processes, 18, 1423-1446, 10.1002/hyp.1421, 2004.

Kannan, N., White, S. M., Worrall, F., and Whelan, M. J.: Sensitivity analysis and identification of the best
evapotranspiration and runoff options for hydrological modelling in SWAT-2000, Journal of Hydrology, 332, 456-466,
10.1016/j.jhydrol.2006.08.001, 2007.

Kavetski, D., Fenicia, F., and Clark, M. P.: Impact of temporal data resolution on parameter inference and model
identification in conceptual hydrological modeling: Insights from an experimental catchment, Water Resources Research, 47,
10.1029/2010wr009525, 2011.

Li, Y., Jiang, Y., Lei, X., Tian, F., Duan, H., and Lu, H.: Comparison of Precipitation and Streamflow Correcting for
Ensemble Streamflow Forecasts, Water, 10, 10.3390/w10020177, 2018.

Ligin, M. O. U., Fuqiang, T., and Heping, H. U.: Artificial neural network model of runoff prediction in high and cold
mountainous regions: a case study in the source drainage area of Urumgqi River, Journal of Hydroelectric Engineering, 28,
62-67,2009.

Muinoz Sabater, J., (2019): ERA5-Land monthly averaged data from 1981 to present. Copernicus Climate Change Service
(C38) Climate Data Store (CDS). (Jan 1, 2023), d0i:10.24381/cds.68d2bb30,
Melsen, L. A., Teuling, A. J., Torfs, P. J. J. F., Uijlenhoet, R., Mizukami, N., and Clark, M. P.: HESS Opinions: The need for

process-based evaluation of large-domain hyper-resolution models, Hydrology and Earth System Sciences, 20, 1069-1079,
10.5194/hess-20-1069-2016, 2016.

26

- [ Formatted: English (United States)




535

540

545

550

555

560

Nan, Y. and Tian, F.: Glaciers determine the sensitivity of hydrological processes to perturbed climate in a large
mountainous basin on the Tibetan Plateau, Hydrology and Earth System Sciences, 28, 669-689, 10.5194/hess-28-669-2024,
2024.

Myneni, R., Knyazikhin, Y., Park, T. (2021). MODIS/Terra Leaf Area Index/FPAR 8-Day L4 Global 500m SIN Grid V061
[Data set]. NASA EOSDIS Land Processes Distributed Active Archive Center. Accessed 2023-01-01 from

https://doi.org/10.5067/MODIS/MODI15A2H.061

Nan, Y. and Tian, F.: Isotope data-constrained hydrological model improves soil moisture simulation and runoff source
apportionment, Journal of Hydrology, 633, 10.1016/j.jhydrol.2024.131006, 2024.

Nan, Y., Tian, L., He, Z., Tian, F., and Shao, L.: The value of water isotope data on improving process understanding in a
glacierized catchment on the Tibetan Plateau, Hydrology and Earth System Sciences, 25, 3653-3673, 10.5194/hess-25-3653-
2021, 2021.

Oudin, L., Perrin, C., Mathevet, T., Andréassian, V., and Michel, C.: Impact of biased and randomly corrupted inputs on the
efficiency and the parameters of watershed models, Journal of Hydrology, 320, 62-83, 10.1016/j.jhydrol.2005.07.016, 2006.
Reynolds, J. E., Halldin, S., Xu, C. Y., Seibert, J., and Kauffeldt, A.: Sub-daily runoff predictions using parameters
calibrated on the basis of data with a daily temporal resolution, Journal of Hydrology, 550, 399-411,
10.1016/j.jhydrol.2017.05.012, 2017.

Seibert, J., Clerc-Schwarzenbach, F. M., and van Meerveld, H. J.: Getting your money&apos;s worth: Testing the value of
data for hydrological model calibration, Hydrological Processes, 38, 10.1002/hyp.15094, 2024.

Socolofsky, S., Adams, E., and Entekhabi, D.: Disaggregation of daily rainfall for continuous watershed modeling, Journal
of Hydrologic Engineering, 6, 300-309, 10.1061/(asce)1084-0699(2001)6:4(300), 2001.

Sun, Y., Tian, F., Yang, L., and Hu, H.: Exploring the spatial variability of contributions from climate variation and change
in catchment properties to streamflow decrease in a mesoscale basin by three different methods, Journal of Hydrology, 508,
170-180, 10.1016/j.jhydrol.2013.11.004, 2014.

Tian, F., Hu, H., and Lei, Z.: Thermodynamic watershed hydrological model: Constitutive relationship, Science in China
Series E-Technological Sciences, 51, 1353-1369, 10.1007/s11431-008-0147-0, 2008.

Tian, F., Hu, H., Lei, Z., and Sivapalan, M.: Extension of the Representative Elementary Watershed approach for cold
regions via explicit treatment of energy related processes, Hydrology and Earth System Sciences, 10, 619-644, 10.5194/hess-
10-619-2006, 2006.

Tudaji, M., Nan, Y., and Tian, F.: Assesing the Value of High-Resolution Data and Parameters Transferability Across

Temporal _Scales _in _Hydrological Modeling: A Case Study in Northern China, EGUsphere [preprint]
https://doi.org/10.5194/egusphere-2024-2966, 2024.

Viglione, A., Chirico, G. B., Komma, J., Woods, R., Borga, M., and Bloschl, G.: Quantifying space-time dynamics of flood
event types, Journal of Hydrology, 394, 213-229, 10.1016/j.jhydrol.2010.05.041, 2010.

27



565

570

575

Xu, R., Hu, H., Tian, F., Li, C., and Khan, M. Y. A.: Projected climate change impacts on future streamflow of the Yarlung
Tsangpo-Brahmaputra River, Global and Planetary Change, 175, 144-159, 10.1016/j.gloplacha.2019.01.012, 2019.
Xu, M., Fralick, D., Zheng, J. Z., Wang, B., Tu, X. M., and Feng, C.: The Differences and Similarities Between Two-Sample
T-Test and Paired T-Test, Shanghai archives of psychiatry, 29, 184-188, 10.11919/j.issn.1002-0829.217070, 2017.
Yamazaki D., D. Ikeshima, R. Tawatari, T. Yamaguchi, F. O'Loughlin. J.C. Neal, C.C. Sampson, S. Kanae & P.D. Bates. A

high accuracy map of global terrain elevations. Geophysical Research Letters, vol.44, pp.5844-5853, 2017.
doi:10.1002/2017GL072874

Younis J, Anquetin S, Thielen J. The benefit of high-resolution operational weather forecasts for flash flood warning[J].

Hydrology and Earth System Sciences, 2008, 12(4): 1039-1051.

Yu, B., Cakurs, U., and Rose, C. W.: An assessment of methods for estimating runoff rates at the plot scale, Transactions of
the Asae, 41, 653-661, 1998.
Zhao R J, Wang P L, Hu F. Relations between parameter values and corresponding natural conditions of Xinanjiang

model[J]. Journal of Hohai University, 1992, 20(1): 52-59.

28



