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Abstract 

Climate change impact studies rely on ensembles of General Circulation Model (GCM) 

simulations. Combining ensemble members is challenging due to uncertainties in how well each 

model performs. The concept of model democracy where equal weight is given to each model, is 

common but criticized for ignoring regional variations and dependencies between models. 15 

Various weighting schemes address these concerns, but their effectiveness in impact studies, 

which integrate GCM outputs with separate impact models, remains unclear.  

This study evaluated the impact of six weighting strategies on future streamflow projections 

using a pseudo-reality approach, where each GCM is treated as “the true” climate. The analysis 

involved an ensemble of 22 CMIP6 climate simulations and used a hydrological model across 20 

3,107 North American catchments. Since climate model outputs often undergo bias correction 

before being used in hydrological models, this study implemented two approaches: one with bias 

correction applied to precipitation and temperature inputs, and one without. Weighting schemes 

were evaluated based on biases relative to the pseudo-reality GCM for annual mean 

temperature, precipitation and streamflow. 25 

Results show that unequal weighting schemes produce significantly better precipitation and 

temperature projections than equal weighting. For streamflow projections, unequal weighting 

offered minor improvement only when bias correction was not applied. However, with bias 

correction, both equal and unequal weighting delivered similar results. While bias correction has 

limitations, it remains essential for realistic streamflow projections in impact studies. A pragmatic 30 

strategy may be to combine model democracy with selective model exclusion based on robust 

performance metrics. 

This study provides insights on how weighting affects hydrological assessments. It emphasizes 

the need for careful approaches and further research to manage uncertainties in climate change 
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impact studies. These findings will help improve the accuracy of climate projections and improve 35 

the reliability of hydrological impact assessments in a changing climate. 

Keywords: Climate model weighting, climate change, hydrology, uncertainty, impact 

assessment, streamflow projections, pseudo-reality 
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1.  Introduction 40 

To assess the impacts of climate change on hydrology, researchers often rely on projections from 

global and regional climate models (GCMs and RCMs) (Chen et al., 2012; Hagemann et al., 2013; 

Reshmidevi et al., 2018). Typically, outputs from these models are post-processed (i.e., 

downscaled and/or bias-corrected) before being used by hydrologic models to simulate future 

hydrologic conditions (e.g., Raulino et al., 2021). The varying spatial and temporal resolutions, 45 

along with differences in the representation of physical processes and feedback mechanisms 

among GCMs lead to diverse climate sensitivities and a broad range of future climate projections. 

This variability is widely recognized as a primary source of uncertainty (Hausfather et al., 2022; Li 

et al., 2023; Murphy et al., 2004; Prein et al., 2020; Stainforth et al., 2007), further complicated 

by other sources of uncertainty (Merrifield et al., 2020; H. Wang et al., 2020). 50 

Using ensembles of climate models is widely accepted as the best strategy to tackle this 

uncertainty (Giuntoli et al., 2018; Tebaldi & Knutti, 2007). However, there is no consensus on the 

most effective method to integrate the outcomes from multiple GCMs. Traditionally, these 

simulations have been combined by treating each climate model as equally plausible (e.g. 

Lawrence et al., 2021), a practice known as "model democracy." This approach assumes all 55 

models are equally capable of simulating past and future climates (Chen et al., 2017; Knutti, 

2010). While model democracy has been successful in replicating the mean state of the observed 

historical climate (Reichler & Kim, 2008), its applicability and reliability in future impact 

assessments remain uncertain. 
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Model democracy is critiqued primarily for two reasons. First, GCMs’ performance in reproducing 60 

climatic patterns varies by location and variable (Abramowitz et al., 2019), suggesting model 

democracy might not be the best choice in regions where some models are more reliable (Knutti 

et al., 2013; Lorenz et al., 2018). Second, averaging equally weighted models assumes 

independence within an ensemble. However, this assumption is often proven incorrect, 

especially in ensembles like CMIP5 and CMIP6 (Sanderson et al., 2017), since simulations from 65 

the same research group may differ only in resolution, and there has been extensive sharing 

among climate modeling centers, including shared coding and parameterization schemes (Eyring 

et al., 2019; Knutti et al., 2010). Consequently, the number of truly independent models in these 

ensembles is likely lower than it appears (Merrifield et al., 2020), which can skew results by 

duplicating similar information and adding little knowledge to the ensemble (Knutti et al., 2017; 70 

Wang et al., 2019). 

To mitigate these issues, several studies have explored assigning different weights to climate 

model simulations based on historical performance, demonstrating more accurate projections 

compared to simple averaging (e.g. Lorenz et al., 2018; Palmer et al., 2023; Yuan et al., 2020). 

Others have accounted for model interdependence in their weighting schemes (Brunner et al., 75 

2019; Di Virgilio et al., 2022; Easterling et al., 2017; Liang et al., 2020; Massoud et al., 2019; 

Sanderson et al., 2015, 2017). However, selecting an ideal subset of climate simulations that 

considers interdependence is challenging and somewhat subjective (Herger et al., 2018), with a 

risk of reduced accuracy due to inappropriate weighting (Weigel et al., 2010).  

https://doi.org/10.5194/egusphere-2024-1183
Preprint. Discussion started: 5 June 2024
c© Author(s) 2024. CC BY 4.0 License.



  

6 

 

In hydrological impact studies, a common method to weight or select GCMs assesses their 80 

capability to accurately depict historical climate conditions like temperature and precipitation 

(Chen et al., 2017; Kolusu et al., 2021; Massoud et al., 2019; Padrón et al., 2019; Ruane & 

McDermid, 2017). While some studies highlight the benefits of weighting (e.g., Massoud et al., 

2019), others note that weighting climate models only slightly affect streamflow projections 

derived from GCMs (e.g., Chen et al., 2017; Kolusu et al., 2021). A key concern is that weights 85 

based solely on climate model outputs like temperature and precipitation for impact assessments 

may not fully account for the complex relationship between climate variables and hydrological 

responses, potentially limiting the true utility of climate models in representing hydrological 

changes (Wang et al., 2019; Wootten et al., 2023). 

Recent impact assessment studies have utilized streamflow values to weigh simulations 90 

(Castaneda-Gonzalez et al., 2023; Dong et al., 2021; Wang et al., 2019; Yang et al., 2017). For 

instance, Castaneda-Gonzalez et al., 2023, found that unequal weights improve the accuracy of 

representing mean annual and seasonal hydrographs during the reference period. Wang et al., 

(2019), noted that assigning different weights to climate models improves simulation accuracy 

and reduces biases in average predictions using raw GCM outputs during the reference period. 95 

However, the impact of weighting diminished once bias correction was applied to the GCM 

outputs. While improving accuracy during the reference period is vital, comprehensive out-of-

sample testing is crucial to validate these methods for future projection periods (Abramowitz et 

al., 2019; Herger et al., 2018). 
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The effectiveness of climate model weighting is often benchmarked against equal weights (model 100 

democracy) by evaluating their performance in reproducing observed climate variables over a 

reference period. Without future observations, assessing the robustness of weighting schemes 

for future projections, especially for streamflow projections, is challenging. Thus, most studies 

on the efficiency of climate model weighting for future streamflow projections focus on whether 

unequal weights produce different future projections.  105 

One approach to overcome this challenge is pseudo-reality (or model-as-truth) testing, which 

involves selecting a climate model simulation as a “pseudo-reality” and treating it as true 

observed data for both reference and future periods. By comparing different weighting schemes 

against this pseudo-reality, researchers can infer their effectiveness for future projections. This 

approach has been used in several studies (Chen et al., 2020; Hernanz et al., 2022; Mendoza Paz 110 

& Willems, 2023). 

This study aims to assess the impact of various GCM weighting strategies on hydrological impact 

assessments through a model-as-truth (pseudo-reality) experiment. It investigates six different 

weighting schemes, including equal and random weighting as benchmarks, to determine the 

significance of individual climate simulations in hydrological impact studies. By conducting 115 

multiple iterations of the pseudo-reality method and considering factors like climate variables 

(e.g., temperature and precipitation) and geographic regions. This comprehensive approach 

seeks to thoroughly examine the sensitivity of climate model weighting and ensemble averages. 

The objective is to understand the complex interactions between weighting schemes and their 
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effects on hydrological assessments, thus providing valuable insights into the broader 120 

implications of climate change impact studies. 

The research is driven by two primary objectives: first, to explore the influence of different 

climate model weighting techniques on the accuracy and reliability of hydrological assessments; 

and second, to ascertain how the selection of assessment criteria influences the outcomes of 

climate model weighting in hydrological assessments. Through these objectives, the study seeks 125 

to provide meaningful insights into the effectiveness and dependability of various weighting 

techniques in enhancing the accuracy of hydrological assessments related to climate change. 

 

2.  Materials and Methods  

2.1 Study Area and Data 130 

In this study, catchments were selected from the comprehensive HYSETS database, which 

includes data from 14,425 catchments across North America (Arsenault et al., 2020b). For our 

analysis, 3,107 catchments were chosen to ensure coverage across the entire North American 

continent. The selection criteria included a minimum drainage area of 500 km² and at least 10 

years of data availability, as dictated by the requirements of the hydrological models used. The 135 

spatial distribution of these catchments is illustrated in Figure 1. Additionally, the meteorological 

data required for our study were obtained from the ERA5 reanalysis dataset. This dataset has 
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been demonstrated to perform comparably to observation station data in hydrological 

modelling, without the problems related to missing data, thus ensuring complete temporal 

coverage (Tarek et al., 2020). 140 

 

Figure 1. Map of the 3,107 catchments used in this study. The color code represents the mean annual 
temperature over each catchment. In the case of nested catchments, the smaller ones were plotted on top of 
larger catchments. 

 145 
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2.2 Modelling Chain 

Following the standard procedures for hydrological climate change impact analysis, a top-down 

hydroclimatic modeling chain was used (as outlined in Arsenault et al., 2020a; Rahimpour 

Asenjan et al., 2023). Precipitation and temperature data were extracted from 22 CMIP6 

climate models under the SSP5-8.5 scenario for both the reference and future periods. Table 1 150 

lists the 22 CMIP6 GCMs used in this study, along with their corresponding Equilibrium Climate 

Sensitivity (ECS) values. ECS is a metric indicating the expected rise in Earth's average surface 

temperature in response to a doubling of carbon dioxide concentrations in the atmosphere, 

relative to pre-industrial levels, upon reaching equilibrium. The reference period for this 

analysis is 1971–2000, with future climate projections covering the period 2071–2100. Figure 2 155 

displays the projected changes in temperature and precipitation between the reference (1971-

2000) and future (2071-2100) periods for all 22 GCMs. The ECS values among the GCMs varied 

between 1.83 to 5.62 °C, highlighting the diverse responses of different models to climate 

change scenarios and emphasizing the potential significance of weighting model selection. 

Table 1. The 22 GCMs selected in this study and their corresponding ECS. ECS values were taken from 160 
either 1- Tokarska et al., (2020) or 2-Hausfather et al., (2022) 

GCM ECS Modeling center ID Number 

CanESM5 5.621 CCCma 3 

NESM3 4.681 NUIST 22 

IPSL-CM6A-LR 4.521 IPSL 12 
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EC-Earth3-Veg 4.31 EC-Earth-Consortium 8 

EC-Earth3-CC 4.232 EC-Earth-Consortium 7 

EC-Earth3 4.21 EC-Earth-Consortium 6 

EC-Earth3-Veg-LR 4.22 EC-Earth-Consortium 9 

GFDL-CM4_gr1 3.892 NOAA-GFDL 20 

GFDL-CM4_gr2 3.892 NOAA-GFDL 19 

ACCESS-ESM1-5 3.881 CSIRO 4 

KIOST-ESM 3.362 KIOST 13 

MRI-ESM2-0 3.141 MRI 16 

MPI-ESM1-2-HR 3.022 DKRZ 5 

BCC-CSM2-MR 3.011 BCC 1 

MPI-ESM1-2-LR 2.982 MPI-M 15 

FGOALS-g3 2.872 CAS 2 

GFDL-ESM4 2.621 NOAA-GFDL 21 

NorESM2-LM 2.601 NCC 17 

MIROC6 2.571 MIROC 14 

NorESM2-MM 2.492 NCC 18 

INM-CM5-0 1.921 INM 11 
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INM-CM4-8 1.831 INM 10 

 

 

FIGURE 2: Projected temperature (a) and precipitation (b) changes between the reference (1971-2000) and 
future (2071-2100) periods over all 3,107 catchments for all 22 GCMs.  165 

 

The study involves two experiments. In the first experiment, uncorrected (raw) GCM data is 

used. For the second experiment, the multivariate bias correction (MBCn) method (Cannon, 

2018) is applied to the climate data, noting that bias correction was performed exclusively using 

pseudo-reality GCM data. Subsequently, both the raw and bias-corrected climate data were 170 

used as inputs for a pre-calibrated hydrological model, which then generated streamflow 

simulations.  
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The HMETS lumped rainfall–runoff model was used for simulating streamflow (Martel et al., 

2017). The HMETS model has demonstrated effective performance in previous hydrological 

studies (e.g., Tarek et al., 2021). It was calibrated using the Kling-Gupta Efficiency (KGE) 175 

objective function (Kling et al., 2012; Kling & Gupta, 2009) with streamflow observation data 

and ERA5 data spanning 1981-2018. The calibration process’s duration varied depending on the 

availability of streamflow data for each catchment, requiring at least 10 years of observation 

data, including a 2-year warm-up period, entailed and 10,000 model evaluations using the SCE-

UA (Shuffled Complex Evolution - University of Arizona; Duan et al., 1994) algorithm.  180 

2.3 Overview of the weighting strategies 

In this study, six weighting methods were employed to aggregate the outcomes of the 

hydrological model, as detailed in Table 2. These methods are described below. 

Table 2. Weighing methods used in this study  

Method   Description  References 

RAC  Evaluating how closely models match observational 
series in terms of annual cycles 

 Wang et al., 
2019 

REA  Weights are assigned based on independence and 
convergence, considering the models' consistency and 

convergence towards collective projections. 

 (Giorgi & 
Mearns, 2002) 

Skill  Weights are assigned based on the skill of reproducing 
the annual means, prioritizing models with higher skill. 

 (Sanderson et 
al., 2017) 

BMA  Weights are assigned based on Bayesian model averaging 
of equilibrium climate sensitivity (ECS) value 

  Massoud et al., 
2023 
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Equal  Weights are assigned equally   

Random  Weights are assigned randomly to models for 
benchmarking and comparison 

  

2.3.1 Representation of the Annual Cycle (RAC) 185 

The Representation of the Annual Cycle (RAC) skill score measures the similarity between a 

climate simulation series and the pseudo-reality series in terms of their annual cycles, as 

defined in equation 1. It calculates the correlation coefficient (r) between the monthly observed 

and simulated series, with the maximum correlation (r0) set to 1 for this study. Additionally, the 

parameter σ = σs / σo represents the ratio between the standard deviations of the monthly 190 

simulated series and the monthly observed series. The RAC method aims to quantify the degree 

of resemblance between the simulated and observed annual cycles (Wang et al., 2019). 

𝑅𝐴𝐶 =
 ( )

  (  / ) ( )
 (1) 

2.3.2 Reliability Ensemble Averaging (REA) 

The Reliability Ensemble Averaging (REA) technique assigns weights to GCMs based on the 195 

model's performance criterion, which evaluates how accurately it reproduces historical 

observations, and the model convergence criterion, assessing the extent to which a GCM aligns 

with the multi-model mean in future projections. This indicates its consistency and convergence 

toward collective model projections (Giorgi & Mearns, 2002). 
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The REA framework evaluates the reliability of a GCM based on several factors, including 200 

natural climate variability (ε), determined from the range between the maximum and minimum 

20-year moving averages of yearly observations, as shown in equation 2. It also considers the 

bias (𝛽 )of a simulation compared to the observational climatological means and the distance 

(𝐷 ) between the projected change by a given model and the REA-weighted mean change. If the 

absolute value of the bias or distance is smaller than the climate variability (ε), indicating that 205 

the model's deviation falls within natural variability, the climate simulation is considered 

reliable. This reliability condition is expressed as ε/|𝛽 | or ε/|𝐷 | being set to 1. The 

parameters m and n represent the weights assigned to the performance and convergence 

criteria, respectively, with both set to 1 in this study. 

𝑅𝐸𝐴 =  {[
 ( )

]  × [
 ( )

] } /   (2) 210 

2.3.3 Skill 

The "Skill" weighting method assesses model performance relative to historical climate data to 

allocate weights to each model within ensemble Projections (Massoud et al., 2019; Wootten et 

al., 2020). Models that more accurately reflect observed data receive higher weights, thus 

having a greater influence within the ensemble. The weights, 𝑊 , (𝑖), are calculated 215 

according to equation 3 (Sanderson et al., 2017), based on the RMSE distances (δi(obs)) between 

each climate simulation and the pseudo-reality scenario. The index i corresponds to each 

individual model within the ensemble. The radius of model quality, 𝐷 , determines the degree 
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to which models with lower skill are down-weighted, fixed at 0.9 similar to Massoud et al. 

(2019). By adjusting model weights according to their skill levels, this method favors models 220 

with superior performance while reducing the impact of less skillful ones. 

 𝑊 , (𝑖) =  𝑒
( )

  (3) 

 

2.3.4 Bayesian Model Averaging (BMA)  

Bayesian Model Averaging (BMA) optimizes the likelihood function to ensure that the 225 

combination of models best matches the target distribution (Massoud et al., 2020). In this 

study, the ECS values are estimated by the IPCC AR6 as the target distribution, represented by a 

gamma distribution with a range of 2.5–4 °C and a peak near 3 °C (similar to Massoud et al., 

2023). For each test, a variety of combinations (n=15,000) of model weights is systematically 

sampled to find those that result in model combinations with the highest likelihood of matching 230 

the desired target field. 

2.3.5 Equal weights and random weights 

Equal weights and random weights are used as benchmarks for comparison in this study. Equal 

weights allocate the same importance to each model in the ensemble, ensuring all models 

contribute equally to the final outcome. Random weights are assigned from a uniform 235 

distribution between 0 and 1. The weights for each catchment and experiment are randomized, 
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using one of the 22 GCMs as the pseudo-reality. Both equal and random weights are 

normalized to sum to 1. 

2.4  Experiment Design 

The main methodological steps are depicted in Figure 3. Specifically, Figure 3a illustrates the 240 

steps for evaluating the performance of each weighting method for both future precipitation and 

temperature, while Figure 3b shows similar steps for future streamflows. Given the potential risk 

of selecting one of the 22 GCMs as the pseudo-reality, where picking an outlier could skew 

results, each GCM is alternately used as the pseudo-reality, with the remaining 21 GCMs 

evaluated against it.  The steps in Figure 3 are carried out for each catchment and for each of the 245 

six weighting methods, necessitating a total of 18,642 repetitions (3,107 catchments x 6 

weighting methods). Weights are determined based on the similarity between each of the 

remaining GCMs and the one chosen as pseudo-reality over the reference period (1971-2000), 

with all weights normalized to sum to one. For the future period (2071-2100), weighted 

precipitation and temperature estimates are derived using the weights from the reference 250 

period. The bias between these weighted estimates and those from the pseudo-reality GCM is 

calculated for each catchment. This process is repeated 22 times, once for each GCM as pseudo-

reality, resulting in 22 bias (bi) values for each weighting scheme. To assess the performance of 

each weighting scheme, the median of these 22 bias values is used. 

 255 
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Figure 3. Main methodological steps (a) for the evaluation of the performance of each weighing method for 
precipitation (shown as P) and temperature (not shown). A = {GCM1, GCM2, GCM3, …, GCM22}, and bias = median 
{b1, b2, b3, …, b22}. Additional methodological (b) steps for the evaluation of the performance of each weighing 260 
method for streamflow metrics. 
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To assess the impact of weighting on streamflow values, it is necessary to include an additional 

step of bias correction, as detailed in Figure 3b. Numerous studies have indicated the necessity 265 

of bias-correcting precipitation and temperature values to obtain realistic outputs from impact 

model such as streamflows (Cannon et al., 2020; Dinh & Aires, 2023; Maraun, 2016). A 

significant issue is that GCMs do not directly produce streamflow values. While they do 

generate runoff values at each computational grid point, these values are not routed through a 

catchment outlet, which is essential for accurately simulating streamflows. Furthermore, the 270 

resolution of GCMs is often too coarse to effectively represent water fluxes in the stream 

network. To address this, a calibrated hydrological model (as previously described) was 

employed to generate streamflow for each catchment using precipitation (P) and temperature 

(T) data from the chosen pseudo-reality GCM (GCMi). For the other 21 GCMs (GCMk), 

precipitation and temperature values were bias-corrected to align with those of the pseudo-275 

reality GCMi, following standard practices in impact studies. This adjustment allows for the 

computation of streamflow values using the bias-corrected P and T with the calibrated 

hydrological model. It is important to note that the hydrological model is calibrated using 

observation data. However, the input data for the hydrological model comprises GCM data, 

which has been bias-corrected against the pseudo-reality, aligning with our aim to represent 280 

the pseudo-reality accurately. While the absolute performance of the hydrological model is 

important, our primary focus remains on accurately capturing the key underlying hydrological 

processes. As long as these processes are reasonably represented, the model's absolute 
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performance may not be of critical concern. This approach may deviate from conventional 

practices but is deemed necessary for the purpose of this study. 285 

After applying bias correction, the streamflow characteristics of the 21 GCMs (GCMk) should 

closely resemble those of the pseudo-reality GCMi. Streamflow weights for each weighting 

method are determined based on two approaches: 1) assigning a 50%-50% weight to each 

precipitation and temperature, assuming that GCMs with precipitation and temperature 

characteristics closest to the pseudo-reality GCM should be weighted more heavily, and 2) basing 290 

them on streamflows computed using uncorrected precipitation and temperature. Although 

these two methods are expected to yield similar results, the non-linear response of hydrological 

models to precipitation and temperature may lead to differing weights. For the future period, 

pseudo-reality streamflow is generated using the pseudo-reality GCM P and T in the hydrological 

model, just as in the reference period. For the 21 remaining GCMs, P and T outputs are bias-295 

corrected with the same factors used for the reference period, and streamflow projections are 

computed using the hydrological model. Streamflow biases are calculated as outlined in Figure 

3b. 
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4. Results 300 

4.1. Climate Variable Sensitivity to Weighting Methods 

Figure 4 presents the results for all six weighting schemes for mean annual precipitation 

(prcptot). Specifically, it plots the difference between the median absolute bias of each method 

and that of equal weighting, represented as a colored circle centered on the centroid of each 

catchment. For Equal Weighting the median bias value is directly plotted. The median value is 305 

taken from the distribution of 22 values, corresponding to the 22 GCMs. Each model is taken in 

turn as the pseudo-reality, with weighting applied to the remaining 21 GCMs, as discussed in 

the methodology and presented in Figure 3. A bias of 0 for Equal Weighting (Figure 4-a) 

indicates a perfect prediction of the pseudo-reality. For the other five methods, a value of 0 

signifies performance on par with Equal Weighting (equal biases). A red color indicates that the 310 

weighting method performs better than equal weighting, and a blue color indicates the 

opposite. This approach helps us discern the deviation of each method from Equal Weighting, 

aiding in understanding their relative effectiveness. Supplementary material Figures S1 and S2 

show the median bias for each method.  

 315 
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Figure 4. Difference in median absolute precipitation (prcptot) bias across all catchments for the future period 
(2071-2100). Equal weighting (a) is presented as the actual bias value, while the biases from all other methods 
(b-f) are expressed as differences relative to the equal weighting bias. 

 320 

Results highlight the superior performance of the REA weighting scheme compared to other 

methods tested. The skill method performs better than equal weighting in the western half of 

the domain but slightly poorer in the eastern half. The other three methods produce results 

similar to equal weighting, even though BMA tends to be slightly worse and RAC slightly better. 

Furthermore, the analysis reveals a distinct regional performance pattern, with western and 325 
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southeastern catchments having a negative bias, and the opposite in the rest of the domain. The 

results underscore the importance of regional considerations in evaluating the effectiveness of 

different weighting schemes, confirming that geographic factors play a crucial role in the 

accuracy of climate projections. 

Figure 5 presents results for mean annual temperature (tas) using the same format as Figure 4. 330 

In this case, the SKILL method outperforms the others, closely followed by the REA method. The 

other four methods (RAC, BMA of climate sensitivity, equal weights, Random) yield very similar 

results. The SKILL and RAC methods demonstrate particularly better performance over the 

Rockies, British Columbia and Alaska. The largest biases are observed in Northern Canada and 

Alaska. It should be noted that, despite the sharp color gradient observed in Figure 5, the overall 335 

median absolute biases remain small, always less than 0.25 (less than 25% of the original value) 

for all catchments. 
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Figure 5. Same as Figure 4, but for mean annual temperature (tas).  340 

Figure 6 presents the median bias for mean annual streamflow  (Qm) in the same format as 

Figures 4 and 5. In this figure, the GCM weighting is equally based on uncorrected precipitation 

and temperature values over the reference period. To derive daily streamflow, precipitation and 

temperature data were bias-corrected to match those of the chosen GCM, considered the 

pseudo-reality. These corrected values were then utilized as inputs to the hydrological model, as 345 

detailed in the methodological section. The results indicate that all weighting methods yield 

nearly identical outcomes. This suggests that unequal weighting of climate models does not offer 

any significant advantage over the use of equal weights. Similar results are observed for the mean 
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of the maximum and minimum annual discharge values, as shown in supplementary material 

Figures S3 and S4. 350 

 

Figure 6. Same as Figure 4, but for mean annual streamflow (Qm). 

Figures 4-6 have used the median as the representative metric to evaluate the distribution of 22 

values, each derived from treating one of the 22 GCMs as the pseudo-reality target. While a good 

median performance is considered an important asset, it does not provide a complete 355 

assessment of performance. To gain a more comprehensive understanding of the performance 
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of each weighting method, Figure 7 displays the standard deviation of the distribution of the 22 

bias values for Qm. The findings indicate that the standard deviation for all weighting methods is 

nearly identical. This strongly indicates that the performance of the weighting methods is 

comparable, regardless of which GCM is selected as the pseudo-reality. These results corroborate 360 

the findings from Figure 6, showing that equal weighting provides similar results to more complex 

weighting methods.  

Additionally, similar outcomes are observed for the mean of the maximum and minimum annual 

discharge values, as detailed in the supplementary material (Figures S3 and S4). This consistency 

across different metrics and figures reinforces the conclusion that the choice of weighting 365 

method does not significantly affect the assessment of GCM performance in predicting future 

streamflow. 
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Figure 7. Boxplot for the standard deviation of the distribution of the 22 bias values of mean annual streamflow 
(Qm). 370 

Results from Figures 6 and 7 show that the bias correction step which is almost always used for 

precipitation and temperature prior to computing streamflow removes the advantage of some 

weighting methods as was seen for precipitation and temperature (Figures 4 and 5). 

 

4.2 Streamflow Weighting without Bias Correction 375 

To delve deeper into the matter of bias correction, a repeat of the streamflow weighting 

experiment was conducted without applying any bias correction. The weighting was carried out 

based on two different approaches:  

● The first approach was based on uncorrected precipitation and temperature values, 

similar to the procedure in Figure 6, but without subsequent bias correction before 380 

calculating streamflows.  

● The second approach relied on streamflows computed over the reference period using 

the non-bias-corrected precipitation and temperature values.  

Omitting the bias correction of precipitation and temperature values before computing 

streamflows was expected to result in a broader range of streamflow outcomes. As explained in 385 

the methodology, GCMs exhibiting the smallest deviations in precipitation and temperature 
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when compared to the target pseudo-reality GCM are likely to produce streamflows closer to the 

pseudo-reality, thus receiving heavier weighting. 

The outcomes of this experiment are showcased in Figure 8 (for the first approach) and Figure 9 

(for the second approach), both of which illustrate the median bias for the mean annual 390 

streamflow discharge in the same format as Figure 6. The results from both figures are very 

similar, as hypothesized in the methodology, and are therefore discussed together. It is observed 

that the REA weighting method, with the Skill method trailing closely, results in biases that are 

mostly lower than those resulting from equal weighting, although the improvements are 

relatively modest. The other three weighting methods give results that are very similar to that of 395 

equal weighting. 
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Figure 8. Same as Figure 4, but for mean annual streamflow (Qm) and using the first approach.  

 

In both experiments, the biases are considerably larger than those observed in Figure 6. This 400 

pattern underscores the importance of bias correction in achieving more accurate projections of 

streamflow. It also suggests that the bias correction process effectively standardizes all 

temperature and precipitation projections against each other, thereby nullifying any potential 

benefits of employing more complex weighting methods over simple equal weighting. 
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A slight improvement is observed when weighting is based on streamflow performance rather 405 

than prcptot and tas. This improvement is likely due to the inherently nonlinear nature of the 

relationship between precipitation, temperature and streamflow. Streamflow-based weights 

are unaffected by the nonlinear relationship between climate and impact variables, and thus 

reflect the degree of agreement between GCM simulations and observed streamflow more 

accurately.  410 
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Figure 9. Same as Figure 4, but for mean annual streamflow (Qm) and using the second approach  

 

4. Discussion 415 

4.1 Discussion overview 

To assess the potential impacts of climate change and its associated uncertainties, climate change 

impact studies commonly utilize ensembles of climate simulations. Many of these studies treat 

all GCM projections as equally probable, in part because assigning weights to projections can be 

subjective and introduces an additional layer of uncertainty into the impact analysis. Selecting an 420 

appropriate weighting method is indeed challenging, and considerable debate about the best 

way to weigh climate models in impact assessment studies. A primary concern is that weights are 

often determined based on past performance, which may not be a reliable indicator of future 

accuracy. 

One approach to assessing future accuracy is the pseudo-reality method. In this study, pseudo-425 

reality was employed to examine the effects of six weighting strategies on future streamflow 

projections, aiming to provide more comprehensive insights into the impacts of various 

weighting methods. The pseudo-reality approach provides future projections against which 

other GCM projections can be assessed. Using each of the 22 GCMs as the pseudo-reality target 

in turn is an important methodological step to average out the impact of selecting a GCM with 430 
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either low or high-sensitivity. The median results presented above, therefore, provide a valid 

estimate of the expected performance of each weighting method. 

4.2 Evaluation of Weighting Methods in Hydrological Impact Studies 

In hydrological impact studies, the use of weights is an implicit practice. While the most 

common approach is equal weighting, binary weights (0 or 1) are also employed to either 435 

include or exclude specific climate projections, such as excluding SSP1-2.6 scenarios, for 

example. The goal of applying unequal weighting is to enhance the accuracy of the ensemble 

mean and to improve reliability through a more accurate assessment of the uncertainty 

associated with GCMs. In this context, our findings suggest that in the absence of a bias 

correction step, applying unequal weighting—particularly the Reliability Ensemble Averaging 440 

(REA) method—results in better projections for future precipitation, temperature, and 

streamflows. This improvement is consistent regardless of whether the weights are based on 

precipitation and temperature data or on streamflow data, with a notable enhancement for 

weights based on streamflow. These results align with previous studies, such as  those by 

Castaneda-Gonzalez et al., (2023) and Wang et al., (2019). The results also show that the best 445 

weighting method for temperature (skill) differs from that for precipitation (REA), even though 

the latter also performs well for temperature. This introduces an additional  layer of complexity 

when choosing a weighting approach. 
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To assess the effectiveness of the REA method, a test was conducted where model weights 

were inverted relative to their REA-calculated values. This meant that models assigned the least 450 

weight became the most heavily weighted, and vice versa. In theory, this should provide the 

worst possible weights and result in the largest possible biases. After inverting the weights 

(1/W) and renormalizing them to sum to 1, the resulting median bias values were evaluated. 

The inversion of REA weights results in notably increased bias values, as indicated by the darker 

colors in Figure 10. This observation serves to underscore the effectiveness of the REA method. 455 

 

Figure 10. Same as figure 9 with a) REA and b) inverted REA weights 

Conversely, the findings of this study suggest that when bias correction is applied, equal and 

unequal weighting methods lead to similar outcomes regarding streamflow projections. Weights 

were determined before applying bias correction because, after bias correction, all precipitation 460 

and temperature time series would closely align with the pseudo-reality time series, essentially 

leading to equal weights (Shin et al., 2020). Performing bias correction prior to running the 

hydrological model normalizes all climate projections over the reference period, effectively 
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diminishing the initial performance advantage of certain climate models. Looking towards future 

periods, the effectiveness of bias correction is influenced by the climate sensitivity of each GCM 465 

and the internal variability of the climate system (Chen et al., 2020), which can negate all benefits 

derived from computed weights. 

Bias correction is often considered a necessary but flawed tool. Without it, impact studies would 

yield unrealistic streamflow projections. This process introduces several challenges (Maraun, 

2016), including added uncertainty, the potential misrepresentation of extremes, the assumption 470 

that biases remain constant over time, and concerns regarding the manipulation of physically 

consistent data. Even advanced bias correction methods, such as the MBCn, which preserves the 

delta change signal and maintains multivariate properties and was used in this study, cannot fully 

overcome these issues. In hydrology, streamflow results from complex, non-linear interactions 

between precipitation and temperature, indicating that even minor modifications to time series 475 

can lead to significant changes in streamflow. Despite these challenges, bias correction remains 

indispensable for addressing issues related to climate model resolution, parameterization, and 

the imperfect representation of physical processes (Chen et al., 2021). 

 

4.3 Embracing Model Democracy as a Middle-Ground Strategy 480 

If unequal weighting does not significantly enhance hydrological impact studies, as shown in this 

study, then advocating for the principle of model democracy is justifiable, at least from a practical 
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perspective. This approach simplifies the modeling process by eliminating the need to assign 

weights within the impact study modeling chain. 

A middle-ground strategy involves adopting a model democracy approach after excluding some 485 

poorly performing GCMs. This method can be equated to a binary [0, 1] weighting approach. Di 

Virgilio et al. (2022) have supported this as an advantageous strategy. However, the effectiveness 

of this approach necessitates careful selection of model performance metrics and dependence 

on reliable observations. These considerations are crucial for improving the accuracy and 

robustness of future change estimates and the uncertainties associated with them, as noted by 490 

Singh & AchutaRao (2020). The exclusion of GCMs might also be guided by factors other than 

performance, such as excluding models with a climate sensitivity considered too high (Hausfather 

et al., 2022; Rahimpour Asenjan et al., 2023), or based on more specific criteria, like omitting 

GCMs that do not physically represent the North American Great Lakes for a study focused on 

that region. 495 

4.4 Implication of ensemble size on random weighting 

An intriguing finding from this study was that random weighting yielded results comparable to 

those of equal weighting. For random weighting, a uniform distribution between 0 and 1 was 

used, and the weights were then normalized to ensure their sum was 1. This finding can be 

attributed to the large number of GCMs in the ensemble, as it is recognized that the ensemble 500 

mean from a large sample of GCMs typically is better than any individual GCM (e.g. Crawford et 
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al., 2019; Ganguly & Arya, 2023). In other words, the number of GCMs is large enough to 

compensate for the inclusion of poorly performing GCMS.  

To investigate the impact of GCM ensemble size, an experiment test was conducted with a 

reduced ensemble of 7 randomly selected GCMs (one-third of the remaining 21 models, after 505 

choosing one as the pseudo-reality). The results of this experiment, depicted in Figure 11, 

demonstrate that using random weights in this smaller ensemble performed worse than equal 

weighting, as shown by the darker blue colors compared to Figure 9-b. This supports the 

previously mentioned hypothesis.  

 510 

Figure 11. Similar to figure 9, comparing two scenarios: a) Using 7 randomly selected and equally weighted 
GCMs, and b) the difference in median streamflow bias when using 7 randomly selected GCMs with random and 
equal weights. 

 

In addition, a single trial of random weight was used. Ideally, multiple trials with different sets of 515 

random weights would have been performed to ensure that no bias was introduced. However, 

given the large number of GCMs in the ensemble and the extensive number of catchments in this 
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study, any significant impact is highly unlikely. The fact that the spatial coherences of the random 

weights' results were the same as that of other methods supports this assertion. 

4.5 Limitation and future work 520 

Weighting methods in climate impact studies involve subjective decisions in selecting diagnostic 

metrics, translating them into performance measures, and normalizing these into weights. It is 

essential to recognize these subjective uncertainties since inappropriate weighting methods can 

either compromise the accuracy of projections or mask underlying uncertainties. In this study, 

precipitation (prcptot) and temperature (tas) were used for weighting purposes because  they 525 

are critical inputs to all hydrological models and directly influence streamflow outputs. Another 

subjective choice was how to combine these variables. It was chosen to treat them equally, with 

each contributing 50% of the final weights, though this decision was also subjective as well. 

Impact studies relying on climate variables for weighting, face uncertain trade-offs, often due to 

nonlinear relationships with streamflow. Relying solely on a single diagnostic metric, such as the 530 

climatological mean, for weight determination raises concerns about whether reducing bias in 

one metric would be beneficial for others. In addition, some models may receive 

disproportionately high (or low) weights due to their high similarity (or discrepancy) to 

observations over the reference period. As Shin et al. (2020) noted, this can be particularly 

noticeable with precipitation, and some form of smoothing scheme might be necessary. 535 

Employing a suite of metrics or calibrating multiple metrics could improve the rationale behind 
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the weighted multi-model mean, yet uncertainties in these methods continue to be a subject for 

further research. 

In this study, we utilized the lumped hydrological model HMETS due to the large-sample nature 

of our research, which made the use of a process-based model impractical. For the hydrological 540 

model calibration, observed precipitation, temperature, and streamflow data were used. This 

approach was necessitated by the challenges associated with using GCM data for hydrological 

model calibration, primarily because the daily sequences in observations and GCM outputs are 

not correlated. Using this hydrological model with the pseudo-reality GCM without any prior bias 

correction is somewhat unconventional  and will likely result in mean annual streamflows that 545 

are biased, possibly to a significant degree, compared to streamflow observations.  However, the 

pseudo-reality approach requires only the generation of somewhat realistic streamflows, since 

all other GCMs will be assessed against this reality, and even bias-corrected against this pseudo-

reality, thus providing a correct assessment of the weighting strategy. An alternative strategy 

allowing for direct hydrological model calibration against GCM data has been proposed by Ricard 550 

et al. (2023). However, this approach has not yielded streamflow results as reliable as those 

obtained through direct observation-based calibration. 

To further assess these impacts, all methodological steps outlined in Figure 3b were conducted 

using another hydrological model, the GR4J model (Perrin et al., 2003) linked with the CemaNeige 

snow module (Valéry et al., 2014). Using this model produced very similar results and led us to 555 

the same conclusions with respect to climate model weighting (results not shown). 

https://doi.org/10.5194/egusphere-2024-1183
Preprint. Discussion started: 5 June 2024
c© Author(s) 2024. CC BY 4.0 License.



  

39 

 

5. Conclusion 

This study offers a comprehensive analysis of how weighting members within an ensemble of 22 

CMIP6 climate models affects streamflow projections across a large sample of 3,107 North 

American catchments. Six weighting schemes, including random and equal approaches, were 560 

established. Assessing the efficiency of weighting for future conditions presents a challenge due 

to the absence of future precipitation, temperature, and streamflow data. Therefore, to validate 

the weighting methods, the study employed the pseudo-reality approach. Each of the 22 GCMs 

was treated as the pseudo-reality in turn, thus providing future temperature and precipitation 

data against which the efficiency of the weighting could be evaluated. Future streamflows were 565 

generated using the pseudo-reality GCM in conjunction with a hydrological model. 

The results indicated that weighting the ensemble led to improved projections of future 

precipitation and temperature. The optimal weighting method varied between precipitation and 

temperature. In terms of streamflow projections, the REA weighting method resulted in modest 

improvements in streamflow predictions compared to equal weighting when no bias correction 570 

was performed. No weighting method outperformed equal weighting once bias correction was 

applied to the precipitation and temperature time series. This is likely due to the complex 

nonlinear interactions that lead to streamflow. Consequently, using equal weighting of GCMs 

(model democracy) seems to be a valid strategy for hydrological impact assessment, and 

especially so when bias correction of climate model outputs is considered necessary.  575 
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