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Abstract. Site level measurements of methane emissions are used by operators for reconciliation with bottom-up
emission inventories with the aim to improve accuracy, thoroughness and confidence in reported emissions. In that
context it is of critical importance to avoid measurement errors, and to understand the measurement uncertainty.
Remotely piloted aircraft systems (commonly referred to as ‘drones’) can play a pivotal role in the quantification of
site-level methane emissions. Typical implementations use the ‘mass balance method’ to quantify emissions, with a
high-precision methane sensor mounted on a quadcopter drone flying in a vertical curtain pattern; the total mass
emission rate can then be computed post hoc from the measured methane concentration data and simultaneous
wind data. Controlled release tests have shown that errors with the mass balance method can be considerable. For
example, Liu et al. (2023) report absolute errors for more than 100% for the two drone solutions tested; on the
other hand, errors can be much smaller, of the order of 16% root-mean-square errors in Corbett & Smith (2022),
if additional constraints are placed on the data, restricting the analysis to cases where the wind field was steady.
In this paper we present a systematic error analysis of physical phenomena affecting the error in the mass balance
method for parameters related to the acquisition of methane concentration data and to postprocessing. The sources
of error are analysed individually, and it must be realised that individual errors can accumulate in practice, and
they can also be augmented by other sources that are not included in the present work. Examples of these sources
include the uncertainty in methane concentration measurements by a sensor with finite precision or the method used
to measure the unperturbed wind velocity at the position of the drone. We find that the most important source
of error considered is the horizontal and vertical spacings in the data acquisition as a coarse spacings—spacing can
results in missing a methane plume. The potential error can be as high as 100% in situations where the wind speed
is steady and the methane plume has a coherent shape, contradicting the intuition of some operators in the industry.
The likelihood of the extent of this error can be expressed in terms of a dimensionless number defined by the spatial
resolution of the methane concentration measurements and the downwind distance from the main emission sources.
The learnings from our theoretical error analysis are then applied to a number of historical measurements in a

controlled release setting. We show how the learnings on the main sources of error can be used to eliminate potential
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errors during the postprocessing of flight data. Second, we evaluate an aggregated data set of 1,001 historical drone
flights; our analysis shows that the potential errors in the mass balance method can be of the order of 100% on
occasions, even though the individual errors can be much smaller in the vast majority of the flights. The discussion
section provides some guidelines to industry on how to avoid or minimize potential errors in drone measurements

for methane emission quantification.

1 Introduction

Methane is a much more potent greenhouse gas than carbon dioxide when comparing global warming potential
(GWP). Methane has a GWP of 86 over the first 20 years since its atmospheric injection, and a GWP of 28 over a
100-year time frame (IPCC , 2014). Since the lifetime of methane in the atmosphere is just over 12 years (relatively
short compared to CO,’s lifetime of hundreds of years), reducing methane emissions now offers great potential
for delivering substantial reductions in global warming on a timescale compatible with the 2015 Paris Agreement
goals. The average background level of methane in the atmosphere is about 1.9 ppm globally, increasing at about
0.01 ppm/year due to human activity (Nisbet et al. , 2019). Abeut-66%—According to bottom-up estimates over
the period 2008-2017 by (Saunois et al. , 2020), about half of total methane emissions-are-snthropogenic-emission
out of 737 T , predominantly from agriculture and waste (206 Tg/y); oil
(80 Tg/y). Although all these numbers are subject to high uncertainty, the estimates do show that reducing methane
emissions from the oil and gas industry can have a significant effect on limiting climate change in the coming decades.

Best practices for reporting of methane emissions are proposed in the OGMP2.0 reporting framework (United

sources are anthropogenic (366 T

and gas production accounts for 4322 % of total

Nations Environment Programme , 2020); a voluntary, comprehensive, measurement-based reporting framework for
the oil and gas industry. At the highest reporting level OGMP2.0 recommends building a measurement-based source-
level inventory of emissions, perform-performing an independent site-level emission measurement — and reconciliation
of the two. The aim of reconciliation is to help improve accuracy in reported emissions as well as identifying
emission reduction opportunities. In this context it is important for operators to understand sources of error and
uncertainty ranges in measurement techniques used. Sources of measurement errors should be avoided where possible
and practical, and remaining uncertainties should be understood and correctly estimated. Site-level quantification
is typically done with airborne methane measurements (e.g., on remotely piloted aircraft systems or on manned
aircraft). Liu et al. (2023) note that the errors in quantification can be considerable: although many systems can
quantify “within an order of magnitude of the controlled release rate”, the absolute errors reported varied between
19% and 239%. The two remotely piloted aircraft systems (drones) tested even reported results with errors of 140%
and 239%. Corbett & Smith (2022) present the results from another controlled release campaign: they report errors

in the methane emission rate up to 115%, but they also show that the errors can be much reduced, to about 16%,
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by considering only measurements during the time that the wind conditions were favorable. Still, Corbett & Smith
(2022) do not give a systematic analysis into the causes why some measurements are more successful than others.

The present paper provides a framework that allows quantitative assessment of errors in methane emission rate
measurements using the mass balance method. We present a theoretical framework that provides an explanation for
the various sources of uncertainty considered, and highlights which of these effects have a particularly large impact
on uncertainty — and thus are those effects that should be managed most carefully when setting up a drone survey
campaign. The focus will be on the uncertainty related to the flight path and the variability of the wind; we do not
take into account additional uncertainty associated with limited precision of the methane concentration sensor and
the method used to determine the wind vector at the position of the drone (including anemometer precision).

The second part of this paper illustrates the various sources of uncertainty with real-life examples. Data from a
controlled release experiment acquired by Scientific Aviation are analyzed to illustrate potential uncertainties and
subtleties associated with the data analysis process. In addition, a data set of 1,001 historic flights acquired by
SeekOps is analyzed with regards to the variations in the wind speed and direction wariations—during the survey
time, and the potential effect of the choices for the drone’s flight path on the quality of the results.

This paper intends to provide guidelines to prevent avoidable errors in data collection and data analysis of
drone-based measurements of methane emissions from industrial facilities. Although a number of obvious sources of
potential error have been included in our analysis, it must be recognized that other errors may also occur in practice.
This means that the actual uncertainty in measurement results will always depend on the particular deployment of
a solution at a given site on a certain day. Examples of these additional sources of error are a reduced performance
of the sensor(s) due to weather conditions or external damage, and complications associated with turbulent air flow
around buildings and pieces of equipment, and the method used to measure the unperturbed wind velocity at the

position of the drone.

2 Methods
2.1 Coordinate system definition

Before describing the methods that are used for quantification of methane emissions, we first introduce the coordinate
systems that will be used in the remainder of this paper.

The first coordinate system is the Local Geodetic Coordinate System (XYZ), with X-axis pointing to the East
direction and Y-axis pointing to the North direction. Z-axis is defined such that a right-handed coordinates system
is obtained.

The second coordinate system is aligned with the wind direction and referred to as (¢nz). This means that the
horizontal direction of the wind field is aligned with the &-axis, the direction perpendicular to it is given by n-axis.

The z-axis is defined such that a right-handed system is obtained. The coordinate system is defined such that the
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emission source is located at £ =0, n=0 and z= H with H being the height of the source from the ground level
(2=0), see Figure C2 in the Supplementary Information.

The third coordinate system is defined to represent the drone measurements and is a 2-dimensional coordinate
system that captures the trajectory flown by the drone. In case of a ‘curtain’ flight path (a vertical plane), each
coordinate on the curtain is expressed in Pz coordinate system with P-axis parallel to the ground and z-axis the
vertical direction. In case of cylindrical flight paths, polar coordinates 6z are used with z the vertical direction and

0 the angular position in radians which can be converted to distance using the radius of the cylinder.
2.2 Mass balance method for methane emission quantification

The mass conservation equation for the methane mass concentration ¢ (mass of methane per volume air) is (Stockie
, 2011):

N,

sources

o +V-(cu)=V-(KVc)+ Z 16(X =X, ;) M

ot
where u is the wind field vector and K is the molecular diffusivity of scalar c. The mass emission rate of point source
i located at x, ; = [7 ;,Y, ;, 25 ;] is denoted by rh;; § denotes the Dirac delta function. The first term on the left-hand
side denotes the change of concentration in time, whereas the second term denotes the change due to advection;
the first term on the right hand side indicates molecular diffusion and the second term accounts for the presence of
point sources.

The methane mass concentration c is related to the molar volume of methane in air, ¢’ (with unit [ppmv]), through:

¢ M,
C:WX ]\4(—N1‘14Xpair (2)

amr
where My, is the molar mass of methane (16.04 kg/kmol) and M,;, is the molar mass of dry air (typically about
28.95 kg/kmol). The mass density of air, p,;,, will change with differences in ambient temperature and pressure (i.e.,
Pair <T7 P ))

We can obtain the mass balance equation for a volume by integrating:

Nsour('es

/‘/g—idV—l—/VV-(cu)dV:/VV-(KVc)dV+/ > md(x—x,,)dV (3)

v i
where the integrals on both sides have units of [kg/s]. The total methane emission from all sources inside the volume

combined can be estimated by applying the divergence theorem (Katz , 1979):

IVSOUI‘C(}S o . .
m= Y = %dv+7§ cu~nd577é Kn-VecdS (4)
i Jv T JOoV JOV
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Usually, the situation is considered where the main contribution on the right-hand-side comes from the advection
term (i.e., the wind vector is aligned with the normal vector n at the surface where the concentration flows out, and
|cu-n| > |Kn-Ve¢|, so that the diffusion term can be neglected (Conley et al. , 2017). When the process is assumed
to be statistically stationary (i.e. the statistical properties of the process do not change with time, %), it is possible

to derive the mass balance equation (Conley et al. , 2017) for the total methane emission rate:

.M
ma~ @ cu-ndS=10 =" ¢ ¢p . u-nds, (5)
M, a
oV oV

air
where the latter part is obtained by substituting Equation (2).
We observe some inconsistencies in the presentation of the mass balance calculation in existing literature, for
instance with regards to the molar mass used (Corbett & Smith , 2022) or the distinction between concentrations
by weight and by volume (Negron et al , 2020). We hope to avoid further ambiguities by the full derivation of the

mass balance method, leading up to Equation (5).
2.3 Drone-based methane measurements

The relationship in Equation (5) does not require that dispersion happens in a particular way (e.g., a Gaussian
plume), nor that there is only one source within the volume. To apply this form of the mass concentration equation
to real problems, a flight path needs to be defined that approximates the boundary integral. In a common scenario,
the measurements are taken downwind of an equipment area under the assumption that everything entering the
upstream volume (behind the source) is atmospheric background, ¢,. In some deployments, a cylindrical flight

pattern is followed that circumscribes the facility of interest (Corbett & Smith , 2022).

measurements), (McKain et al. , 2015) and (Plant et al. , 2022), or spatially (e.g. from grid cells at the edges of the

The terms inside the integral of Equation (5) must generally be approximated, owing to the discrete nature of
real concentration and wind measurements. We assume that the bounding surface (e.g., a cylinder or box around a
region of interest, or a plane downwind of a point of interest) can be partitioned into a two-dimensional regular grid
in the horizontal and vertical directions with spacings equal d P and §z respectively. The exact details of this grid

will depend on the flight trajectory under consideration. Approximating Equation (5) directly gives:

n, np

 ~ ;Z(cj7k — o), m, 4 J0POz o
—1 j=

where ¢; ;. and u, ; denote the methane mass concentration and the wind field interpolated onto the grid at location
X, 1, (either measured directly or interpolated onto a grid) and u; , denotes the wind field at the same location. n;

is the normal vector at the surface at location x; ;. n. and n, are the number of cells in the P and z directions
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respectively. For molar concentration measurements, the calculation should be modified to take account of the density
of methane, as in Equation (5)

n, np

. <M,
m =~ 10 6% DD (k=) Pairjiluyg -1y 0P 82 (7)

air g=1 j=1
where p,;, ;. represents the air density at the location x; ;, which may be estimated using the local temperature
and pressure.

Equation (6) and Equation (7) describe the calculation procedure in the mass balance method for one single flight
spanning the vertical plane of interest. If a similar trajectory along the vertical plane is flown multiple times, then
the mass emission rate can be obtained by averaging. The exact choice of averaging procedure is important for the

final result. Two common choices are:

1. my, for each curtain ¢ separately using Equation (7), and then take the average of these values:
N,

1 curtain

av,l = N

curtain = p—q

mn iy (8)
2. First compute the horizontal flux per altitude, ¢, i.e., ¢, = 1076% Zfil(c;k = C)) Pair j W 1 g ]0P 0z
If multiple horizontal fluxes are available per an altitude, the median is taken ¢, = median(¢;). With median

horizontal flux, the emission rate is calculated as
n;

m=> ¢,z 9)
k=1

The two methods are equivalent when the exact same trajectory is flown for each curtain. If there are gaps in the
data in the vertical direction, however, the two methods may result in different calculated methane emission rates.

Usually, a drone flies at a speed between 1m/s to 5m/s to acquire data, and methane concentration measurements
with a frequency between 1 Hz and 10 Hz. The average horizontal spatial resolution is roughly 7? where v is the flight
speed of the drone and f is the measurement frequency. Additionally, drones typically have their own LiDAR (Light
Detection and Ranging) sensor to measure altitude above ground level, a GPS sensor and telemetry relay. The
maximum flight time of a drone is typically limited to about 40 min. More detail on the hardware is given in the
Supplementary Information.

The mass balance method equation, Equation (5), is based on simultaneous information on both the methane
concentration and the wind velocity vector in the flux plane. Hence, it is the best practice to measure the wind
velocity at the position of the drone. Scientific Aviation derive the wind speed at the location of the drone from
the drone’s GPS data, the rotor thrust data and the drone’s orientation at any moment in time. SeekOps have
recently adopted a similar strategy, but in the historic data discussed in this paper the wind measurements were
taken by a stationary, on-site anemometer at approximately 2m above the ground surface; the wind speed at the
drone altitude is derived by applying a wind profile model that has been optimized for the local surface roughness

and drone-derived aerodynamic wind speed.
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2.4 Numerical simulations

Numerical simulations will be used for a systematic analysis of physical phenomena affecting the error in the mass
balance method. This section describes the methods employed in the numerical simulations.

The coordinate of the drone at each time stamp is simulated based on a curtain or cylindrical flight pattern. The
horizontal spacing between two consecutive measurements is determined by the speed of the drone, frequency of the
measurements and the battery life. In the simulation, for the sake of simplicity this coupling has not been taken into
consideration. This means that we simply assume the frequency of 10 Hz .

The methane mass concentration above background in kg/m? at each location x is simulated from the Gaussian
plume model (Stockie , 2011). In the simulations, either a constant or a time-varying but spatially uniform wind

field will be assumed. Using £nz coordinate frame, the concentration profile downwind of the source (§) is then given
by:

. 2 —H 2 -I—H 2
R el ) e G R o ) @

2
where |u| denotes the absolute value of the wind speed. The first exponent in (10) expresses the Gaussian cross-
sectional shape at fixed height. The second exponent illustrates the Gaussian vertical shape at a given £ which is
modified by the third exponent (the ground reflection term). The concentration field is assumed to change immedi-
ately with a change of wind. The parameters o;, and o, denote the standard deviation of the plume in horizontal and
vertical direction, respectively. Stockie (2011) explains that these parameters can be tuned to fit a certain situation
of atmospheric dispersion. In our present model, we assume that the standard deviations are proportional to the

distance from source in the direction of the wind:

op = ftan(wh,)v (113)

o, = Etan(w,). (11b)

The angles w;, and w, denote the opening angles of the plume in horizontal and vertical direction, respectively.
To compute the emission rate using the mass balance Equation (6), a grid is defined with horizontal spacing §P
and vertical spacing ¢z (equidistant spacing between consecutive points in both directions). The normal to the grid,
n; . at each point x; , is obtained by considering the normal vector to the tangent to the grid at each point (n: ;. k).
To calculate the tangent to the grid at each point, the edges of each cell in the grid are considered and the first and

last edges are calculated separately based on the type of the grid. The normal vector is then obtained from

<nj7kvnj_,k> =0 (12)

The measured re—wind field is interpolated onto this grid using

nearest-neighber-method—Nearest Neighbor method and referred to as e;—and-u; . respeetively{Sibsen—1981)

—(Sibson , 1981). Interpolating the concentration on the

lane (referred to as ¢,
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different approaches depending on the spatial distribution of the drone measurements, for drone measurement with
equidistant spacings in horizontal and vertical directions and lying on a plane, the Nearest Neighbor interpolation

method can be used. However, for non-cquidistant distributed drone measurements in a semi-random flight patterns

a more advanced interpolation technique are preferred, as the Nearest Neighbor might give a too large or too small

concentration depending on the location of point in query and the drone measurcment, as an example a Gaussian

smoother or Gaussian process, (Price , 2012) and Rasmussen and Williams (2006). The emission rate is then ob-
tained by substituting these interpolated values in Equation (6). It should be highlighted that if the plume is missed

the emission rate will be underestimated irrespective of the interpolation technique.

We modeled the time-varying wind direction and wind speeds using Ornstein-Uhlenbeck process, Equation (13).
This is a random diffusion process that is stationary, Gaussian and Markovian (Kampen , 2007) where the incremental

evolution of any random variable x is then given by:

_ 902
= X g 20 (13)
T T

where pi, is the mean value of x, and o, is the standard deviation of the probability distribution of x. The parameter
dW is an increment of the Wiener process (e.g., Brownian motion), and dt is the time increment; the current notation
is used because the time derivative of the Wiener process, dW /dt , is not defined (Kampen , 2007). The physical
meaning of Equation (13) is that the Wiener process provides a forcing to the random walk process away from the
mean, whereas the first term brings the process back to the mean with a time scale 7. The advantage of using an

Ornstein-Uhlenbeck process for our simulations is that, in the limit of infinitely many Markov steps, the long-term

2

probability distribution of the variable x is a stationary Gaussian distribution with mean u, and a variance o3

that is an independent parameter of the problem. The uncertainty in the mass balance calculations can thus be

determined as a function of the variability of the wind field.

3 Simulation results

In this section, results from the simulation of the 2-D curtain drone flight for different scenarios are presented (similar
simulations for cylindrical flight patterns are contained in the appendix). The objective is to assess the importance
of various sources of uncertainty on the calculated emission rate. The following sources of uncertainty are considered:
a) the choice of data density, i.e., horizontal, and vertical spacing between coordinates, Sections 3.2; b) the angle
of the flight lines with respect to the main wind direction, Section 3.3; c) the variation in wind, Section 3.4. In
practice, errors often compound, and there may be a combined effect of multiple errors. However, testing out all
permutations and interactions would lead to an intractable number of permutations of parameter settings. It would
also complicate the evaluation of which effects have the largest impact on the overall uncertainty, which is the goal

of our simulations. Therefore, we limit the analysis to the uncertainty sources presented above.
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It is assumed that the concentration field is stationary during the time of the measurements. This might correspond
relate-to a constant Gaussian plume travelling horizontally, in a time-averaged horizontal wind field with speeds that
can vary as a function of the vertical coordinate. The plume opening angle and the wind field used in the simulation
are chosen such that they reflect a situation encountered in practice. A source at location x; ;, with the emission rate
of My, =D kg/h is considered. For the true emission rate 1., and the calculated emission rate 1, the relative

error in the calculated emission rate is defined as e = = —1.

Mirue

3.1 1Ideal case

We will first demonstrate that it is possible to recover the mass emission rate of a source to high accuracy using
Equation (6) in an idealised situation. To this end, we consider an ideal case with the following parameters: a)
constant wind field with westerly wind with the speed of 5m/s; b) one flight line passing through the center of
the plume; c) the 2-D curtain located at downwind distance of 5m; d) horizontal and vertical opening angles of
5° e) equidistant measurements in the horizontal and equidistant measurements in the vertical directions, i.e.,
AP = const and Az = const; f) flight curtain perpendicular to the wind direction; g) no measurement error in the
simulated concentration, the wind field and the location of the drone.

Figure 1 shows the methane concentration as measured during the simulated flat 2-D curtain flight. The vertical
and horizontal spacing of 0.3m and 0.09m are chosen such that a dense grid in both directions is obtained. In
practice, it is easier to control flight velocity rather than grid spacing.

Figure 2 illustrates the concentration measurements in Pz plane along with the calculated emission rate for the
source considered in Figure 1 for coarse and fine vertical spacing. The quality of the emission rate estimate degrades
with increasing coarseness of the flight lines in the vertical direction, resulting in a deviation of 0.229kg/h (4.6%

relative error) for a vertical spacing of 1.0 m.
3.2 Horizontal and vertical spacings of the curtain drone measurements
3.2.1 Non-equidistant vertical spacing

In Section 3.1, the horizontal and vertical spacings between the flight coordinates are assumed to be constant. In
practice, however, the assumption of equidistant spacing is easily violated. Here we assess the effect of varying
spacing in the vertical direction on the emission rate error. For L number of flight lines, L random samples from a

Gaussian distribution with zero mean and a standard deviation o, are drawn as
l; ~N(0,0}), i=1,2,....,L (14)

where o7 equals a percentage (ranging from 1% to 100%) of the vertical spacing. For a flight line i, [; is added to the

simulated vertical coordinates of the drone measurements (z). This means the drone measurements on the flight line
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Figure 1. 3-dimensional normalized methane concentration above background on a curtain flight located at 5m downwind
distance of the source (shown by black). The wind velocity is shown with a red vector. The Gaussian plume is assumed to
have 5° horizontal and vertical opening angles. There is a horizontal spacing of 0.09 m between the measurement points and

a vertical spacing of 0.3 m vertical flight lines.

1,4 =1,2,...,L are all shifted equally. For each simulation scenario (i.e., each standard deviation) 300 independent
runs are considered.

Figure 3 shows the box-whisker plot for the emission rate percentage error for non-equidistant vertical spacing.
There is no bias in the calculated emission rate with increasing variation in the vertical spacing, but individual
measurements cases can have errors up to almost 40% if the standard deviation in the vertical spacing is equal to
the nominal vertical spacing. Non-equidistant vertical flight lines introduce the possibility of missing the plume.
Having a larger percentage of the vertical spacing as the standard deviation of the Gaussian distribution, means
that the non-homogeneity between the vertical flight lines becomes more pronounced. This means that one might

miss the plume by larger extent.
3.2.2 Missing the plume center in relation to horizontal and vertical spacings

In Section 3.1, it is assumed that one flight line passes through the centre of the plume in the vertical direction

and there exists a concentration point on this flight line corresponding to the maximum concentration of the plume

280 on the 2-D curtain. In practice, these assumptions are ecasily violated as the location of the source is not exactly

10
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(b)

Figure 2. 2D illustration (Pz plane) of the normalized methane concentration above background simulated using Gaussian
plume for a 2-D curtain flight at 5 m downwind distance from the source, horizontal spacing of 0.09 m between the coordinates
and vertical spacing of a) 0.3 m with the calculated emission rate equaling 5kg/h and b) 1.0m with the calculated emission

rate equaling 5.229 kg/h.
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Figure 3. Box-whisker plots for the calculated emission rate error for increasing standard deviation of the vertical spacing
between flight lines. Here and henceforth, the gray bars denote the 25 %(Q,)-75%(Q;3) quantile range; the lower and upper
whiskers show the @Q; —1.5/QR and Q5+ 1.5/QR with IQR being the inter-quartile range of the values simulated.

known. Therefore, here we will assess the potential uncertainty induced by missing the maximum concentration of
the plume for different horizontal and vertical spacing of the drone measurements. The resulting error is a function
of the horizontal and vertical spacings as the drone is more likely to miss the highest concentration of a plume if
the horizontal and vertical spacing is large. To assess the effect of missing the plume, for each horizontal (AP) and
vertical (Az) spacing of the drone measurements, 15 different shift values relative to the plume center (projected
on the curtain) ranging from —%’ to +%’ in the horizontal and from —% to +% in the vertical directions are
considered. For each shifted location, the emission rate error is calculated, i.e., 225 (15 x 15) instances of calculated
emission rate errors. For all the locations except the one where one flight line passes the centre of the plume, the
maximum concentration is missed. Therefore, the emission rate is usually underestimated and the maximum error
representing the worst situation is considered for each combination of horizontal and vertical spacings.

For a plume with a known opening angle in the horizontal and vertical directions (w; and w,), the calculated
emission rate remains unchanged for varying downwind distance d if the horizontal and vertical spacings are scaled
according to the opening angle of the plume. In order to have a generic representation of the maximum error for
different horizontal and vertical spacings and a downwind distance d, the horizontal (AP) and vertical (Az) spacings

can be expressed as factors of the plume horizontal and vertical standard deviations, ¢, and o, in Equation (11b),

12
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respectively as the following dimensionless quantities:

AP = A_P: —AP , (15a)
gy, dtanwh
Az Az
A =—=—"— 1
T dtanw,’ (15b)

v

Shown in Figure 4 is the maximum error in the calculated emission rate for different dimensionless horizontal and
vertical spacings for a curtain flight located 5 m downwind distance of a source with the emission rate =5 kg/h.
As seen, the estimated emission rate error decreases with higher frequency (i.e., smaller horizontal spacing) and
smaller vertical spacing. It should be highlighted that even with a high frequency drone flying with a small vertical

spacing, the error will not reach zero due to the existence of other error contributors.
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Figure 4. Maximum emission rate error in percentage (over 225 experiments corresponding to missing the plume by different
percentages of the horizontal and vertical spacing) for varying dimensionless horizontal and vertical spacings. Shown with red

are the error contours.

3.3 Angle between flight lines and wind direction

In the ideal situations described in Section 3.1, the drone flies in a direction perpendicular to the wind field. However,
in real-world scenarios such a flight design might be impractical due to the existence of buildings and obstacles,
or safety requirements. It is thus relevant to assess how the deviation of the flight curtain from the direction
perpendicular to the wind field affects the calculated the emission rate. Figure 5 shows the result as a function of

the angle of the curtain with respect to the wind direction, for three different values of the plume opening angle. As

13
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seen, the error is negligible for situations in which the deviation of the 2-D curtain from the direction perpendicular
to the wind field is less than 45°. If the flight pattern is not perfectly perpendicular to the wind direction, an
error term emerges due to the effect of diffusion, see first term in the right-hand side of Equation (4). In the mass

balance equation, Equation (5), the diffusion term is discarded and only the advection term is considered. For the

de
Ydy Y

denotes the unit vector pointing in the y-direction). For a westerly wind field, the deviation in the northern part

non-perpendicular flight patterns, however, the term n-e in Equation (4) is not exactly equal to zero (here, e
of the plume may, to first order, be compensated by opposite deviations in the southern part of the plume, but
the deviations can become considerable at large measurement angles. The actual contribution of the error from this
source is proportional to the value of the diffusion coefficient K, and it leads to a slight over-estimate of the mass
emission rate that increases with the opening angle of the plume (usually the opening angle is proportional to K).
If the flight trajectory deviates from the direction perpendicular to the wind by more than ~ 70°, underestimation
occurs and the magnitude of underestimation increases with the deviation angle. The main cause for this error is
that part of the diverging plume will never be captured by the vertical curtain; if the opening angle is larger, a larger

percentage of the plume will be missed in this way and the error thus increases.
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Figure 5. The emission rate error percentage as a function of deviation of the 2-D curtain from the direction perpendicular
to the wind velocity obtained from the simulation. Results are shown for three different opening angles of the Gaussian plume:

2.5°, 5.0° and 10.0°.
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3.4 Time variations in wind speed and/or wind direction

Another assumption considered in Section 3.1, was that that the wind field is time-invariant, however, in practice
this assumption is rarely true. To take this issue into account, we consider a 5afs—westerh
of-the-flight-andrendomly—drawsamplesfrom—an-large number of simulations in which a Gaussian plume changes
randomly according to the Ornstein-Uhlenbeck process with-a-defined-described in Section 2.4. The factor 7 is chosen
equal to 30 s in all simulations. Each simulation starts with a westerly wind of 5m/s, but it gradually evolves into a
fluctuating wind field with a statistical standard deviation in the wind speed and /or in the wind direction te-sizmtate
a-time-varying—wind-fieldin accordance with a pre-defined factor o, . see Equation 13. For each standard deviation,
300 independent runs-are-consideredsimulation runs are performed, and the results are shown for time-varying wind
direction (a), time-varying wind speed (b) and their combination (c) in Figure 6.

Figure 6a 3 i3 ters— i

shows that the e

—percentage error increases with increasing wind direction
variability. The plumes do not stay in the same location during the simulation as the direction of its center-line
changes according to the Ornstein-Uhlenbeck process, and this can lead to an underestimate or an overestimate of
the spatial extent of plumes, or other plumes being measured multiple times. In any case, the error increases as
a result of increased variability in wind speed-do—not-—seem—to-have-a—noticenble—effect{direction. The percentage
error grows with the wind variability until the wind direction variability reaches a value of approximately 8°. For

larger variations, the error does not increase much further. This can be explained from the time scale 7 in the
Ornstein-Uhlenbeck

rocess that does not allow too rapid variations. Hence, the variations in wind direction ma;

be larger over the entire simulation, but during the time of one single horizontal flight line, the variation seen by the
drone will be similar. Note that we only model horizontal meandering of the plume; vertical meandering would have
a similar effect, as long as source locations are far above the ground and measurements take place at high altitude
as well,

Figure 6b

time-varying-wind-direetions—shows what happens when we vary the wind speed. Our first observation is that the
percentage error is generally much lower than in Figure 6a. This can be directly explained from Equation 10: the
concentration level is inversely proportional to the wind velocity. As long as a fraction of the methane plume is
captured, the product of cu:n in Equation 3 will be approximately constant even if the wind is varying. The total
mass balance equation will thus be unaffected. This holds for small variations in wind speedplay—a—+relatively—smallt

If there are very large variations in the wind speed (over about 50% on average), it may happen that the random

fluctuations may approach 100% on occasion. If that is the case, the wind speed becomes close to 0m/s, or the

arts of the

wind may even inverse direction, which means that lume are missed. This effect can be seen as
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a spurious artifact of the simulation, but it bears some resemblance to what can happen in actual drone-based
methane measurements in low-wind conditions: if the wind speed drops to zero, then it can become practically
difficult to see any signal from the methane plume in the vertical curtain chosen.

Figure 6¢ J-is-dominated-by-the-applies to the situation with both time varying wind speed and wind direction
variability. Apparently, the dominant source of error at moderate variations is the wind direction. This is in line

with the results in Figure 6a and b, which showed markedly higher uncertainties for the wind direction variationsis
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Figure 6. Box-whisker plots for the calculated emission rate error for increasing standard deviation of a) time-varying wind
direction, b) time-varying speed and c) time varying wind velocity (both direction and speed at the same time). The 2-D

curtain is located 5 m/s downwind from the source.
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3.5 Other potential sources of error

There are other potential sources of error and uncertainty, such as the precision of the methane concentration sensor,
uncertainty in GPS measurements, and the uncertainty of wind velocity in the turbulent atmospheric boundary
layer between the source and the vertical measurement curtain during the entire time required to complete the
data acquisition. The detailed properties of the emission source, such as the temperature of the emitted gas and its
buoyancy, can also play a role in how a methane plume moves through the atmosphere. Finally, time variation in
mass emission rates from sources are not considered in this paper, but they may well be a source of uncertainty in

practice in site-level measurements under the OGMP framework.

4 Real-life examples
4.1 Historic controlled release data from Scientific Aviation

Nine controlled release experiments from Scientific Aviation were analyzed to gain a better understanding of the
empirical uncertainty of the mass balance method, and a more detailed appreciation of the underlying assumptions
that go into the computation of the methane emission rate. The experiments were carried out near the Scientific
Aviation office in Boulder, Colorado, in 2019 and 2020.

Figure 7a shows the flight path of measurement “A”, done on 13 November 2019. The dots, which indicate the
flight trajectory, are colored by the methane concentration measured. Figure 7b shows the altitude of the drone in
the course of time during measurement “A”. Apparently, multiple transects of the methane plume were attempted
at different altitudes. Figure 7c shows a time series of the methane concentration measurements.

Although the objective was to fly a vertical curtain pattern, comparing the left graph of Figure 7 to Figure 1
highlights the difference between the simulated drone measurements and actual drone measurement by a pilot. Some
of the assumptions considered in SectionSeetion 3.1 are likely violated: there is no guarantee that there will be one
flight line passing the center of the plume, or that the horizontal and vertical spacings between adjacent concentration
are nearly equidistant. The time series of concentration measurements and altitude indicates that there are upward
(solid red) or downward (dashed black) curtains where the plume is missed. It is thus important to assess how the
emission rate calculated from the mass balance method is affected by irregularities in the measurements taken by

the drone.

As an illustration, we will consider the data from flight “A”in more detail.

Top € £

use-a-nearest-neighbor-We use a Nearest Neighbor algorithm with the euelidean-Euclidean distance metric to project
the concentration measurements onto a vertical plane—. This is only one choice for the data interpolation; other

distance metrics steh-as Chebyshev and Minkowski distances can be-sed—We-also be used in the Nearest Neighbor

algorithm, and also other interpolation techniques such as a Gaussian smoother can be used as an alternative to the
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Figure 7. a) Methane concentration data plotted against the location of measurement in a 3-dimensional space. The average
wind direction is shown with the red arrow. b) Time series of the drone altitude, with the first upward transect denoted by
“1”(solid red), the first downward transect denoted by “2”(dashed black); the second downward transect denoted by “3”(solid
red), the second upward transect denoted by ““4””(dashed black),c) Concentration time series for the controlled release data

“A”acquired on 2019-11-11.
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Nearest Neighbor process. Since Scientific Aviation uses the Nearest Neighbor for the projection of the concentration
measurements on the vertical curtain plane in all their data analysis, we use the same interpolation technique to

senerate the results in this section. Section D shows that the Gaussian Smoother as the interpolation technique for

this dataset results in similar emission rates. Using the interpolated concentration values on the plane, can then com-

pute the total emission rate with the mass balance method using Equation (8), where the total mass emission rate

is the average of multiple individual curtain patterns. The atmospheric background, ¢, in Equation6, is estimated

from the the 10% percentile of all the concentration measurements.
If we take into account all the concentration measurements (except those corresponding to the drone flyin

from the landing pad towards the curtain of interest), the average atmospheric background concentration has been

determined as 2.198 ppm. The calculated emission rate using all the concentration measurements, without any pest
proecessingpostprocessing, is 55.7 g/h. This result is 80% higher than the true release rate of 30.8 g/h.

If, on the other hand, we choose a different postprocessing method to calculate the emission rate, the results
can be very different. For example, we can subdivide the flight trajectory in measurement “A”into 2 upward cur-
tains, indicated as 1 and 4 with red rectangles in Figure 7b, and 2 downward curtains, indicated as 2 and 3 with
black rectangles. Shown in Figure 8 are the 3-dimensional concentration measurements for each of these curtains.

The curtains have been chosen such that they eentain—elevated—eoneentrations—and—fully cover the plume. This

means_that three curtains at the second half of the data are discarded, resulting in the exclusion of 40% of the
data for_this flight, as they do not contein-confi ' teude-fully_cover the

lume (although, they have higher concentration than the background, they only partially cover the plume) and
including them in the estimate will result in an underestimation in the emission rate. It should be noted that for this
postprocessing method, the atmospheric background is calculated for each curtain separately as the 10% percentile

in the estimate of the background between

IS V)

of the concentration measurements within each curtain. The uncertaint

the four curtains is 5 ppb, whereas the maximum concentration enhancements between the curtains are well above

500 ppb, implying that the uncertainty in the atmospheric background has a negligible effect on the emission rate
estimate. Presented in Table 1 is the calculated atmospheric background, ¢,, and emission rate for each individual

upward and downward curtain using Equation (8) along with the everal-average emission rate from the curtains
selected. The result is an emission estimate of 28.26 g/h, which is only 8.2% lower than the true emission rate.

This shows that the postprocessing method can potentially decrease the error in the calculated emission rate con-

siderably -

g —ight—turthe ve—the—ag

the-ealenlated-emission-rate-and-the-traereleaserateand is a more robust alternative to using all the concentration
If we employ Equation (9) for the computation of the methane emission rate, then the result is 34 g/h, which is
about 10% higher than the true answer of 30.8 g/h. The difference between the two calculation methods is due to

a different interpolation methodology and post processing technique. Since the curtains are not equal in this case
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Table 1. Emissien-Atmospheric background ¢, and the emission rates calculated per curtain and the average emission rate
between upward and downward curtains for the measurement “A”, which was carried out on 13 November 2019. The emission

rates in the table are calculated using Equation (8). The true emission rate was 30.8 g/h.

Curtain ¢y [ppm]  Emission rate [g/h]  Average between—of U and D  Emission rate error [%)]
Upward (U) 1 2.204 14.48

Al 13.39 -56
Downward (D) 2 2198 12.30
Downward (D) 3 2197 46.73

e 43.14 43
Upward (U) 4 2209 40.10
Average from the

2202 2826 82
four selected curtains
Average from all curtains 2,198 55.7 +80

(some curtains span a larger range of altitudes than others), the latter method (using Equation (9)) gives a different
result than the average of the mass emission rates computed per curtain (using Equation (8)).

Shown in Table 2 is the calculated emission rate from Equation (8) and Equation (9) along with the true release
rate for nine different controlled release experiments. The last column of Table 2 shows the dimensionless vertical
spacing Az’, computed from the flight data for each controlled release survey using Equation (15b). For want of
detailed long-term wind data in this case, we assumed the plume opening angle w, to be equal to 5° in all cases.
The values in the last column show that the dimensionless vertical spacing Az” was smaller than 1 in most cases,
and never exceeded 1.4; looking back at the contour plot in Figure 4, it is clear that the potential avoidable error
due to the choice of vertical spacing was relatively low in all cases. Although, as noted earlier, this does not mean
that there could not have been other sources of error, at least these are promising measurements with a small overall
error if an appropriate postprocessing method is selected to process the measured concentration and wind data.

The results in Table 2 illustrate that indeed there is, in general, reasonable agreement between the calculated
mass emission rates and the true methane emission rates. The root-mean-square of the error percentage is 31.0%
when using Equation (8), and it is 28.9% when using Equation (9). On individual cases, however, there can be
a considerable difference between the two methods, see for example case C (62.54% error versus -13%) or case H
(6.63% error versus 29%). There does not appear to be a systematic bias that favors one method or the other in all
the cases.

A tentative conclusion from the controlled release data is that the “best”data analytic method depends primarily
on how the data was collected. For instance, Equation (8) appears to work best in cases where the data is collected
in one full curtain with sufficiently small and constant vertical and horizontal spacings, with a fairly constant wind
direction during the flight. In a second or third flight, the same curtain pattern may be flown, with again enough data
for a reliable mass balance calculation per flight. In that case, Equation (8) is probably more appropriate because

it uses the full mass balance method based on a direct discretization of the boundary integral (Equation (5)). We
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Table 2. Calculated emission rate and the error percentage for the controlled release experiments carried out by Scientific
Aviation. Mass emission rates are computed from the data using Equation (8) and Equation (9), described in Section 2.3.

The value of the dimensionless vertical spacing Az’ is shown in the right-most column.

Name Flight type .. g/h 1 from Eq. (8) g/h [¢%] 1 from Eq. (9) g/h [e%] Az

A Curtain 30.8 28.26 [-8.24%] 34 [10%) 0.57
B Curtain 31.2 28.65 [-8.17%) 39 [25%)] 0.91
C Curtain 20.8 33.81 [62.54%] 18 [-13%) 0.43
D Cylinder  20.04 20.06 [0.1%] 19 [-5%] 1.2
E Curtain 10.02 3.56 [-64.47%) 3 [-70%)] 0.7
F Cylinder 1015 9.64 [-5.02%) 7.9 [-22%) 1.07
G Cylinder  30.45 34.78 [14.22%) 32.5 [7%) 0.97
H Cylinder  14.46 15.42 [6.63%] 18.6 [20%) 1.4
I Cylinder 1235 10.7 [-13.36%) 10 [19%] 1.2
RMS percentage error 31.0% 28.9%

can see from Table 2 that this approach seems to work well for cylinder-shaped flight patterns in particular. On the
other hand, if the data acquisition shows multiple curtains with a small number of data points per curtain (as the
flight pattern from measurement “A”in Figure 8, for instance), then it is wise to group the measurements together in
bins per altitude in order to collect sufficient statistics to base the mass balance calculation on, using Equation (9).
If Equation (8) is used, it may be necessary to manually select useful data from less useful data — as was illustrated

earlier in Table 1 for flight “A”.
4.2 Historic measurements from SeekOps

To understand how the uncertainty in methane emission rate quantification translates into potential errors in practice,
a total number of 1,001 historical drone flights from SeekOps were analyzed (all the data was anonymized with regards
to the geographical location and the paying customer). The data from the flights contained the position of the drone
and the concentration measured at that moment in time; in addition, simultaneous data from the ground-based
anemometer (at an altitude of approximately 2 m) was provided, which was extrapolated to the altitude of the drone
using a predefined velocity profile from turbulent flow theory. This extrapolation itself can be significant source of
uncertainty in practice, because the actual wind velocity at the position of the drone can be very different from the
wind velocity measured close to the ground. Despite this caveat, we use the data from anemometer to obtain a first
estimate of the variability of the wind conditions. In summary, the following parameters were calculated from the
data collected during each flight: a) from the anemometer data: the wind average speed, wind standard deviation
in North-South and East-West directions; b) from the flight pattern: the average horizontal and vertical spacing in

methane concentration measurements, and standard deviations of these quantities; ¢) from site layout: the downward
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distance from source, estimated from the source location in an equipment area. In order to allow the uncertainty
analysis as explained in Section 3, the raw wind data needs to be converted into an absolute wind speed and its
root-mean-square fluctuation, and a plume opening angle. The conversion process is described in the Supplementary
Information.

With these parameters calculated, the potential errors were calculated for each of the 1,001 historic flights by
SeekOps. Based on the available information, the errors in the emission rate calculation due to the following sources
are calculated for each flight: a) not passing the center of the plume due to large vertical spacing between the flight
lines; b) non-equidistant vertical spacing; ¢) time-varying wind speed; d) time-varying wind direction.

We will report the potential errors due to these parameters for flights in four categories, based on the plume
opening angle at the time of measurement. The vertical plume opening angle in all 1,001 flights analysed covers the
full range of angles from 0° to 90°; for visualization purposes, we will report the potential errors in 4 groups of the
plume opening angles: between 0° and 22.5° (with an average opening angle of 10.7° for measurements with a plume
opening angle in this category); between 21.4° and 45° (with an average of 30.5°); between 45° and 67.5° (with an
average of 50.8°); and between 67.5° and 90° (with an average of 71.1°).

Not passing the center of the plume

The results for the effect of non-zero horizontal and vertical spacings in the methane concentration measurements
are shown in Figure 9. Figure 9a shows the results for the category of flights where the plume opening angle was
relatively narrow. Color shades from blue to red-yellow indicate increase in the errors in the calculated emission
rate. The dimensionless horizontal (AP’) and vertical (Az’) spacings are determined from the flight data provided
by SeekOps; these coordinates are then plotted as red-orange crosses onto the contour plot that was determined
for a plume with opening angle of 10.7°. Most red-orange crosses are located close to the origin of the graph. This
area corresponds to low potential errors due to the choices of dimensionless spacings. There are also flights, however,
where the dimensionless spacing was larger than 1 (in horizontal and/or in vertical direction), and for those cases the
errors become potentially very large: more than 100% of the measured value. The reason why there is a significant
number of data points in this region may actually be due to unexpectedly coherent wind situations: if the wind is
steady and turbulent fluctuations are low, then the plume opening angle is small, and the dimensionless horizontal
and vertical spacings can become large since the opening angle is in the denominator of Equation (15b) (through
Equation (11b)). There is thus the risk that the plume passes through the flight lines, meaning that the drone misses
the plume altogether.

The results for the wide plume opening angles are shown in the other graphs of Figure 9. In these cases, we see that
most data points from SeekOps flights are located near the origin in regions where the expected error is relatively

low.
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Figure 9. Maximum—Contours indicate maximum calculated emission rate error (over 225 calculations corresponding to
missing the plume by different percentages of the horizontal and vertical spacing) for varying dimensionless horizontal and
vertical spacings for four different groups of plume opening angles: a) plume opening angle of 10.7°, b) plume opening angle
of 30.5° ¢) plume opening angle of 50.8°, and d) plume opening angle of 71.1°. The orange dots indicate the horizontal and
vertical spacings for four different groups of plume opening angles a) between 0° and 22.5°, b) between 21.4° and 45° c¢)

between 45° and 67.5° and d) between 67.5° and 90°. Shown with red are the error contours.
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Non-equidistant vertical spacing

Now we analyse the errors that can potentially occur due to the standard deviation of vertical spacings. The result

is shown in Figure 10, for each of the four categories of plume opening angles.

s—The

box-whisker plot is generated from the numerical simulations described in Section 3, using the average horizontal and

85

vertical spacings, vertical opening angles and downwind distance over 300 runs. For each run, the flight coordinates
are generated by varying the flight lines randomly using a Gaussian distribution. The green bars are a histogram of
the incidence rate in the 1,001 flights of the ratio between the vertical standard deviation and the vertical spacing.
Figure 10a shows the results for the category of flights where the plume opening angle was relatively narrow. The
results for the wide plume opening angles are shown in the other graphs of Figure 10. For most flights, the variation
in the vertical spacing is less than 10% of the vertical spacing. Therefore, this effect is not expected to be a major

source of error or uncertainty in the measurement.
Time variation in wind speed and/or wind direction

We will now look at the errors that can potentially occur due to time-varying wind speed-and-wind-direetiondirection
and wind speed, shown in Figure +2-11 and Figure 4412 respectively. For each flight, the location on the horizonal
axis is calculated using the wind speed, and wind direction, and their corresponding standard deviation. The errors
bars are calculated from the numerical simulations described in Section 3, from the average over 300 independent
runs per flight. For each run, the wind speed and wind directions are generated from the Ornstein-Uhlenbeck process.
The box-whisker plot is generated using the average wind speed, wind direction, their corresponding variations and
vertical opening angles.

Figure 4211a shows the results for time-varying wind speed-and-directions for the category of flights where the
plume opening angle was relatlvely narrow. Aw%h&p}ﬂm&ﬁpeﬂtﬁgﬁﬁw%&ge%w&éerﬁﬂéﬂi&wﬂe&ﬁkﬁwﬂ
s~ The results for the wide plume opening
angles are shown in the other graphs of Figure 11. Most flights have wind direction variability less than 40° and for
increasing wind direction variability, the absolute error increases linearly. It can also be seen across all graphs in
Figure +2-11 that the higher opening angles typically correspond to higher variation in the wind dreetiendirection,
see e.g. the heritental-horizontal axes in Figure +211c) and Figure +211d).

;A,,

Figure ++12a shows the results for time-varying wind direetions—s mfol the category of ﬂlghtb where the

plume opening angle was relatively narrow.

s+As the plume opening angle gets wider and the variation of the wind
speed increases, the error percentage in the calculated emission rate increases.

JI
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Figure 10. Theoretical box-whisker plots due to non-equidistant, vertical spacing for four different groups of plume opening
angles. a) plume opening angle of 10.7°, b) plume opening angle of 30.5°, ¢) plume opening angle of 50.8°, and d) plume
opening angle of 71.1°. The green bars show the histogram of the actual flight data as a function of the vertical standard
deviation divided by the vertical spacing for four different groups of plume opening angles a) between 0° and 22.5°, b) between

21.4° and 45°, c) between 45° and 67.5° and d) between 67.5° and 90°.
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Figure 11. Potential box-whisker plots to time-varying wind direction. a) plume opening angle of 10.7°, b) plume opening
angle of 30.5°, ¢) plume opening angle of 50.8°, and d) plume opening angle of 71.1°. The green bars show the histogram of
the actual flight data as a function of the vertical standard deviation divided by the vertical spacing for four different groups
of plume opening angles a) between 0° and 22.5°, b) between 21.4° and 45°, ¢) between 45° and 67.5° and d) between 67.5°
and 90°.
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Figure 12. Potential box-whisker plots due to time-varying wind speeedspeed. a) plume opening angle of 10.7°, b) plume
opening angle of 30.5°, ¢) plume opening angle of 50.8°, and d) plume opening angle of 71.1°. The green bars show the
histogram of the actual flight data as a function of the vertical standard deviation divided by the vertical spacing for four
different groups of plume opening angles a) between 0° and 22.5°, b) between 21.4° and 45°, ¢) between 45° and 67.5° and d)
between 67.5° and 90°.
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By means of summary, Figure 13 shows the cumulative statistics over all 1,001 flights with regards to the theoretical

error percentage in the emission rate, for each of the different sources of errors discussed above. Not passing the

540 center of the plume has the largest contribution, as was already observed in Figure 9a). About 55% of the flights
could have more than 10% emission rate percentage theoretical error because of missing the center of the plume.

The other sources of error usually have a smaller impact. For instance, all the measurements have less than 10%
theoretical error due to non-equidistant vertical flight lines. For the contribution of the time-varying wind speed,
around 55% of the flights have less than 10% error in the calculated emission rate; the effect of time-varying wind

545 direction is expected to be larger than 10% only in 20% of the cases. Around 70% of the flights have the emission
rate error less than 50% due to not passing the center of the plume. Between 97% and 100% of the flights have

less than 50% theoretical error in the calculated emission rate due to time-varying wind direction and speed and

non-equidistant vertical flight lines.

Percentage of flights [%]

= Potential avoidarble errors due to not passing plume center
== = Potential avoidable errors due to nonequidistant vertical flight lines
= Potential avoidable errors due to time-varying wind direction

' Potential avoidable errors due to time-varying wind speed
1

0 20 40 60 80 100 120
Estimated emission rate percentage error [%]

Figure 13. Cumulative distribution of flights (totalling 1001) as a function of theoretically calculated maximum error for
potential avoidable error percentage due to not passing the plume centre (solid black), non-equidistant vertical flight lines
(dashed green), time-varying wind directions (dotted dashed blue) and time-varying wind speed (dotted pink). Vertical dashed

red lines indicate 10% and 50% error in the estimated emission rate.
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5 Discussion

The theoretical framework presented above allows for a post-hoc analysis of histerie-data—which-alowsthe-evaluation
methane emission quantification survey—Potential-surveys. With this, a

number of potential errors and uncertainties in the measurements can be identified.

The analysis on historic flight data from Scientific Aviation in controlled release experiments, reported in Sec-
tion 4.1, shows that there can be a wide range of outcomes in the mass balance method for different curtain flights
— even during the same controlled release event. For the best result, the data analysis procedure must be adapted
to the measurements taken.

The theoretical analysis can also be used to evaluate the quality of a historical data set of a large number of
surveys. From the analysis reported in Section 4.2, it seems that the largest risk of uncertainty is caused by too
large of a vertical spacing of the flight lines in combination with a relatively short downwind distance from the
source. The uncertainty is highest in cases when the wind field is steady and the plume opening angle is small —
contradicting some ‘conventional wisdom’ in the industry that the uncertainty is always lowest when the wind field
is steady. What we find is that this assumption is only true if the measurements are taken at a sufficient distance
downwind of a source with a sufficiently small vertical spacing between flight lines.

In addition to this risk of missing the methane plume in the case of steady winds, it becomes also clear from
our analysis (Figure 11c and Figure 11d, in particular) that large fluctuations in the wind direction can result in a
significant error. Such a situation typically occurs when the atmosphere is unstable or when the average wind speed
is very low. In these cases, the fast diffusion of the methane plume can easily result in parts of the plume being
missed; indeed, Figure 11c and Figure 11d show that the methane emission is usually underestimated by the mass
balance method in these cases.

Our observations can also provide guidelines to future campaigns. The two main recommendations based on
the present work are: a) For each individual quantification survey, fly multiple curtain patterns and choose the
appropriate data analysis method to avoid excessive influence of unrepresentative data (outliers) on the result. b)
Take measurements with a sufficiently small vertical spacing and at a sufficiently large distance downwind of the
source for the wind conditions on the day. In particular, the dimensionless horizontal and vertical spacings AP’ and
Az’ have to be smaller than 1 for the best result (see Equation (15b) for the full expression). Fhereds-an-optimum

On the other hand, however, downwind distance should not be so large that methane plumes from the facility

of interest are misseds—

lower methane concentrations expected, which will lead to a lower signal-to-noise ratio. ft-appears—to—ts—that-We

s—. Measurements very far downwind are also unfavorable because of the

recommend to use values of AP” and Az’ between 0.1 and 1.0 are-eptimalin practical applications.To make this

guideline more practical: if we assume that most opening angles are larger than 5 degrees, which is the case in about
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98% of the 1,001 onshore drone flights considered in this paper, then the guidance is that the vertical and horizontal
spacings have to be smaller than 1/10-th of the downwind distance to the source; in offshore measurements, this
guidance may have to be adapted to address different atmospheric stability over open water.

As a final reflection, we would like to emphasize that we have not focused in this paper on measurement uncertainty
of the sensors. This means that we do not account for possible deviations due to finite precision in the methane
concentration measurements, nor do we assume any error in the wind measurement. In addition, our analyses are
based on the assumption that the wind vector at the position of the drone is determined perfectly. In reality, of
course, this is never the case, and there are various methods deployed by different service providers to measure the
wind. We only observe here that any error in the wind measurement is likely to propagate in the computations in
the mass balance method as per Equation (6). It is not wise to assume that any error in wind measurement will
somehow be compensated for by other errors. Notwithstanding other sources of error, we believe that this paper
provides some guidelines to minimize avoidable errors that can result from choices in the data acquisition process

and in the methodology used for postprocessing.

6 Conclusions

Site level measurements of methane emissions are often used by operators for reconciliation with bottom-up emission
inventories with the aim to improve accuracy, thoroughness and confidence in reported methane emissions. In that
context it is of critical importance to minimize measurement errors and to understand the associated uncertainty. This
paper describes a systematic analysis of potential errors in methane emission quantification surveys using the mass
balance method, for parameters related to the acquisition of concentration data and the method of postprocessing.
The analysis is applied to a quadcopter drone with a high-precision methane sensor flying in a vertical curtain
pattern; the total mass emission rate can then be computed post hoc from the measured methane concentration
data and simultaneously measured wind data. We find that the most important source of potential error can be
expressed as a dimensionless number with the spatial resolution of the methane concentration measurements and
the downwind distance from the main emission sources. The potential error is largest (and, indeed, can be as high
as 100%) in situations where the wind speed is steady and the methane plume has a coherent shape — contradicting
the intuition of some operators in the industry.

The learnings from our theoretical error analysis have been applied to a number of historical measurements in a
controlled release setting. We show how the learnings on the main sources of error can be used to eliminate potential
errors during the postprocessing of flight data; we show that the reported results can be very close to the actual
methane emission rates if the appropriate data analysis method is selected. Second, we have evaluated an aggregated
data set of 1,001 historical drone flights. Our analysis shows that the potential errors in the mass balance method
can be of the order of 100% on occasions, even though the theoretical error from the identified error sources were

relatively small in the majority of the flights considered.
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The discussion section provides some guidelines on how to avoid or minimize potential errors in drone measure-
ments for methane emission quantification. The two main recommendations are to (1) fly multiple curtain patterns
in each individual survey in combination with an appropriate data analysis method to avoid excessive influence of
unrepresentative data (outliers) on the result, and (2) to take measurements with a sufficiently small vertical spacing
and at a sufficiently large distance downstream of the source for the wind conditions on the day, with the dimen-
sionless horizontal and vertical spacings AP’ and Az’ both smaller than 1. There is an optimum though: downwind
distance should not be so large that methane plumes from the facility of interest are missed, and measurements very

far downwind are also unfavorable because of the lower

signal-to-noise ratio. It appears to us that values of AP’ and Az’ between 0.1 and 1.0 are optimal.

Author contributions. The ideation and management of the research project was done by RI and THM, who are the main
authors of the manuscript. The simulation studies and all data analyses were done by THM, with help of MJ and BVDK,
under guidance from RI. BS, KD and AC provided historical data from SeekOps and facilitated the data analysis; SC did the

same for historic data from Scientific Aviation. All authors were involved in reviewing the paper.

Data availability. All the codes and data used in this work will be made available online.

Competing interests. The corresponding author has declared that none of the authors has any competing interests.

32



635

640

645

650

655

660

665

References

Stockie, J. The mathematics of atmospheric dispersion modelling. SIAM Review. 53, 349-372 (2011)

Webster, C. Measuring methane and its isotopes 12CH4, 13CH4, and CH3D on the surface of Mars with in situ laser
spectroscopy. Applied Optics. 44, 1226-1235 (2005,3), https://opg.optica.org/ao/abstract.cfm?URI=a0-44-7-1226

Liu, Y., Paris, J., Broquet, G., Bescés Roy, V., Meixus Fernandez, T., Andersen, R., Russu Berlanga, A., Christensen, E.,
Courtois, Y., Dominok, S., Dussenne, C., Eckert, T., Finlayson, A., Fuente, A., Gunn, C., Hashmonay, R., Grigoleto
Hayashi, J., Helmore, J., Honsel, S., Innocenti, F., Irjala, M., Log, T., Lopez, C., Cortés Martinez, F., Martinez, J.,
Massardier, A., Nygaard, H., Agregan Reboredo, P., Rousset, E., Scherello, A., Ulbricht, M., Weidmann, D., Williams,
O., Yarrow, N., Zarea, M., Ziegler, R., Sciare, J., Vrekoussis, M. & Bousquet, P. Assessment of current methane emissions
quantification techniques for natural gas midstream applications. Atmospheric Measurement Techniques Discussions. 2023
pp. 1-27 (2023), https://amt.copernicus.org/preprints/amt-2023-97/

NASA Methane detector sniffs out leaks. (2019)

Sibson, R. A brief description of natural neighbor interpolation. (1981), https://api.semanticscholar.org/CorpusID:115462887

United Nations Environment Programme (UNEP) Oil and gas methane partnership (OGMP) 2.0 framework. (2020)

Conley, S., Faloona, 1., Mehrotra, S., Suard, M., Lenschow, D., Sweeney, C., Herndon, S., Schwietzke, S., Pétron, G., Pifer, J.,
Kort, E. & Schnell, R. Application of Gauss$ theorem to quantify localized surface emissions from airborne measurements
of wind and trace gases. Atmospheric Measurement Techniques. 10, 3345-3358 (2017)

Monaghan, J. J., Smoothed particle hydrodynamics, Reports on Progress in Physics, 68 1703 (2005).

Intergovernmental panel on Climate Change, Fifth Assessment Report IPCC. (2014)

Nisbet, E., Manning, M., Dlugokencky, E., Fisher, R., Lowry, D., Michel, S., Myhre, C., Platt, S., Allen, G., Bousquet, P.,
Brownlow, R., Cain, M., France, J., Hermansen, O., Hossaini, R., Jones, A., Levin, I., Manning, A., Myhre, G., Pyle, J.,
Vaughn, B., Warwick, N. & White, J. Very strong atmospheric methane growth in the 4 Years 2014-2017: implications for
the Paris agreement. Global Biogeochemical Cycles. 33, 318-342 (2019)

Rasmussen, C. & Williams, C. Gaussian processes for machine learning. (MIT Press,2006)

Saunois, M., Stavert, A., Poulter, B., Bousquet, P., Canadell, J., Jackson, R., Raymond, P., Dlugokencky, E., Houweling,
S., Patra, P., Ciais, P., Arora, V., Bastviken, D., Bergamaschi, P., Blake, D., Brailsford, G., Bruhwiler, L., Carlson, K.,
Carrol, M., Castaldi, S., Chandra, N., Crevoisier, C., Crill, P., Covey, K., Curry, C., Etiope, G., Frankenberg, C., Gedney,
N., Hegglin, M., Hoglund-Isaksson, L., Hugelius, G., Ishizawa, M., Tto, A., Janssens-Maenhout, G., Jensen, K., Joos, F.,
Kleinen, T., Krummel, P., Langenfelds, R., Laruelle, G., Liu, L., Machida, T., Maksyutov, S., McDonald, K., McNorton,
J., Miller, P., Melton, J., Morino, 1., Miiller, J., Murguia-Flores, F., Naik, V., Niwa, Y., Noce, S., O’Doherty, S., Parker,
R., Peng, C., Peng, S., Peters, G., Prigent, C., Prinn, R., Ramonet, M., Regnier, P., Riley, W., Rosentreter, J., Segers,
A., Simpson, I., Shi, H., Smith, S., Steele, L., Thornton, B., Tian, H., Tohjima, Y., Tubiello, F., Tsuruta, A., Viovy, N.,
Voulgarakis, A., Weber, T., Weele, M., Werf, G., Weiss, R., Worthy, D., Wunch, D., Yin, Y., Yoshida, Y., Zhang, W.,
Zhang, Z., Zhao, Y., Zheng, B., Zhu, Q., Zhu, Q. & Zhuang, Q. The Global methane budget 2000-2017. Earth System
Science Data. 12, 1561-1623 (2020)

Gorchov Negron, A., Kort, E., Conley, S. & Smith, M. Airborne assessment of methane emissions from offshore platforms in

the U.S. gulfl of Mexico. Environmental Science & Technology. 54, 5112-5120 (2020)

33



670

675

680

685

Katz, V. The history of Stokes” Theorem. Mathemalics Magazine. 52, 146-156 (1979)

Corbett, A. & Smith, B. A study of a miniature TDLAS system onboard two unmanned aircraft to independently quantify
methane emissions from oil and gas production assets and other industrial emitters. Atmosphere. 13 (2022)

van Kampen, N. Chapter IV - Markov Processes. Stochastic Processes In Physics And Chemistry (Third Edition). pp. 73-95
(2007)

Ravikumar, A., Sreedhara, S., Wang, J., Englander, J., Roda-Stuart, D., Bell, C., Zimmerle, D., Lyon, D., Mogstad, I., Ratner,
B. & Brandt, A. Single-blind inter-comparison of methane detection technologies — results from the Stanford/EDF Mobile
Monitoring Challenge. Elementa: Science Of The Anthropocene. 7 pp. 37 (2019,9), https://doi.org/10.1525/elementa.373

Hanson, R., Spearrin, R. & Goldenstein, C. Spectroscopy and Optical Diagnostics for Gases. (Springer, 2016)

McKain, K., Down, A., Raciti, S. M., Budney, J., Hutyra, L. R., Floerchinger, C., Herndon, S. C, Nehrkorn, T.

8., Jackson, R. B., Phillipse, N. & Wofsya, S. C. Methane emissions from natural gas infrastructure and use in the urban
region of Boston, Massachusetts, Proceedings of the National Academy of Sciences, 112 T, 1941-1946 (2015)
Plant, G., Kort, E. A., Murray, L. T,
TROPOMI methane and carbon monoxide observations, Remote Sensing of Environment, 268, 112756, (2022)
K. L., Shepson, P. B., Stirm, B. H., C., & Gurney, K. R., Aircraft-
Carbon Footprint of Indianapolis, Environmental Science €& Technology, 43: 20, 7816-7823, (2009

Price, D.J. Smoothed Particle Hydrodynamics and Magnetohydrodynamics, Journal of Computational Physics, 231, 759-794
2012

Rasmussen, C. E. & Williams, Christopher, C. K. 1., Gaussian processes for machine learning, (The MIT Press, 2006

Zahniser, M.

2

Maasakkers, J. D. & Aben, I. Evaluating urban methane emissions from space usin

2

Mays, Karion, A., Sweene Based Measurements of the

34



690

695

700

705

710

715

720

Appendix A: Sensor description

The main paper describes two historic data sets of methane emission measurements: one set from Scientific Aviation
and one set from SeekOps. Both data sets contain concentration meauserements taken by a high-precision methane
sensor mounted on a quadcopter drone. The present section presents background on the type of sensor that has been
used in these deployments. The text below is applicable to the sensor developed and used by SeekOps; Scientific
Aviation use a commercial off-the-shelf sensor that has similar characteristics.

The SeekIR sensor, used by SeekOps is the culmination of years of research and commercial development, initially
at the United States National Aeronautics and Space Administration (NASA) Jet Propulsion Laboratory (JPL).
The technology was originally developed for the Mars Curiosity Rover to look for evidence of microbial life and
was thus developed as extremely sensitive to methane enhancements above background levels, (Webster , 2005). In
2017, the technology was spun-out of JPL and commercialized for the broader energy industry, including traditional
oil and gas, biogas/landfill gas, and renewable natural gas (NASA | 2019). It was subsequently validated by blind
controlled release tests performed at the Methane Emissions Technology Evaluation Center (METEC) in Colorado,
where the sensor was described as the most successful in detecting and quantifying leaks, with no false positive and
no false negatives (Ravikumar et al. , 2019).

The sensor operates on the principle of absorption spectroscopy, using a tunable diode laser (TDL) within an
open cavity bounded by two mirrors that give a suitable path length for the laser to ensure high sensitivity to the
absorption in the presence of methane molecules. This physical process is described by the “Beer-Lambert Law”,
which describes how the spectral intensity measured at a specific wavelength after passing through a sample can be
used to characterize physical parameters based on an initial spectral intensity and absorption path length (Hanson et
al. , 2016). When parameters such as pressure, temperature, wavelength, and path length are measured or known, the
concentration of the species of interest can be calculated by this change in spectral intensity. In the system described,
the initial spectral intensity source is a TDL and the sensor measuring the change in spectral intensity is a photo-
voltaic detector sensitive at the same spectral region as the laser light source. The detector measures the remaining
photons that were not absorbed by the methane molecule(s) as part of the absorption process. A spectroscopic
approach, Wavelength Modulation Spectroscopy (WMS), is further employed by modulating the laser intensity and
wavelength at a known frequency. WMS ensures the optimal signal-to-noise ratio (SNR) and a “calibration-free”
method of laser diagnostics, allowing for calibration factors that persist for the life of the instrument that are
determined at the time of manufacture. With appropriate filters for elevated frequencies, the detected response
can be demodulated to determine the concentration of methane that has been sampled within the open cavity
(Figure Al).

The SeekOps instrument used in this study additionally utilizes a multi-pass optical cell design, known as a Herriott
Cell, that increases the laser path length, further increasing sensitivity of changes to concentration, temperature, or

pressure, depicted in Figure A2. The Herriott Cell design is comprised of two concave mirrors of a high reflectivity
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Figure A1l. Simplified drawing of the implementation of Wavelength Modulation Spectroscopy (WMS) using a tunable diode
laser (TDL) for gas sample diagnostics.

and matched to reflect the proper wavelength of light, allowing the beam to bounce multiple times inside the cavity

helping to increase the SNR and further reduce measurement uncertainty.
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Figure A2. Drawing of the sensor operating principle of laser absorption spectrometry to determine methane concentration.

Finally, great efforts have been taken to make the optical sensor robust for operations in the oil and gas sector.
To this end, the sensor is mounted in a strong housing that has undergone strenuous shock and vibration testing,

725 indicative of its operational environment when deployed on a quadcopter drone and transported to and from a
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facility of interest. Modern drones have multiple anti-collision sensors that can enable the sensor to be flown as close

as necessary to the equipment without compromising any ongoing operations.
A picture of the SeckOps sensor is shown in Figure A3. The sensor is mounted on an approximately 1 m long
extended steel branch attached to the drone, which makes the sensor easily accessible in case of maintenance require-
730 ments. Data acquisition takes place with the branch pointing into the wind, which allows the collection of pristine
samples of air, uncontaminated by any prop wash (i.e., the airflow generated by the drones own propellers). Methane
concentration data from the sensor are streamed and displayed in real-time to a ground control system (GCS). This
allows for on-demand viewing of plume methane enhancements by the drone pilot, so that dynamic adjustments to
the survey geometry, like the horizontal and vertical spacing between concentration measurements, can be made if

735 needed.

Figure A3. Methane sensor showing location of integrated GPS, LiDAR and attached to the quadcopter drone.

Appendix B: Cylindrical flight pattern

In this section, the results from the simulation of a drone flying in a cylindrical pattern are presented, similar to
Section 3 for 2-D curtain flight path. We simulated the drone flight for different scenarios with the objective of

assessing the importance of various sources of uncertainty as the following:
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— the position of the emission source relative to the center of the cylindrical flight paths.
— the existence of multiple sources within the cylinder.
— horizontal and vertical spacing in the methane concentration measurements.

Again, it is assumed that the concentration field is stationary during the time of the measurements. This can relate
to a constant Gaussian plume traveling horizontally, in a time-averaged horizontal wind field whose speed can vary

as a function of the vertical coordinate.
B1 1Ideal case

The ideal simulation case is considered as the following, similar to the ideal case considered for the 2-D curtain

flight, Section 3.1:
— Constant wind ficld with westerly wind with the speed of 5m/s.
— One circular flight path passing through the center of the plume.
— Equidistant drone measurements in the horizontal and vertical directions.
— No measurement error in simulated concentration, wind field and drone measurement locations.

The radius of the cylinder, opening angles and wind field are chosen such that they reflect a situation encountered
in practice. The source with the emission rate 5kg/h is considered. The cylindrical flight pattern is often used for
offshore applications where the horizontal and vertical opening angles of the plume are smaller than those encountered
in onshore applications and thus the opening angle of 2.5° is chosen as a realistic value for the ‘Ideal case’ (base
case). Figure Bl shows the 3-dimensional concentration plot due to this source on a cylinder with a radius of 10 m.

Note that this radius is much smaller than the ~~ 300 m that Flylogix/SeekOps normally uses in surveys of offshore
platforms. This should not affect the main results, because the radius will appear as the length scale when considering
the spacing. With a radius of 10 m, it is reasonable to assume that the methane plume is stable, as the methane in
the plume only takes a few seconds to go from source to sensor. At longer distances of ~ 300 m, the transit time is

of the order of ~ 1 min and the wind direction can vary considerably during that time.
B2 The importance of turbulent diffusion on mass emission calculation

For a cylindrical flight pattern, the true emission rate cannot be exactly retrieved. In Figure B1, there is an error
of 0.006 kg/h (equal to a percentage of 0.12%) even for a very fine spacing in the horizontal and vertical directions.
This error does not exist for the 2-D curtain situation as the true emission rate is retrieved from the mass balance
equation. The emerged error term is due to the effect of diffusion, see the third term in the right-hand side of

Equation (4). If the flight path is cylindrical, the direction of the unit vector n varies along the flight path, and
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Figure B1. 3-dimensional normalized methane concentration above background on a cylinder with a radius of 10m for a
source located at the center of the cylinder (shown by black). The wind velocity is shown with a red vector. The Gaussian plume
is assumed to have 5° horizontal and vertical opening angles. There is an angular spacing of 0.5° between the measurement

points and a vertical spacing of 0.3 m.

the contribution of n- Ve does not vanish along the integral. Since this term is not normally included in the mass
balance equationf, Equation (6)}, this results in an underestimate as n- Ve is typically larger than 0 in the case
where a source is located in the centre of the cylinder. This error cannot be eliminated, even in the limit of perfectly

accurate vertical and horizontal measurements; to first order, the error is proportional to the diffusion coefficient K.
B3 Position of the emission source relative to the center of the cylinder

In Section B1, we assumed that the source is located at the centre of the cylinder, however, in practice this might
not hold. It is thus beneficial to assess the impact of such assumption on the calculated emission rate. Shown in
Figure B2 is the error percentage for varying shift of the source from the centre as a percentage of the radius of the

cylinder. The wind direction is also shown with green vector. For the situations-situation where the source meves
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-e-gets very close to the
cylinder on the right-hand side, the term g—; increases (as the concentration increases). One should bear in mind
that that the neglect of diffusion for the cylindrical flight pattern typically has a small contribution to the error
compared to the other sources considered.

Figure B2 can be also used to calculate the total error in the calculated emission rate in case of having multiple
sources within the cylinder. We will illustrate this with an example, assume two sources A and B with true emission
rates of 1 4 and g respectively. The calculated emission rate error percentage for each source, referred to as € 4, and

€p, can be obtained from Figure B2 using their position relative to the eentre-center of the cylinder as a percentage

of the radius of the cylinder. Using these calculated emission rates, the total error in the situation where multiple

€agtegmp

sources exist within the cylinder can be obtained as: €4, 5 = T
B
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Figure B2. Calculated emission rate error percentage for shifted source in X and Y directions from the centre of cylinder as
a percentage of the cylinder’s radius. The wind direction is shown with the green vector and the centre of is indicated by red

circle.

B4 Horizontal and vertical spacings of cylindrically shaped drone measurements
B4.1 Non-equidistant vertical spacing

Similar to 2-D curtain scenario, we assessed the effect of non-equidistant vertical spacing between the flight coordi-

nates in the vertical direction, see Section 3.2 for the 2-D curtain. Similar to Section 3.2.1, L random samples from a
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Gaussian distribution with zero mean and a standard deviation o; are drawn, see Equation (14). For each simulation
scenario (i.e., each standard deviation) 300 independent runs are considered. Figure B3 shows the box-whiskers for
the emission rate percentage error for non-equidistant vertical spacing. Similar to Figure 10, no bias emerges in the
emission rate estimates with increasing variation in the vertical spacing. However, individual measurements can have

errors up to almost 15% if the standard deviation in the vertical spacing is equal to the nominal vertical spacing.
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Figure B3. Box-whisker plot for the calculated emission rate percentage error for non-equidistant vertical spacing between

the flight coordinates, for the cylindrical flight paths.

B4.2 Missing the plume center in relation to Horizontal and vertical spacings

In Section B1, it is assumed that one circular flight path passes through the centre of the plume in the vertical
direction and that there exist concentration points on this circle corresponding to the maximum concentration of the
plume on the cylinder pattern. As discussed in Section 3.2.2, these assumptions are easily violated as the location
of the source is not exactly known. Therefore, here we will assess the potential uncertainty induced by missing
the maximum concentration of the plume for different horizontal and vertical spacing of the drone measurements.

The resulting error is a function of the horizontal and vertical spacings as the drone is more likely to miss the
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highest concentration of a plume if the horizontal and vertical spacing is large. For the cylindrically shaped drone
measurements the angular spacing Af which can be converted to the horizontal spacing in meter using the radius of
the cylinder (r) as rA0. To assess the effect of missing the plume, for each angular (A#) and vertical (Az) spacing
of the drone measurements, 15 different shift values relative to the plume center (projected on the cylinder) ranging
from —% to +% in the horizontal and from —% to +% in the vertical directions are considered. For each shifted
location, the emission rate error is calculated, i.e., 225 (15 x15) instances of calculated emission rate errors. For all the
locations except the one where one flight line passes the centre of the plume, the maximum concentration is missed.
Therefore, the emission rate is always underestimated (except for one case) and the maximum error representing
the worst situation is considered for each horizontal and vertical spacings. Figure B4 shows the maximum error
percentages for a cylindrical flight pattern for the horizontal and vertical opening angles of the Gaussian plume
equaling 2.5° (corresponding to a realistic scenario offshore).

Similar to the generic case presented for 2-D curtain, Figure 4, the vertical spacing is presented as dimensionless
parameter Az’. For the horizontal spacing, we use the angular spacing in degrees which makes it invariant of the
radius of the cylinder. Increasing both the vertical and horizontal spacings between the coordinates lead to an
increase in the calculated emission rate error. For the wider plume, the errors are smaller as more concentration

points exist within the plume for calculating mass balance equation.
B5 Time-variations in wind speed and/or direction

In Section B1, it is assumed that the wind velocity field is time-invariant, however, in practice this assumption is
rarely true, i.e., instantaneous changed in the wind velocity can occur. Similar to Section 3.4, random samples are
drawn from Ornstein-Uhlenbeck process with a pre-defined standard deviation for the wind speed and the wind
direction. For each standard deviation, 300 independent runs are considered and the corresponding box-whisker
plot for increasing standard deviation are shown in Figure B5. The results are very similar, both qualitatively and

quantitatively, to the results obtained for the 2-D curtain pattern (Figure 6).
B6 Other potential sources of error

There are other potential sources of error and uncertainty occurring in measurements from drones flying in a
cylindrical flight pattern. Many of these sources of uncertainty will be the same as for the 2-D curtain pattern.
One notable source of uncertainty that is specific to cylindrical flight patterns is the long time that it takes to
take relevant concentration measurements. In comparison with 2-D patterns, the cylindrical flight pattern requires
a relatively long flight-time to come back to regions where concentration peaks are located. There is therefore an
increased likelihood that wind directions will vary during these measurements, resulting in more uncertainty in plume

locations and the risk to miss concentration plumes, or to measure the same plume during multiple transects.
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Figure B4. Maximum calculated emission estimate error for varying factors of horizontal and vertical spacings expressed
as degrees and dimensionless parameter for a plume with vertical and horizontal turbulence of 2.5°. For each horizontal and
vertical spacing, maximum value over 225 calculations corresponding to different locations of the flight lines relative to the

source is shown. Shown with red are the error contours.

Appendix C: Wind data calculation

In order to allow the uncertainty analysis as explained in Section Simulation results for 2-D curtain flights, the
raw wind data needs to be converted into an absolute wind speed and its root-mean-square fluctuation, and a
plume opening angle. The conversion process is graphically illustrated in Figure C1. The absolute wind speed |u| is
determined from the perpendicular components of the average wind vector, U and V'as follows: |u| = VU2 +V?2. The
average wind direction from East (in radians), is then computed from: § = tan™* %.The root-mean-square fluctuations
in the direction of the plume, ¢’ in m/s, can be computed from the fluctuations in the East-West and North-South
directions respectively denoted by u’ and v": ' = v’ cos + v'sinf. The dimensionless fluctuations divided by the
wind speed are given by: f/l—j/‘ The root-mean-square fluctuations perpendicular to the plume, ®" (also in m/s), is

then given by: ® = —u’sinf + v’ cos6. Finally, the approximate opening angle of the plume in radians is given by:

-1e

tan .
]
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Figure B5. Box-whisker plot for the calculated emission rate error for increasing standard deviation of a) time-varying wind
direction and b) time varying wind velocity (both direction and speed at the same time). Cylindrical flight pattern with a

radius of 10 m for a source located at the centre of the cylinder is considered.

Figure C1. Graphical illustration of the conversion of perpendicular wind data (average wind vectors U and V, with root-

mean-square. fluctuations v’ and v’) into an average absolute wind speed |u|, root-mean-square. fluctuation in the direction

19

of the plume ®” and the plume opening angle: tan™ al -
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Figure C2. Graphical illustration of the Local Geodetic coordinate system (XY Z) and wind direction aligned coordinates

system (£nz).

Appendix D: A note on the interpolation of the concentration measurement

As mentioned in the main paper, different approaches can be used to interpolate the concentration measurements on

the plane. In Section 4.1, the Nearest Neighbor method was used based on the fact that Scientific Aviation uses this

interpolation technique. However, to assess the impact of the interpolation technique on the estimated emission rate

we_compare here the results obtained from the Nearest Neighbor method to those of Gaussian smoother method.
We follow the interpolation technique as a Gaussian smoothing function, as in (Price , 2012).

Shown in Figures D1, D2, D3, and D4 are the interpolated methane measurements on the plane for the upward
curtain €17, Figure 8a, downward curtain 27, Figure 8b, downward curtain “37, Figure 8¢, upward curtain 47,
Figure 8d, respectively, using (a) the Nearest Neighbor and (b) the Gaussian smoother interpolation techniques.
As seen the Gaussian smoother provides a smooth transition between high and low concentration values due to its
nature; However, if the plume is missed, the Gaussian smoother cannot recover the missing high concentrations, as
apparent in the bottom of the plane in Figure D1 and the top of the plane in Figure D2,

Presented in Table D1 are the emission rates calculated per curtain using nearest neighbor and Gaussian smoother
and the average emission rate between upward and downward curtains. The maximum difference between the emission

the two interpolation methods is 8.40

rates estimated for the four curtains usin, h and the impact of the average
emission rate is 0.44 ¢/h (1.4% of the total emission rate of 30.8 ¢/h).
Our tentative conclusion from the analysis presented in this section is that the choice of the interpolation method

has a relatively small impact on the mass emission estimate. Moreover, some sources of error cannot be compensated
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Table D1. Emission rates calculated per curtain using nearest neighbor and Gaussian smoother interpolation techniques and

the average emission rate between upward and downward curtains for the measurement, “A”,

which was carried out on 13

November 2019. The emission rates in the table are calculated using Equation (8). The true emission rate was 30.8 g/h.

Method, Nearest Neighbor Gaussian smoother
Curtain_ m from Eq. h  Average of Uand D i from Eq. (8) g/h  Average of U and D
Upward (U) 1. 14.48 12,11
AN 13.39 DN 10.19
Downward (D) 2 12.30 8.28
Downward (D) 3 46.73 12.41
N 43.14 N 45.46
Downward (U) 4 40.10_ 48.50_
Average from the
2826 2782

four selected curtains

865 for by a different choice for the interpolation method: if the highest concentration enhancements are not measured

because of a large vertical spacing between flightlines, then the resulting estimate for the mass emission rate will

underestimate the true mass emission rate — regardless of the ma

ing technique employed.
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Figure D1. 3-dimensional interpolated concentration values for the upward curtain “1”
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Figure8a using a) Nearest Neighbor

and b)Gaussian smoother interpolation techniques. The red arrow indicate the average wind direction.
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and b)Gaussian smoother interpolation techniques. The red arrow indicate the average wind direction.
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Figure D3. 3-dimensional interpolated concentration values for the downward curtain “3”, Figure8b using a) Nearest
Neighbor and b)Gaussian smoother interpolation techniques. The red arrow indicate the average wind direction.
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