To what extent is the description of streets important in estimating local air-quality? A case study over Paris.
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Abstract. Modelling atmospheric composition at street level is challenging because pollutant concentration within street canyons depends on both local emissions and the transport of polluted air masses from remote areas. Therefore, regional-scale modelling and local applications must be combined to provide accurate simulations of the atmospheric composition at street locations. In our study, we compare two strategies: i) a subgrid-scale approach embedded in the chemistry-transport model or ii) the street-network model MUNICH. In both cases, the regional-scale chemistry-transport model CHIMERE provides the urban background concentrations, and the meteorological model WRF, coupled with CHIMERE, is used to provide meteorological fields. Simulation results for NO\textsubscript{x}, NO\textsubscript{2}, and PM\textsubscript{2.5} concentrations over the city of Paris from both modelling approaches are compared with in-situ measurements in traffic air-quality stations. At stations located in downtown areas, with low traffic emissions, the street-network model MUNICH exhibits superior performance compared to the Subgrid approach for NO\textsubscript{x} concentrations, while comparable results are obtained for NO\textsubscript{2}. However, significant discrepancies between the two methods are observed for all analyzed pollutants at stations heavily influenced by road traffic. These stations are typically located near highways, where the bias between the two approaches can reach 58%. The Subgrid approach’s ability to estimate accurate emissions data is limited, leading to potential underestimation or overestimation of gas and fine particle concentrations based on the emission heterogeneity it handles. The performance of MUNICH appears to be highly sensitive to the friction velocity, a parameter influenced by the anthropogenic heat flux used in the WRF model. Street dimensions do contribute to the performance disparities observed between the two approaches, yet emissions remain the predominant factor.

1 Introduction

Numerous research studies assess the consequences of atmospheric pollutants in terms of harmful health effects and premature deaths (WHO, 2013, 2021) as well as the impacts on ecosystems and biodiversity (Marcoa et al., 2019; WGE, 2016). A vast majority of world’s cities suffer from significant atmospheric pollution problems (Sicard et al., 2023), representing a prominent threat to human health and the global environment. A significant part of the European population is exposed to concentrations
above the limit or target values (EEA, 2023). Exposure to high concentration of particulate matter are one of the most harmful agents of atmospheric pollution (Lelieveld et al., 2015).

Results from these investigations motivate progress in air-quality modelling, in order to estimate more precisely pollutant concentration and dispersion at decisive (i.e local) spatial scales (Lugon et al., 2022). Models are valuable to understand and support the control of the evolution of air quality inside cities.

Several approaches exist to assess air pollutant concentration at local scale in urban built environments. The scientific and practical relevance of their use depends on the objectives and issues to be addressed. As explained in Kiesewetter et al. (2013), local estimations of gas or particulate matter concentrations are obtainable from regional modelling by the implementation of downscaling coefficients to determine urban and roadside increments. Despite variations on the mathematical implementation, the general methodology of the local increments has been used (Lenschow et al., 2001) and it is based on the estimation of the impact of the city and of the local traffic, added to the regional background.

However, some research studies (Longley et al., 2014; Thunis, 2017) highlight the dependence of these local increments on crucial parameters such as wind direction, wind speed, and station location. The implicit empirical adjustment inherent in this type of approach, based on statistical processing of observation data, makes them difficult to transpose from one city to another. Alternative statistical methods introducing more explicitly site specific geographical information exist and can be efficient in terms of computation time or quantity of necessary data. For instance Land-Use Regression (LUR) models (Azmi et al., 2023; Dons et al., 2013) based on regression methods to solve the spatial variability of concentrations through a set of spatialized information (traffic, population density, ...), are often used in dense urban areas. However, as reported in Hatzopoulou et al. (2017), LUR models are robust only in regions where dense measured data are available. The number of necessary data for optimum results could change from one city to another, depending on the urban density.

In the range of methods based on a globally deterministic approach (i.e. resolution of conservation equations) the Computational Fluid Dynamics models (CFD) provide very fine description of air pollution concentrations at street-scale. This modelling technique handles extremely intricate wall shapes and other boundary conditions through the use of flexible fine-scale grids. Additionally, CFD models incorporate advanced approaches to take into account turbulence, making it well-suited for applications involving small-scale dispersion of pollutants. This type of model is widely used to analyse specific urban configuration on a neighbourhood scale (Sabatino et al., 2013; Zhang et al., 2020; Pantusheva et al., 2022; Lin et al., 2023), but the computing times virtually requested to simulate a large urban area over periods of time of the order of a year are currently unattainable. With this type of temporal and spatial constraint, compatible with regulatory objectives (for example, compliance with a threshold for an annual average concentration) or a health impact study, methods with lower computational burdens are currently mandatory. Deterministic models, relying on simplified representations of street topology and atmospheric flow in streets have been developed for years. In this category we can mention the Operational Street Pollution Model (OSPM, Berkowicz, 2000) and its evolution in Atmospheric Dispersion Modelling System (ADMS-urban, Stocker et al., 2012). These models combine a Gaussian plume to estimate the direct contributions of traffic emissions and a box model to calculate the background concentration in the recirculation zone attributable to the surrounding buildings. Additionally, the street-network model SIRANE (Soulhac et al., 2011) has also been developed to represent pollutant dispersion within dense urban canopy.
This model assumes that pollutant concentrations are uniform along each street section but explicitly represents the pollutant transfer via street intersection. The dispersion above roof level is handled by a Gaussian plume model. The Model of Urban Network of Intersecting Canyons and Highways, MUNICH (Kim et al., 2018), also uses a explicit representation of street sections, but the dispersion above roof level can be treated with an eulerian approach, by coupling to a chemistry-transport model.

The aforementioned approaches use simplified chemical mechanisms to represent the formation and evolution of atmospheric pollutants. The use of Gaussian plume model indeed implies a stationary assumption which is not compatible with the modelling of complex physico-chemical transformations. This may be a source of substantial uncertainties in air-pollution simulations. Particulate matter can be emitted directly but can also appear after a series of complex chemical formation processes (Fuzzi et al., 2015). Thus, more comprehensive chemical modules must be applied for a consistent representation of the gas phase chemistry and the secondary formation of aerosols (condensation/evaporation, coagulation, nucleation). The coupling of models from different scales is an efficient way to represent local pollutant concentrations, especially near roadside sites for NO\textsubscript{x}, NO\textsubscript{2} and O\textsubscript{3} (Hooyberghs et al., 2022; Hamer et al., 2020; Lugon et al., 2020; Benavides et al., 2019; Karl et al., 2019; Hood et al., 2018; Berchet et al., 2017; Beevers et al., 2012). To be able to represent the formation of secondary gas and particles at local scales, the MUNICH street-network model was coupled to the SSH-aerosol chemistry and aerosol dynamic model (Sartelet et al., 2020), to provide a detailed evolution of primary and secondary aerosols (Lugon et al., 2021; Kim et al., 2022).

The purpose of this paper is to compare two different downscaling methods both using as starting point regional-scale simulations with CHIMERE (Menut et al., 2021a) driven by meteorological fields derived from the WRF model (Skamarock et al., 2005; Mailler et al., 2017; Briant et al., 2017; Tuccella et al., 2019) at 1 km x 1 km resolution. The first method consists of the subgrid-scale model embedded in CHIMERE (Valari and Menut, 2010), it splits the grid-averaged pollutant concentration into a set of source-specific components based on land-use fractions to represent the subgrid-scale area. The other approach is to use the MUNICH model, which requires explicit information on the street sections of the road network, namely the length, the mean width and the mean height of surrounding buildings. Therefore, we are interested in identifying the conditions under which these two approaches provide similar or diverging simulation results. The simulations performed to compare the methods are conducted over greater Paris, and model results are compared against observations at several traffic monitor sites with different characteristics : inside street-canyons, at roundabouts or at open roads not bounded by buildings. The street-network model MUNICH and the Subgrid method of CHIMERE are briefly described in Section 2. The model set-up and input databases for the simulations, with an emphasis on the use of an urban canopy model in WRF, are described in section 3, monitoring data are detailed in Section 3.3. The results of the study are presented in section 4. Section 5 is the conclusion of the comparative study between the two methods.
2 Description of the local models

Only the main concepts of the two modelling approaches are recalled here. The details of the implementations of the models are provided in Valari and Menut (2010) for the Subgrid method of CHIMERE and in Kim et al. (2018, 2022) and Lugon et al. (2020) for the MUNICH model.

2.1 The CHIMERE subgrid-scale method

CHIMERE is a 3D Eulerian model that solves numerically a set of equations which represents the transport and chemical transformation of several chemical species in the atmosphere. It is a meso-scale model with a horizontal resolution that ranges from 1 km to 100 km, corresponding to study areas that may cover an urban agglomeration to an entire hemisphere.

Recently, SSH-aerosol has been integrated in CHIMERE, allowing for a detailed representation of the formation and dynamical evolution of atmospheric aerosols (Maison et al., 2023; Wang et al., 2024). Typically, CHIMERE, as all 3D Eulerian models, assumes that surface emissions are homogeneous over each model grid-cell. However, the subgrid-scale model introduced in Valari and Menut (2010) has been implemented in CHIMERE v2020 (Menut et al., 2021b) and accounts for the heterogeneity of surface emissions due to the action of different activity sectors within the same model’s grid-cell. The model transfers this emission heterogeneity to concentration variability (Valari and Menut, 2010). In practice the model uses two pieces of information, emissions from different activity sectors and an area fraction for each model’s grid-cell occupied by each sector taken into account. In this study, we separate emissions into two sectors, those from traffic and those from all other sectors. Following the subgrid-scale scheme implemented here, high emissions from roads are condensed over relatively narrow areas (roads), leading to intensified emissions from the traffic sector compared to the grid averaged emission that would have been diluted to the entire grid-cell volume.

Following this approach, the set of transport equations is solved separately for each considered sector. Equation 1 gives the temporal evolution of the concentration for a given species for each different sub-grid surface:

\[
\frac{\partial c_i}{\partial t} = -\nabla \cdot (U c_i) + \nabla \cdot (K \nabla c_i) + E_i + R_i + L_i - \frac{(c_i - \bar{c})}{T_{\text{mix}}} \quad (1)
\]

\(c_i\) is the concentration computed for the \(i^{th}\) sector and \(\bar{c}\) the grid-averaged concentration in the cell. The terms from left to right represent the advection by the mean wind \(U\), the turbulent mixing parametrized by a gradient diffusion hypothesis with \(K\) a matrix of turbulent diffusion coefficient, \(E_i\) the emissions from the \(i^{th}\) sector, \(R_i\) the source and loss terms associated to chemical transformations and \(L_i\) the deposition inside the \(i^{th}\) subgrid volume. Finally, the last term, accounts for a mixing of concentrations calculated for the different subgrid volumes. The rate of the mixing is controlled by the term \(T_{\text{mix}}\) which is the ratio between a characteristic length (different in every grid-cell for each emitting surface) and the mean local wind speed.

The advantage of this approach is that the full chemical mechanism operates over each subgrid-scale volume leading to subgrid scale concentrations for all model species. The limitation of the approach is that it does not explicitly take into account i) the effect of the buildings on the flow of pollutants and ii) the emission over each road. As a result, the different street sections within a given cell are not treated separately but rather as an average road configuration inside the grid-cell.
2.2 The street-network model MUNICH

MUNICH is a street-network model designed for simulating pollutant concentrations on a local scale. To achieve this, the model needs input data such as background pollutant concentrations, meteorological information, and emissions to accurately simulate concentrations within the street network. The street-network is composed of two types of elements, the street segments and the street intersections. Pollutant concentrations are only resolved for street segments and are assumed to be homogeneous inside each one of them. A transport equation 2 provides the temporal evolution of the concentration for a given species for each different street segment treated as a box model:

\[
\frac{\partial c_i}{\partial t} = \frac{1}{V_i} (Q_{i,\text{inflow}} + Q_{i,\text{outflow}} + Q_{i,\text{vert}}) + E_i + R_i + L_i
\]  

(2)

c_i is the concentration (in \( \mu g.m^{-3} \)) computed for the \( i \)th street segment to which are assigned a length (\( L \)), a mean width (\( W \)) and a mean buildings’ height (\( H \)) assumed to be the same on both sides of the road. These three characteristics are in meters. \( V_i \) is the volume (in \( m^{-3} \)) of this rectangular cuboid street. The mean wind in the street is parallel to the street axis. \( Q_{i,\text{inflow}} \) and \( Q_{i,\text{outflow}} \) (in \( \mu g.s^{-1} \)) are respectively the mass flux entering the street via the upwind intersection and the mass flux leaving the street via the downwind intersection (both in \( \mu g.s^{-1} \)). A double mass balance, for air and pollutants, determined for each intersection, allows to constrain, relying on the concentrations in the others streets connected and the boundary conditions.

cbg, the advective entering flux. \( Q_{i,\text{vert}} \) is the vertical turbulent flux (in \( \mu g.s^{-1} \)) between the background, here corresponding to concentrations simulated by CHIMERE, and the street. In the framework of the one-way coupling strategy applied in this work, as in many previous studies (Sarica et al., 2023; Wang et al., 2022), the background concentrations (compared to observations in Annex C) are not modified by MUNICH. \( E_i \) represents the emissions from traffic, \( R_i \) combines the source and loss terms associated to chemical transformations and \( L_i \) the deposition inside the \( i \)th street segment (all three in \( \mu g.m^{-3}.s^{-1} \)). Below we recall a few more specific aspects of the MUNICH model parameterisations to highlight i) the influence of the aspect ratio of the street (the ratio of the mean height to the mean width) and ii) the influence of the friction velocity and the atmospheric stability. The vertical turbulent flux is computed using the boundary condition \( c_{bg} \) as follows:

\[
Q_{i,\text{vert}} = q_v L \frac{c_i - c_{bg}}{\alpha_t}
\]  

(3)

where \( c_{bg} \) is the background concentration (in \( \mu g.m^{-3} \)) and \( \alpha_t = H/W \) represents the aspect ratio of the street. When this parameter \( \alpha_t \) is less than or equal to \( 1/3 \), the street is classified as a "wide canyon". For ratios between \( 1/3 \) and \( 2/3 \), it is categorised as an "intermediate street", and if the ratio is greater than \( 2/3 \), the street is designated as a "narrow canyon". The parameter \( q_v \) is the vertical transfer coefficient, that corresponds to the following equation:

\[
q_v = \sigma_w l_m
\]  

(4)

\( \sigma_w \) is the standard deviation of the vertical wind speed, and \( l_m \) is the mixing length determined using the formulation from Wang (2011). Regarding \( \sigma_w \), which depends on the friction velocity \( u^* \) and atmospheric stability, three distinct parametrizations...
are employed to compute this variable, each corresponding to a different atmospheric state. In conditions of neutral atmosphere MUNICH follows Soulhac et al. (2011) and Salizzoni et al. (2009), for a stable atmosphere $\sigma_w$ is computed according to Cambridge Environmental Research Consultants (2001), and finally for unstable atmosphere MUNICH uses the parametrization from Hunt et al. (1988). Finally, the computation of the wind profile within streets is inspired from Wang (2011, 2014). To estimate the wind speed at roof level, the parametrization of Macdonald et al. (1998) has been used. The implementation of these parametrizations in MUNICH is detailed in Maison et al. (2022).

3 Description of data and models setup

The subsequent section outlines the input data for regional and local modelling, along with their configuration setup. It includes details about the regional domains utilized, the street-network, and their associated emissions, as depicted in Fig. 1.

3.1 Regional scale

Regional scale concentrations are simulated with the CHIMERE-WRF coupled system (Menut et al., 2021b, https://www.lmd.polytechnique.fr/chimere/), enriched with the implementation of the SSH-aerosol model (Sartelet et al., 2020, https://sshaerosol.wordpress.com/). To obtain pollutant concentrations at 1 km x 1 km resolution we use a three-level nesting configurations as shown in Fig. 1 (a). The largest domain (FRA9) covers France with a spatial resolution of 9 km x 9 km. The intermediate domain (IDF3) covers part of the north of France centered around the Île-de-France region with a spatial resolution of 3 km x 3 km. The innermost domain covers the entire Île-de-France region, centered around the Paris city (IDF1) at a spatial resolution of 1 km x 1 km.
Figure 1. (a): The three-level nested simulation domains used to calculate background concentrations (CHIMERE) and meteorological fields (WRF). (b): The street network used for MUNICH simulations. The colorbar represents the road aspect ratio (ratio between the mean height and the mean width of the street), (c): Two-months averaged NO\textsubscript{2} emission flux (February and March 2014) summed across all activity sectors over the CHIMERE IDF1 grid, (d): Two-months averaged NO\textsubscript{2} traffic emission flux (February and March 2014) on the MUNICH street network with the location of the measurement stations (dots) and the CHIMERE-WRF mesh (grid lines). Traffic stations are in black, background stations are in purple dots.

3.1.1 CHIMERE input data

Initial and boundary conditions for the largest CHIMERE domain (FRA9) are taken from the general circulation model LMDz-INCA (Hourdin et al., 2006) with a horizontal resolution of 2.5° × 1.27° and 39 vertical levels. Anthropogenic emissions for the
two larger domains are computed from the 2014 EMEP (European Monitoring and Evaluating Program) emission inventory, with a spatial resolution of $0.1^\circ \times 0.1^\circ$. Anthropogenic emissions for the domain over the Île-de-France region (IDF1) stem from the local, bottom-up inventory of 2014 developed and provided by the AIRPARIF air-quality agency of Île-de-France. Biogenic emissions are estimated with the MEGAN model (Guenther et al., 2012) embedded in CHIMERE. Meteorological variables are computed with WRF running simultaneously with CHIMERE without activation of feedback from CHIMERE to WRF.

### 3.1.2 WRF model configuration and input data

The WRF model configuration used for this study is shown in table 1. The initial and boundary conditions for the WRF simulations come from the National Centers for Environmental Prediction (NCEP) model and the FNL dataset (National Centers For Environmental Prediction/National Weather Service/NOAA/U.S. Department Of Commerce, 2000).

<table>
<thead>
<tr>
<th>Time step</th>
<th>adaptative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical grid spacing</td>
<td>33 levels</td>
</tr>
<tr>
<td>Top layer</td>
<td>14 hPa</td>
</tr>
<tr>
<td>Bottom layer</td>
<td>997 hPa</td>
</tr>
<tr>
<td>surface layer</td>
<td>Revised MM5 Monin-Obukhov scheme</td>
</tr>
<tr>
<td>land-surface</td>
<td>Unified Noah land-surface model</td>
</tr>
<tr>
<td>boundary-layer</td>
<td>YSU scheme</td>
</tr>
<tr>
<td>eddy coefficient</td>
<td>horizontal Smagorinsky first order closure</td>
</tr>
</tbody>
</table>

**Table 1.** Main configuration choices of the WRF simulations.

By default, the coupled CHIMERE-WRF model uses the 2004 land use dataset derived from the Moderate Resolution Imaging Spectroradiometer (MODIS) with a resolution of 1 km. However, for the current study we used a reclassification of the CORINE categories (from CORINE Land Cover data 2018 with a resolution of 250 m) to MODIS-IGBP based on Vogel and Afshari (2020). With three distinct urban categories, this dataset provides a finer spatial representation of the heterogeneous urban area of the Île-de-France region.

This modification is motivated by the use of an urban canopy model, the SLUCM (Kusaka et al., 2001), applied for this study in the two inner nests, IDF1 and IDF3 (simulations over the largest FRA9 domain run without it). The use of a urban canopy model is required to avoid non-realistic extremely low values of the friction velocity ($u^*$), which drives the transfer of mass between the background and the streets in MUNICH (see Equation 3). Very low values of $u^*$ lead to concentration peaks in streets with high emissions.
3.1.3 Activation of the Urban Canopy Model

WRF provides different surface layer schemes to compute $u^*$ and exchange coefficients for heat, moisture, and momentum. Among others, we can cite two surface layer schemes: i) the MM5 (fifth generation Pennsylvania State University - National Center for Atmospheric Research Mesoscale Model) scheme and ii) its revised version proposed by Jiménez et al. (2012). In our simulations, we used the revised MM5 scheme (see table 1), which sets lower limit values for the friction velocity ($0.001 \text{ m.s}^{-1}$ by Jiménez et al. 2012) than the original MM5 scheme ($0.1 \text{ m.s}^{-1}$) over land surface, in order to apply surface layer formulation capable to cover the full range of atmospheric stabilities.

Figure 2 shows $u^*$ time-series at a model grid cell in the urban area with and without an urban canopy model. Without the urban canopy model, extremely low values of $u^*$ are especially observed during the air pollution episode (first half of March 2014), which is not surprising for a meteorological situation characterized by strong stable conditions (Dupont et al., 2016). However, these low values may not be physically relevant in urban environments (Liu et al., 2009). Urban canopy models apply urban roughness sublayer corrections to improve Monin–Obukhov similarity theory (Theeuwes et al., 2019) and result in more realistic vertical profiles of wind speed and friction velocity.

![Figure 2](https://doi.org/10.5194/egusphere-2024-1043)

**Figure 2.** Friction velocities simulated by the WRF model during the two weeks of the air pollution episode of March 2014, for one cell in Paris. The blue line represents a simulation with the SLUCM and the orange line a simulation without the SLUCM. Nighttime is represented by the gray background. The upper dot line is the minimum of the blue line, equals to $0.078 \text{ m.s}^{-1}$, and the lower dot line is the minimum of the orange line which corresponds to $0.01 \text{ m.s}^{-1}$.

The WRF model provides different urban canopy models to take into account the effects of urban spaces. Through different geometric and thermal parameters, these models evaluate the surface energy balance and the wind shear in the urban landscapes.
and provide better representations of the transfer of energy and momentum in cities (Wang et al., 2011). Three urban canopy models are available in WRF: i) the Single-Layer Urban Canopy Model, SLUCM (Kusaka et al., 2001) ; ii) the Building Environment Parameterization (BEP) model (Martilli et al., 2002) and iii) the Building Energy Model, BEM (Salamanca and Martilli, 2009). The first one is composed of a single layer, whereas the others correspond to Multi-Layer models. According to Allen et al. (2010), the total anthropogenic heat flux released by a city can be divided into three components: the metabolic, the motorized vehicles, and the building heat emissions. The latter is well modeled by BEP and BEM, however, these models do not give the possibility to add other sources of anthropogenic heat like the traffic component that cannot be neglected in a large city (Pigeon et al., 2007). Thus, we chose the SLUCM scheme for our simulations, which enables us to increase the anthropogenic sensible and/or latent heat flux in order to represent car traffic heat. Nonetheless, the current study does not consider latent anthropogenic heat flux due to limited literature data on this topic.

The SLUCM scheme requires maximum values of anthropogenic heat fluxes \( (Q_f) \) for each considered urban category and a diurnal variation profile to modulate these fluxes over time. The daily profile of this heat flux is assumed to be constant from day to day in the model and a single maximum is assigned for each urban category. In the case of long simulations (at least several months), the configuration of this urban canopy model must be changed because the anthropogenic heat flux depends strongly on seasonal temperature variation. For instance, during the summer period, waste heat generated by air conditioning systems strongly impacts urban air temperatures (Salamanca et al., 2015; Tewari et al., 2017). Therefore, two different \( Q_f \) maximums are settled for February and March 2014 according to Sailor et al. (2015) and Allen et al. (2010). Based on data from Sailor et al. (2015) for Paris, which reported a value of 39.95 W.m\(^{-2}\) for the entire city during winter, we opted for a closely aligned value of 40 W.m\(^{-2}\) for the urban category "High urban density", representing the predominant urban category in Paris. Following several trial simulations against measured data, the optimal values for \( Q_f \) were determined for other urban categories, as detailed in Table 2. In particular to avoid a substantial overestimation of concentrations at relevant stations, it became evident that an increase in this maximum value by a factor of 4 was necessary for the "Commercial/Industrial/Transport" category.

As said previously, the total anthropogenic heat flux comes from different sources with potentially different daily profiles. However, in the SLUCM’s version used for the current study, we have the possibility to add only one daily profile for each urban category. The two approaches used to model the pollutant concentrations in the city of Paris are strongly influenced by car emissions. Thus, to depict road traffic as precisely as possible, the diurnal profile of anthropogenic heat flux built for this study is based on the traffic emissions data from the Airparif inventory, which is displayed in Fig. 3.

Furthermore, as in Lian et al. (2018), thanks to the fine spatial resolution of CORINE Land Cover data we calculate the urban fraction for each 1 km x 1 km grid cell of the CHIMERE simulation domain. This fraction is used to modulate the anthropogenic heat flux at each model grid cell when the SLUCM is activated. Indeed, the anthropogenic heat flux computed by the urban canopy model is proportionate to the urban land cover (urban fraction), if this parameter is equal to 1 the entire anthropogenic heat flux settled in the SLUCM is taken into account. Hence, we are able to use a consistent urban canopy model parameterization for the city of Paris.
Concerning the configuration of the urban landscape geometry, we obtain the building heights and the road widths from the BDTOPO (version 3) database (https://geoservices.ign.fr/bdtopo), roof widths follow Kim et al. (2013) and Thouron et al. (2017). The analysis of several test simulations allowed us to find the most suitable geometry configuration for each of the 3 urban categories from CORINE landcover data. All these parameters are presented in Table 2, and the unmentioned parameters are based on Kusaka et al. (2001).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Commercial /Industrial/ Transport</th>
<th>High urban density</th>
<th>Low urban density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Building level (m)</td>
<td>10</td>
<td>13</td>
<td>9</td>
</tr>
<tr>
<td>Standard Deviation of roof height (m)</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Building width (m)</td>
<td>15</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>Road width (m)</td>
<td>30</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Maximum sensible anthropogenic heat flux (W.m(^{-2}))</td>
<td>160 (February)/ 40 (February)/ 30 (February)/</td>
<td>155 (March) 35 (March) 25 (March)</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2.** List of the main options of the UCM configuration.
The downtown Paris area is classified as “High urban density” in the CORINE landcover dataset. The Parisian suburban area is mainly classified as “Low urban density”, and finally, all the other urban areas corresponding to industrial areas, large shopping centers, highways, or railway networks are classified as “Commercial/Industrial/Transport”.

Without the urban canopy model, WRF calculates friction velocities that are often lower to the limit value of 0.01 m.s\(^{-1}\). As mentioned earlier, this leads to unrealistic high concentrations peaks for all the studied pollutants modeled with MUNICH (NO\(_2\), PM\(_{2.5}\) and PM\(_{10}\)). With the SLUCM configuration described in Table 2, the friction velocity remains consistently above 0.01 m.s\(^{-1}\) on cells classified as urban areas.

In the context of our investigation, our findings suggest that reducing the friction velocity threshold to 0.1 m.s\(^{-1}\) within the surface layer scheme effectively mitigates the occurrence of unrealistic peaks in the simulation. However, it is noteworthy that this threshold value is insufficient for accurately representing the elevated pollutant concentrations observed during air pollution episodes. Our study underscores the significance of incorporating an urban model within the Weather Research and Forecasting (WRF) framework, which introduces an additional anthropogenic heat flux. This appears particularly crucial for locations near highways where traffic-related emissions are substantially high.

### 3.1.4 Configuration of the chemistry

The numerical algorithm used in the CHIMERE-subgrid scale and the CHIMERE/MUNICH approaches are not exactly the same, but they lead to same background concentrations. For example, simulated background concentrations for PM\(_{2.5}\) have a correlation greater than 0.99 at every background station and the bias is of the order of 0.1 \(\mu\)g.m\(^{-3}\). These background concentrations were evaluated by comparing them with observations from the background stations operated by Airparif, as shown in Annex C. About CHIMERE/MUNICH simulations, a similar configuration of SSH-aerosol is used at every scale, which is described in 3.2.1. Finally, Both simulations use H\(^2\)O (Hydrophilic/Hydrophobic Organics) reduced mechanism (Couvidat et al., 2018) for the SOA (Secondary Organic Aerosol) formation from VOC (Volatile Organic Compounds), and the same chemical module for gas chemistry, the MELCHIOR2 mechanism (Derognat et al., 2003; P.L.Carter, 1990). The time integration of the gas-phase chemistry is solved explicitly and is not based on a stationarity assumption.

In addition, the time evolution of particulate concentrations in SSH-aerosol takes into account coagulation and condensation/evaporation of aerosols. The latter is modeled based on a thermodynamic equilibrium hypothesis as detailed in Sartelet et al. (2020). For this study, CHIMERE and MUNICH use ten particle size sections with cut-off diameters at : 0.01, 0.022, 0.048, 0.107, 0.235, 0.516, 1.136, 2.5, 5, 10 and 40 \(\mu\)m. We do not account for nucleation in our simulations because we focus our analysis on particle mass concentration indicators, especially PM\(_{2.5}\) which are little sensitive to this process (Sartelet et al., 2022).
3.2 Local scale simulation set-up

3.2.1 The street-network model MUNICH

The road segments of the street network considered in this study were originally defined by Airparif, the Île-de-France air quality agency. For each road segment, AIRPARIF assigns emission fluxes for the main pollutants emitted by road traffic. To assign mean width and mean buildings’ height to each road segment of the network we use the national BDTOPO database (https://geoservices.ign.fr/bdtopo). The mean street width is calculated by adding the mean road width (also from the BDTOPO database) and the sidewalk width (public open-source data available at https://www.data.gouv.fr/fr/datasets/trottoirs-des-rues-de-Paris-PRS/). We combined streets that have intersections less than 4.5 meters apart. The final street network comprises 4655 streets and extends over the city of Paris and its nearby suburbs. The minimum building height in the entire network is established at 1 meter.

The emissions assigned to the streets are given as annual totals. We applied average temporal profiles provided by Airparif to obtain hourly fluxes for the period of the study. The period-averaged NO$_2$ emission fluxes over the road network are shown in Fig. 1d and highlight the busiest roads. On the same map are also shown the monitor sites of the Airparif network (detailed in Section 3.3).

3.2.2 The Subgrid method

The subgrid-scale model is fully embedded in CHIMERE, and therefore both models share the same configuration. As explained in section 2.1, grid cells split into several subgrid environments. Here, we split all cells containing a monitoring station into two subgrid environments: "roads", including all emissions from the road network assuming that they are emitted over the grid-cell area fraction corresponding to the road network and "other", including all other emissions assumed to be released over the rest of the grid-cell area.

3.3 Measurement stations and landuse

Since our goal is to compare two methods that are able to represent pollutant concentrations at street-level scale, we will essentially discuss comparisons at traffic stations (displayed in black in the Fig. 1). Model evaluation focuses on NO$_x$, NO$_2$ and PM$_{2.5}$ concentrations. Not all stations measure these three pollutants. PM$_{2.5}$ observations are only taken at two traffic stations, AUT and BP_EST, close to the ring road. The RN2 station is outside the city on a busy road, while the rest are within the city with lower emissions. Two key features of this measurement network should be noted:

- BP_EST and SOULT are situated within the same grid-cell, sharing identical emissions data in the Subgrid approach, thus yielding equivalent results from this method. Same case for the stations HAUS and OPERA.

- BASCH and OPERA are two stations situated on a roundabout. Assigning a specific street to these stations is not feasible. Some results are however discussed in 4.1.2.
The pixels in the CORINE land cover database around the station AUT were originally assigned to the category "Crop-land/natural vegetation mosaic" due to their proximity with the Bois de Boulogne public park. However, this observation site is much more influenced by the vicinity of a road junction and the ring road. It was therefore decided to modify the category assigned to the pixel containing the site to "Commercial/Industrial/Transport". The modification significantly enhanced the results of the MUNICH local model simulation for this site. Prior to this correction, MUNICH generated peaks of NO\textsubscript{x} approaching almost 4,500 µg.m\textsuperscript{-3} and peaks of fine particles exceeding 800 µg.m\textsuperscript{-3}, results that were deemed unrealistic. Notably, all stations, except AUT and RN2, are situated within model grid cells categorized as "high urban density" according to the CORINE urban classification (detailed in 3.1.3). AUT and RN2 are located within a model grid cell classified as "Commercial/Industrial/Transport".
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<table>
<thead>
<tr>
<th>Station</th>
<th>Length (m)</th>
<th>(\alpha_r)</th>
<th>Close ring road</th>
<th>Urban category (from Corine database)</th>
<th>Urban fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP_EST</td>
<td>723</td>
<td>0.09</td>
<td>Yes</td>
<td>High urban density</td>
<td>1.0</td>
</tr>
<tr>
<td>AUT</td>
<td>51</td>
<td>0.03</td>
<td>Yes</td>
<td>Commercial/Industrial/Transport</td>
<td>0.97</td>
</tr>
<tr>
<td>RN2</td>
<td>219</td>
<td>0.57</td>
<td>No</td>
<td>Commercial/Industrial/Transport</td>
<td>1.0</td>
</tr>
<tr>
<td>SOULT</td>
<td>1008</td>
<td>0.44</td>
<td>No</td>
<td>High urban density</td>
<td>1.0</td>
</tr>
<tr>
<td>CELES</td>
<td>209</td>
<td>0.81</td>
<td>No</td>
<td>High urban density</td>
<td>0.95</td>
</tr>
<tr>
<td>ELYS</td>
<td>302</td>
<td>0.15</td>
<td>No</td>
<td>High urban density</td>
<td>0.96</td>
</tr>
<tr>
<td>HAUS</td>
<td>316</td>
<td>0.8</td>
<td>No</td>
<td>High urban density</td>
<td>1.0</td>
</tr>
<tr>
<td>BONAP</td>
<td>452</td>
<td>1.48</td>
<td>No</td>
<td>High urban density</td>
<td>0.92</td>
</tr>
<tr>
<td>OPERA</td>
<td>n.a</td>
<td>n.a</td>
<td>No</td>
<td>High urban density</td>
<td>1.0</td>
</tr>
<tr>
<td>BASCH</td>
<td>n.a</td>
<td>n.a</td>
<td>No</td>
<td>High urban density</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 3. Characteristics of traffic proximity sites in the Airparif observation network.

4 Analysis of the simulated local concentrations

The concentrations of NO\textsubscript{x}, NO\textsubscript{2}, and PM\textsubscript{2.5} simulated with MUNICH and the Subgrid method are compared with observations from measurement stations characterized by very dense traffic (BP_EST, AUT, and RN2) and from stations located inside the city (CELES, ELYS, HAUS, BONAP, SOULT), where pollutant emissions from traffic are lower. For these stations, we analyze the impact of i) differentiating emissions and aspect ratios (H/W); ii) the daily concentration profile for each approach. The specific case of stations BASCH and OPERA are discussed independently in section 4.1.2.
4.1 Evaluation against observations at traffic sites

4.1.1 Global analysis

Model evaluation involves comparing the simulated concentrations with the observations through various statistical metrics that we deemed relevant to our analyses: the fractional biases (FB), the Pearson correlation (R) and the Normalized mean square error (NMSE), that are described in the Annex A. The comparisons are done for hourly concentrations and for the entire simulation period. Table 4 shows model scores for NO$_x$, NO$_2$ and PM$_{2.5}$ concentrations simulated with the two modelling methods.

For NO$_x$ concentrations, the fractional bias (FB) varies from -0.22 (RN2) to 0.09 (BP_EST) with MUNICH and from -1.06 (AUT) to 0.35 (SOULT) with the Subgrid method. The average of the FB on the measurement network studied (8 stations) is equal to -0.07 for MUNICH and -0.35 for the Subgrid method. For the two stations on the Parisian ring road (BP_EST and AUT), the Subgrid approach significantly underestimates the concentrations with a FB of around -0.84. We observed that the Subgrid method significantly overestimates NO$_x$ concentrations at the SOULT station. An overarching problem with the description of emissions arises due to the heterogeneity between SOULT and BP_EST, located in the same cell. This is extensively discussed in Section 4.2. The street-network model gives in general better performances than the Subgrid method for NO$_x$. The correlation coefficient remains an exception, as both methods exhibit nearly identical performance, around 0.62.

For NO$_2$ concentrations, the fractional bias (FB) varies from -0.1 (AUT) to 0.24 (BP_EST) with MUNICH and from -0.62 (AUT) to 0.34 (SOULT) with the Subgrid method. The average of the FB on the measurement network studied is equal to 0.08 for MUNICH and -0.07 for the Subgrid method. In contrast to NO$_x$ concentrations, MUNICH demonstrates an improvement in the correlation of approximately 8% compared to the Subgrid approach. The average correlation for the street-network model is 0.67, while it is 0.59 for the Subgrid method. We also noted that for NO$_2$ and NO$_x$ concentrations, the street-network model generates lower NMSE for most of the stations studied. The superior performance of the Subgrid method for NO$_2$ compared to NO$_x$ in terms of fractional bias is apparent. This distinction may be attributed to the regional component of NO$_2$ being more prominent than that of NO$_x$, which is more influenced by local traffic emissions.

The statistical analysis for PM$_{2.5}$ is conducted solely on two stations situated along the Parisian ring road (refer to Table 4). It is evident that MUNICH significantly outperforms the Subgrid approach for these two specific stations, albeit not in terms of correlation. The Subgrid method achieves an average correlation of 0.8, while MUNICH exhibits an average correlation of approximately 0.7 for the two stations. To complete this overview of the performances of each method, the summary of the criteria results from Herring and Huq (2018) for all the stations studied is shown in Annex B.
Table 4. Statistical indicators for comparison of hourly concentrations of NO\textsubscript{x}, NO\textsubscript{2} and PM\textsubscript{2.5} from February to March 2014 at traffic stations. Bold numbers indicate the best performance.

<table>
<thead>
<tr>
<th></th>
<th>NO\textsubscript{x}</th>
<th>NO\textsubscript{2}</th>
<th>PM\textsubscript{2.5}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FB</td>
<td>R</td>
<td>NMSE</td>
</tr>
<tr>
<td>BP_EST</td>
<td>Subgrid</td>
<td>-0.62</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>MUNICH</td>
<td>0.09</td>
<td>0.47</td>
</tr>
<tr>
<td>AUT</td>
<td>Subgrid</td>
<td>-1.06</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>MUNICH</td>
<td>-0.18</td>
<td>0.64</td>
</tr>
<tr>
<td>RN2</td>
<td>Subgrid</td>
<td>-0.38</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>MUNICH</td>
<td>-0.22</td>
<td>0.63</td>
</tr>
<tr>
<td>SOULT</td>
<td>Subgrid</td>
<td>0.35</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>MUNICH</td>
<td>0.01</td>
<td>0.64</td>
</tr>
<tr>
<td>CELES</td>
<td>Subgrid</td>
<td>-0.27</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>MUNICH</td>
<td>0.05</td>
<td>0.68</td>
</tr>
<tr>
<td>ELYS</td>
<td>Subgrid</td>
<td>-0.21</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>MUNICH</td>
<td>0.02</td>
<td>0.57</td>
</tr>
<tr>
<td>HAUS</td>
<td>Subgrid</td>
<td>-0.29</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>MUNICH</td>
<td>-0.17</td>
<td>0.65</td>
</tr>
<tr>
<td>BONAP</td>
<td>Subgrid</td>
<td>-0.35</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>MUNICH</td>
<td>-0.17</td>
<td>0.71</td>
</tr>
</tbody>
</table>

The two-month period under study includes a pollution episode from March 5 to 17. When comparing the fractional bias and the NMSE of each method across different periods (during the pollution episode and outside it), no significant differences are observed between the two approaches for the three pollutants analysed. The NMSE remains consistent throughout the entire period, and the fractional bias observed outside the air pollution episode is fairly similar to that calculated during the pollution episode (see Table B3 in Appendix B).

4.1.2 Analysis specific to stations

A substantial gas concentration disparity between the two approaches is evident throughout the entire period for AUT (see Fig. 4) and BP\_EST. This pattern is also observed in PM\textsubscript{2.5} concentrations. Notably, these are the only two stations in the measurement network located on the heavily trafficked Parisian ring road. The Subgrid method provides concentrations at street level, but on average for an entire cell of 1 km x 1 km. The result provided by the Subgrid method should therefore be interpreted as an average on-road concentration for the different street segments located inside the grid cell. Considering for instance the grid cell containing the BP\_EST station, the Subgrid method uses a single NO\textsubscript{2} emission flux of 5.7\(\mu\text{g.s}^{-1}.\text{m}^{-2}\) in average...
over the simulation period, representing a spatially averaged flux among all road segments located inside the grid cell. The NO\textsubscript{2} emission flux for the road segment containing the BP\_EST station, explicitly provided to MUNICH, is estimated equal to 18.8 \( \mu g.s^{-1}.m^{-2} \). It is therefore not surprising that the concentration simulated with the Subgrid method underestimates concentrations at the BP\_EST station. Symmetrically, the common NO\textsubscript{2} emission flux used by the Subgrid method for the SOULT station, located in the same grid cell than BP\_EST, overestimate the one given for the street containing this station, equal to 2.49 \( \mu g.s^{-1}.m^{-2} \). An overestimation of the concentrations can therefore be expected. This a priori qualitative analyze, also valid for NO\textsubscript{x} and PM\textsubscript{2.5} emission fluxes, appears confirmed by the comparison between concentrations simulated by the Subgrid method and observations, particularly for NO\textsubscript{x}: At the BP\_EST station, the fractional bias (FB) stands at -0.62, and at SOULT, it equals 0.35. A similar trend is noted for NO\textsubscript{2}, albeit less pronounced at BP\_EST, with an FB of -0.16, and still evident at SOULT with an FB of 0.34. While observation data for fine particles on SOULT are unavailable, simulations for BP\_EST indicate an underestimation with a FB of 0.49.

For the other stations within the city, the differences between the two approaches are less noticeable. The simulated concentrations generated by each method appear nearly identical for stations such as HAUS and BONAP (the former station is depicted in Fig. 4). However, the discrepancies are slightly more important on CELES and ELYS. About NO\textsubscript{x} concentrations, MUNICH performs better than the Subgrid method on these two stations throughout the entire period studied (see Table 4), but this is not the case for NO\textsubscript{2}. CELES, located on the docks, is associated with a cell characterized by higher emission heterogeneity, which could contribute to the observed disparities between the approaches. In the case of ELYS, the station shares similarities in terms of traffic emissions with HAUS and BONAP. However, a crucial distinction lies in its aspect ratio, which is significantly lower (as detailed in Section 3). The impact of this aspect ratio on the observed discrepancies is described in Section 4.2.

As mentioned above, the OPERA and BASCH measurement stations are located on roundabouts. The primary challenge in simulating pollutant concentrations at these stations comes from the uncertainty associated with the estimation of traffic emissions. Noticeably, the local queuing effects and the shutdowns and restarts that this entails are not explicitly taken into account to build the emission inventory. Consequently, there is a potential underestimation of traffic emissions at these locations. To further characterise this issue concerning MUNICH, we conducted an analysis of each street connected to one of these roundabouts, identifying two streets: one yielding the best statistical indicators and another producing the worst. The table 5 showcasing significant fractional biases for each approach at the two stations. For OPERA, the performance of the Subgrid approach falls between the street with the best results (MUNICH\_1 in Table 5) and the one with the least accurate gas concentration (MUNICH\_2). However, a different scenario unfolds for BASCH, where the Subgrid method performs even worse than the street generating the least accurate results. The main distinction between these two cells lies in the fact that the urban environment surrounding OPERA is more homogeneous than that surrounding BASCH.
Through this first analysis, it becomes clear that the disparities between the approaches vary greatly depending on the location of the stations. These latter are characterised by different emissions and different types of buildings. These aspects are further explored in the subsequent sections, starting with a discussion on emissions.
Figure 4. Daily average concentrations observed (black dot), simulated by MUNICH (in orange) and by the Subgrid method (in blue) over two months, at some of the most representative stations in the Airparif measurement network, for NO\textsubscript{x}, NO\textsubscript{2} and PM\textsubscript{2.5} concentrations.
4.2 Impact of differentiated emissions and aspect ratio

The case of stations BP_EST and SOULT, both located inside the same grid cell, illustrates an expected limitation of the Subgrid method in comparison to MUNICH. The BP_EST station is located on the heavily trafficked Paris ring road, while the SOULT station is on a much less busy boulevard, further away from the highway. The presence of a highway traversing this cell introduces significant urban spatial heterogeneity (refer to Fig. 5).
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**Figure 5.** The grid-cell that contains the stations BP_EST and SOULT, displayed with BDTOPO database: buildings are represented in grey, the open street in blue, the intermediate street in yellow, and the canyon street in purple.

By definition, the Subgrid method is supposed to represent a portion of a neighborhood, whereas the MUNICH model generates concentrations for every single street. To emphasize the impact of this conceptual difference, in Fig. 6, we compare the concentrations simulated with MUNICH for each street to the corresponding CHIMERE/Subgrid grid cell (area of 1 km²), but also with the mean of all the streets of the MUNICH road network located inside this CHIMERE grid cell. This new averaged MUNICH output is noted as MUNICH_cell in Fig. 6.
Figure 6. Comparison of the fractional biases between MUNICH and the Subgrid method (in green) and between the mean of all the street segments computed by MUNICH inside the cell (MUNICH_cell) and the Subgrid method (in dark blue) for concentrations of NO\textsubscript{x}, NO\textsubscript{2} and PM\textsubscript{2.5} for each traffic stations. The stations are ordered from left to right, from the station with the highest NO\textsubscript{2} emissions (BP_EST) to the station with the lowest NO\textsubscript{2} emissions (BONAP). Below the figure of the middle is displayed the NO\textsubscript{2} mean emission (in $\mu$g.s\textsuperscript{-1}.m\textsuperscript{-2}) over the two months studied. Above the figure at the top, the aspect ratio of each station is indicated: in blue the stations are located in a wide street, in yellow in an intermediate street, and in purple inside a narrow canyon.

Cells intersected by the Parisian ring road exhibit the most substantial fractional biases (FB) between the two approaches for NO\textsubscript{x}, NO\textsubscript{2}, and PM\textsubscript{2.5}. Additionally, when examining AUT and RN2, two stations with close emissions (13.3 $\mu$g.s\textsuperscript{-1}.m\textsuperscript{-2} and 11.0 $\mu$g.s\textsuperscript{-1}.m\textsuperscript{-2} respectively), their FB significantly differs for the three pollutants. This indicates that the observed discrepancies are not solely attributable to traffic emission levels. As anticipated from the statistics in 4, discrepancies between the two approaches appear more pronounced for NO\textsubscript{x} estimations than for NO\textsubscript{2}.

https://doi.org/10.5194/egusphere-2024-1043
Preprint. Discussion started: 24 May 2024
© Author(s) 2024. CC BY 4.0 License.
Notably, Fig. 6 highlights a significant observation: the fractional bias generated by [MUNICH_cell - Subgrid] (depicted by the blue barplot) is significantly lower than that of [MUNICH - Subgrid] (green barplot) at all stations for each pollutant. This outcome underscores the similarity in the average behaviour of each method and justifies the performance disparities as a consequence of urban heterogeneity tied to emissions and urban topography. It is interesting to quantify the influence of these two factors separately on the differences observed. However it’s worth noting that these two factors are not entirely independent: in our domain a highway with substantial traffic emissions generally corresponds to a broad and open road. Moreover in MUNICH the impact of the aspect ratio $\alpha_r$ on street concentrations is more visible for street with high emissions than for street with low emissions.

Figure 7 shows the between our two approaches for NO$_x$ on all the streets inside two chosen cells, depending on the aspect ratio on x-axis, and the mean of the emissions on y-axis. The results displayed in this figure confirmed the strong correlation between the emissions and the disparities observed between MUNICH and the Subgrid method.

![Figure 7](image_url)

**Figure 7.** Bias between MUNICH and the Subgrid method for NO$_x$, as a function of the $\alpha_r$ (X axis) and the average emissions of MUNICH (Y axis, in $\mu$g.s$^{-1}$.m$^{-2}$) of all the streets (point) of a cell, over February and March 2014. The left panel shows the results for the cell containing stations BP_EST and SOULT, the right one for the cell containing HAUS.

The impact of emission heterogeneity on model discrepancies is clearly observed by comparing the two panels of Fig. 7. The cell containing a part of the Paris ring road, leading to a wide range of emission values, presents a significantly greater range of bias values than the cell inside the city (the scatter plot of the right in Fig. 7). Indeed, we observed that for stations near the Paris ring road, namely BP_EST, AUT, and RN2, the minimum fractional bias averages at -0.61, while the maximum reaches 1.08. In contrast, for stations within the city, the fractional bias ranges between -0.29 and 0.53 on average. This observation confirms that the discrepancies between the approaches are significantly less pronounced in areas with a more homogeneous distribution of emissions compared to those adjacent to highways, which introduce heterogeneous emissions.
The Spearman’s rank correlation coefficient (defined in A) between 1) the FBs in the mean concentrations (for the two months studied) calculated by the two approaches and 2) the differences, \( E_{\text{diff}}(i) \), between the local emission in street \( i \) \( (E_i) \) and the average of emissions over the \( N_s \) streets in the corresponding cell (weighted by street surfaces \( \{S_j\}_{j=1, N_s} \) ) is used to quantify the strength of the relationship. \( E_{\text{diff}}(i) \) is then defined as:

\[
E_{\text{diff}}(i) = E_i - \sum_{j=1, N_s} E_j \frac{S_j}{\sum_{k=1, N_s} S_k}
\]

(5)

For \( \text{NO}_x \), \( \text{NO}_2 \), and \( \text{PM}_{2.5} \), the coefficients are 0.88, 0.85, and 0.87, respectively. These values confirm a significant correlation (potentially non linear) between the emission heterogeneity and the observed disparities between the modelling approaches.

The other cell illustrated in Fig. 7, which include HAUS station, represents an area with more homogeneous emissions. In this type of urban area (such as the cells containing ELYS and BONAP), the impact of emission heterogeneity is less prominent but the influence of street aspect ratio on the differences observed between the two methods remains difficult to discern. We made the same observation for \( \text{NO}_2 \) and \( \text{PM}_{2.5} \).

Comparing concentration differences with the aspect ratio of the street is less relevant as this variable is not directly used in the Subgrid approach, which only considers the surface area of the street. Consequently, further data is required to ascertain the impact of street aspect ratios on the differences observed between the two approaches. We conducted four additional MUNICH simulations, each with an identical aspect ratio for the entire street network: one with \( \alpha_r=0.25 \), another with \( \alpha_r=0.5 \), a third with \( \alpha_r=1.0 \), and a fourth with \( \alpha_r=1.5 \). These values are chosen to cover the range of cases observed in our network. The heights and widths of the streets have been resized to maintain their volume following Kim et al. (2022). Figure 8 presents the results of these investigations and underscores the importance of \( \alpha_r \).
Figure 8. Bias between four MUNICH simulations with identical $\alpha_r$ and the Subgrid method for NO$_x$ as a function of the $\alpha_r$ (X axis) and the average emissions of MUNICH (The y-axis, without units, corresponds to the streets ranked in ascending order of emissions) of all the streets (point) of all the cells calculated by the Subgrid method, on February and March 2014.

It logically shows that for a given emission level, the FB between MUNICH and the Subgrid method increases with $\alpha_r$ due to the increase of MUNICH concentrations. However, this increase is very limited for the streets with low emissions (below $\sim 1\, \mu g.s^{-1}.m^{-2}$) since for such streets the concentration level is mainly driven by background concentrations.

About NO$_x$, the MUNICH simulation with the highest $\alpha_r$ (1.5) yields higher concentrations than the Subgrid method for most streets, while the opposite behaviour is observed for the MUNICH simulation with the lowest $\alpha_r$ (0.25). The average biases over the streets between the Subgrid method and the different MUNICH simulations are 5 $\mu g.m^{-3}$, 34 $\mu g.m^{-3}$, 92 $\mu g.m^{-3}$ and 153 $\mu g.m^{-3}$ for $\alpha_r$ respectively equal to 0.25, 0.5, 1.0 and 1.5. The same trend on average biases is observed for NO$_2$ and PM$_{2.5}$, with values ranging from 3 $\mu g.m^{-3}$ with $\alpha_r=0.25$ to 37 $\mu g.m^{-3}$ with $\alpha_r=1.5$ for NO$_2$ and from 0.7 $\mu g.m^{-3}$ to 8 $\mu g.m^{-3}$ for PM$_{2.5}$.

We observe that the MUNICH simulation with $\alpha_r=0.25$ closely mirrors the Subgrid simulation for NO$_x$ that can be approximately considered as a passive tracer with a linear behaviour with respect to emissions. Both simulations rely on the same total traffic emissions, with only their spatial distribution changing. In other words, this simulation most accurately replicates the average dispersion conditions observed with the Subgrid method compared to the other simulations conducted.

Following this observation, the biases between the Subgrid simulation and MUNICH simulation with $\alpha_r=0.25$, can be used to approximately assess the influence of the representation of emission heterogeneity in the difference between the two methods. The biases range from -39 to 122 $\mu g.m^{-3}$, with a standard deviation equal to 17 $\mu g.m^{-3}$ for cells within the city.
However we notice that for cells with heterogeneous emissions (including highways), this standard deviation is clearly higher (170 µg.m\(^{-3}\)), with biases ranging from -82 to 922 µg.m\(^{-3}\).

If we carry out the same analysis but instead of using the Subgrid simulation, we compute the bias between the original MUNICH simulation and the one with \(\alpha_r = 0.25\), we can then approximately assess the impact of the aspect ratio. For cells within the city, we obtain a standard deviation of 21 µg.m\(^{-3}\), with values ranging from -152 to 89 µg.m\(^{-3}\). Once again, the biases computed for cells intersected by highways are generally higher, with a standard deviation reaching 93 µg.m\(^{-3}\), ranging from -152 to 386 µg.m\(^{-3}\).

Firstly, we noticed that the influence of both the aspect ratio and emission heterogeneities are more pronounced on cells intersected by highways. Secondly, although their impacts are fairly equivalent on city centre cells, we observed about the cells intersected by highways that the impact of emission heterogeneity is considerably more significant than that of the aspect ratio. This is reflected in the standard deviation, which is almost twice as large for the influence of emissions compared to the aspect ratio.

The previous analysis performed on NO\(_x\) cannot be directly extended to NO\(_2\) and PM\(_{2.5}\) due to the non-linearity of the chemistry and its impact on the secondary contribution to the concentrations. Within the comparison between the Subgrid method and the four different MUNICH simulations with constant \(\alpha_r\), the relative variation of simulated concentrations is greater in the case of NO\(_x\) than for NO\(_2\) and PM\(_{2.5}\). For instance, the fractional bias between the original MUNICH simulation and the one with \(\alpha_r = 0.25\) varies from -0.7 to 1.5. In comparison, the corresponding fractional bias for NO\(_2\) and PM\(_{2.5}\) ranges from -0.2 to 1.1. The NO\(_2\) and PM\(_{2.5}\) concentrations calculated by MUNICH are less affected by the street aspect ratio because the concentrations of these pollutants have a more significant background component compared with NO\(_x\), whose concentration spatial patterns are more marked by road traffic emissions.

The influence of the local description of emissions is undoubtedly very important in the difference of performances of the two models studied, especially on highways where the Subgrid method is not capable of using sufficiently accurate emissions. About the aspect ratio of the street, its impact on the disparities observed between each method is lower but present.

### 4.3 Analysis of daily cycles

The aspect ratio of the street and emission play an important role in the differences observed between the approaches. Nevertheless, the impact of these factors may vary depending on the specific time periods under analysis. The subsequent section delves into the distinctions observed throughout different times of the day.

In Fig. 9, two-month averaged 24-hour profiles of the bias between observed and simulated concentrations for NO\(_x\) and NO\(_2\) at AUT, HAUS and BONAP stations are presented. The central horizontal bar in the boxplots represent the median of all the biases during the two months for a specific hour. The other horizontal bars represent the different quartiles. These three measurement stations have been selected to represent various cases highlighted in the previous section: AUT is situated in an urban zone characterised by a significant emission heterogeneity, HAUS is located in an area with more homogeneous emissions, and finally, BONAP shares similarities with HAUS but is positioned on a street notably narrowest than other ones around.
About the station AUT, the Subgrid approach underestimates the gas concentrations at each hour of the day unlike the street-network model, an area with an characterized by significant emission heterogeneity. This underestimation is especially marked during the concentration peaks corresponding to the rush hours (from 5 am to 9 am and from 5 pm to 8 pm). It's also at these moments that the discrepancies between the two approaches are more pronounced. This is also true for PM\textsubscript{2.5} concentrations. The behaviour is different for stations located in areas with less emission heterogeneity (HAUS and BONAP). In these cases, the two methods exhibit alternating periods of over- and under-estimation of NO\textsubscript{x} and NO\textsubscript{2} concentrations throughout the day, and the dispersion of the bias of each approach is quite similar. Specifically, the spreads of these biases (the difference between the maximum and minimum bias) for the two methods remain fairly similar for a given hour of the day. This underscores the similarity in the daily variability of the methods. The other stations are displayed in D.

The Fig. 10 illustrates the averaged 24-hour profiles of the bias between MUNICH and the Subgrid approach at each hour of the day for the same three stations. It confirms that the differences are more pronounced during the daylight, and the significant influence of the emission heterogeneity (BP\_EST has the same behavior as AUT). The NO\textsubscript{x} bias at BONAP station slightly exceeds that of HAUS, possibly attributable to the effect of $\alpha_r$, given that the street, where the BONAP is located, is among the narrowest in its urban area.

However, discrepancies between the two approaches become more pronounced at certain times of the day. These differences are minimal during nighttime and escalate with traffic. Regarding NO\textsubscript{x} concentrations, the bias between the two methods remains positive and increases slightly throughout daylight hours. This indicates that for these streets, MUNICH retains traffic emissions for longer than Subgrid. Conversely, for NO\textsubscript{2} concentrations, the sign of the bias varies along the day. Indeed, while in most cases the street-network model generates higher concentrations of NO\textsubscript{2} than the Subgrid method, this latter generates higher concentrations during the morning. Note that all the other stations (apart from AUT and BP\_EST) behave in the same way as HAUS and BONAP, which are shown in Fig. 10.

At the end of the night, the O\textsubscript{3} concentrations of the Subgrid are higher than those of MUNICH. This appears consistent with higher exchange between these streets and the background environment in the Subgrid method ($\alpha_z \sim 0.25$) compared to MUNICH. The peak in morning traffic emission starts to bring NO\textsubscript{x} while the atmospheric boundary layer is not fully developed, the titration of O\textsubscript{3} by NO then leads to higher NO\textsubscript{2} chemical production in the Subgrid method. Around 7:00 am (local hour), the O\textsubscript{3} concentrations are very similar in both models, but the development of the boundary layer then brings more O\textsubscript{3} in the Subgrid method. This allows the chemistry production of NO\textsubscript{2} to overcompensate during some hours the greater dilution of the Subgrid method.

The daily profiles confirm that the representation of emission heterogeneity is the main factor contributing to the differences observed between the two models. These differences are more pronounced during the daylight and may vary depending on the moment of the day.
Figure 9. Daily profiles of the bias (in $\mu$g.m$^{-3}$) between observed and simulated concentrations for the period of February-March 2014, for NO$_x$ and NO$_2$ concentrations.
5 Conclusions

In the current paper, we compared two methods to simulate street-level pollutant concentrations of NO\textsubscript{x}, NO\textsubscript{2}, and PM\textsubscript{2.5} with observations at traffic measurement stations. The simulations are performed over Paris during a winter period, February and March 2014. The first approach, the Subgrid method, is a statistical method capable of disaggregating emissions of different sectors (traffic, residential, park . . . ) inside a grid cell. In our case, we subdivide the cells where there are traffic stations into two environments in order to concentrate the traffic emissions on a road surface. The second approach is the MUNICH model, which is a based on a street-network approach. The considered network in MUNICH is composed of 4655 streets and represents the city of Paris and its close suburbs. These two methods make use of identical emissions, meteorological data, and background concentrations. An urban canopy model (SLUCM) has been applied in the WRF model to generate the meteorological data used by each method. We integrated three different urban categories and the urban fraction per grid-cell from CORINE land-use database in the geographic data file used by the WRF model. The simulations carried out as part of this study confirm the need to represent the anthropogenic sensible heat flux in the SLUCM for a winter period, that come mainly from traffic, domestic energy and human metabolism. These adjustments significantly influence the friction velocity and improve the background concentration simulated by the CHIMERE model and the performance of MUNICH.

While the street-network approach respects all the strictest criteria on the entire measurement network studied for NO\textsubscript{x}, NO\textsubscript{2}, and PM\textsubscript{2.5}, this is not the case for the Subgrid method. This latter failed to represent correctly gas and fine particle concentrations on stations located in urban area with important spatial or temporal emission heterogeneity. For stations situated

![Figure 10](https://doi.org/10.5194/egusphere-2024-1043)

Figure 10. Daily profiles of the bias (in µg.m\textsuperscript{-3}) between MUNICH and Subgrid simulations over the period of February-March 2014, for NO\textsubscript{x} and NO\textsubscript{2} concentrations.
in the city centre of Paris, MUNICH exhibits a lower fractional bias relative to observations (approximately -0.06) for NOx concentrations compared to the Subgrid method (-0.28), but the results concerning NO$_2$ concentrations are more similar.

The most significant differences observed between the two approaches concern cells containing highly trafficked roads. These disparities are not directly attributed to the elevated emissions in these areas but are influenced by the presence of the Parisian Ring road (Highway), which substantially alters the urban landscape, leading to heterogeneous emissions and varying building dimensions. We proposed an analysis of the respective role of emission and topography heterogeneities. Those linked to emissions appear to generate a larger range of bias values between the two methods than those linked to topography in urban area including the Parisian Ring road. In the City centre of Paris, both aspects appear to have a much more similar impact.

The analysis of the daily cycles reveals that the discrepancies between the approaches are more pronounced during rush hours. At the city centre stations, which are characterised by fairly homogeneous emissions, we noted in the morning that the Subgrid method can generate higher NO$_2$ concentrations than MUNICH due to higher ozone import.

This paper has identified potential areas for improvement in each of the local approaches: the robustness of the street network model could be improved by a better representation of local meteorology, and applying the Subgrid method with a more diverse range of traffic area zones could enhance its performance on cells containing highways. Finally, these results offer encouraging prospects for a potential dynamic coupling between MUNICH and the coupled model CHIMERE-WRF. In a future work, the pollution transfers between local and regional scales will be enhanced through the development of a dynamic coupling (a two-way nesting) between the CHIMERE and MUNICH models.

**Appendix A: Definition of the statistical indicators**

The subsequent equations present the definitions of the statistical indicators employed in this paper, with $o$ representing observations, $s$ representing simulation data and $n$ the number of observations:

- Fractional bias (range between -2 and 2, perfect value : 0): $FB = 2 \frac{(o-s)}{(o+s)}$
- Pearson correlation (range between -1 and 1, perfect correlation : 1): $R = \frac{(o-s)(o-\overline{o})}{\sqrt{(o-\overline{o})^2 (o-\overline{o})^2}}$
- Spearman correlation, computed as the Pearson correlation applied to the ranks of the pairs of values compared (range between -1 and 1, perfect correlation : 1): $r_s = \frac{(rg_o-\overline{rg_o})(rg_s-\overline{rg_s})}{\sqrt{(rg_o-\overline{rg_o})^2 (rg_s-\overline{rg_s})^2}}$
- Normalized mean square error (range higher or equal to 0, perfect value : 0): $NMSE = \frac{(o-s)^2}{os}$
Appendix B: Different model evaluation criteria

The tables below summarise whether each method adheres to the various criteria outlined by Herring and Huq (2018). An "O" indicates that the criteria is respected, while an "X" signifies rejection. "Sc" represents the "strict criterion", which is the most stringent, and "Lsc" corresponds to the "less strict criterion". The statistical indicator NMSE is not displayed in this appendix because not relevant in the current paper. Both approaches meet the criteria described by the Normalized Mean Squared Error (NMSE) for all the traffic stations.

<table>
<thead>
<tr>
<th>Statistical indicators</th>
<th>NOx</th>
<th></th>
<th></th>
<th>NO2</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Criterion</td>
<td>FB</td>
<td>VG</td>
<td>FAC2</td>
<td>FB</td>
<td>VG</td>
<td>FAC2</td>
</tr>
<tr>
<td>BP_EST</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subgrid</td>
<td>X</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>MUNICH</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>AUT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subgrid</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>O</td>
<td>X</td>
</tr>
<tr>
<td>MUNICH</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>RN2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subgrid</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>MUNICH</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>SOULT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subgrid</td>
<td>X</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>MUNICH</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>CELES</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subgrid</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>MUNICH</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>ELYS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subgrid</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>MUNICH</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>HAUS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subgrid</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>MUNICH</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>BONAP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subgrid</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>MUNICH</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
</tbody>
</table>

Table B1. Validation of the criterion from (Herring and Huq, 2018) on all the traffic stations for NOx and NO2
Table B2. Validation of the criterion from (Herring and Huq, 2018) on all the traffic stations for PM$_{2.5}$.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Subgrid</th>
<th>MUNICH</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP_EST</td>
<td>X O X</td>
<td>O O O</td>
</tr>
<tr>
<td>AUT</td>
<td>X O X</td>
<td>O O O</td>
</tr>
</tbody>
</table>

Table B3. Comparison of the mean of the normalized mean square error (NMSE) and the fractional bias (FB) of all the stations during a normal period (NP) and during the air pollution episode (APE), for NO$_x$, NO$_2$ (on 8 stations) and for PM$_{2.5}$ concentrations (on 2 stations) simulated by the Subgrid method and MUNICH.
Appendix C: Comparison of background concentrations to observations

Figure C1. Daily average concentrations observed (black dot), simulated by CHIMERE (in green) over two months, at some measurement stations, for NO$_x$ concentrations.
Figure C2. Daily average concentrations observed (black dot), simulated by CHIMERE (in green) over two months, at some measurement stations, for NO$_2$ concentrations.
Figure C3. Daily average concentrations observed (black dot), simulated by CHIMERE (in green) over two months, at some measurement stations, for PM$_{2.5}$ concentrations.
Appendix D: Evaluation of daily profiles

Figure D1. Daily profiles of the bias (in $\mu g.m^{-3}$) between observed and simulated concentrations for the period of February-March 2014, for NO$_x$ concentrations.

Figure D1. Daily profiles of the bias (in $\mu g.m^{-3}$) between observed and simulated concentrations for the period of February-March 2014, for NO$_x$ concentrations.
Figure D2. Daily profiles of the bias (in $\mu g.m^{-3}$) between observed and simulated concentrations for the period of February-March 2014, for NO$_2$ concentrations.
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