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Summary: 

In this manuscript, the authors used a non-dispersive infrared sensor to measure high-

frequency atmospheric and dissolved partial pressure of CO2 (pCO2) and to calculate 

air-sea CO2 fluxes in the Rhode River Estuary, a sub-estuary of the Chesapeake Bay. 

They conducted three years of measurements and analyzed the diel, seasonal, and 

interannual variability. The continuous data showed a strong seasonal cycle in 

pCO2 primarily driven by biological activities. The diel cycle is particularly strong in the 

summer months, sometimes resulting in the reversal of air-sea CO2 flux direction 

within a single 24-hour period. The authors also demonstrated the value of high-

frequency sampling of CO2 system variables. This manuscript presents some 

interesting carbonate chemistry findings in a sub-estuary of the Chesapeake Bay. 

However, some clarifications, additional analyses, and a few changes in the figures are 

recommended before publication. Although the comments below are lengthy, 

addressing them fully would result in a valuable contribution to the journal. 

  

General comments: 

1. The authors might consider the following suggestions to help readers access 

important information more directly through additional figures in the 

supplementary material. It’s up to the authors whether they want to include 

these suggested figures, but as a reader, I would appreciate them, and they 

could help support some of the statements in the manuscript (such as detailed 

comments #6 and #8). 

1. Isolate and identify dominant signals using power spectral density. For 

example, expected frequencies include the solar cycle at 1 day-1, M2 tide 

at 1.93 day-1, S2 tide at 2 day-1, and possibly the spring-neap tidal cycle. 

(We agree that isolating the dominant signals associated with the temporal patterns 

we have observed is important and that further clarification for readers may be 

helpful to this manuscript. However, using a power spectral analysis is not the proper 

methodology for use on these kinds of continuous environmental times series data, 

which are complex, non-stationary, and contain substantial temporal 

autocorrelation. A more appropriate method for quantitative decomposition of 

continuous signals is wavelet analysis. Indeed, we have conducted wavelet analysis 

on pCO2water data sampled from the same location and identified both fine details 

(diel cycling) and seasonality (coarse cycling). That said, given the complexities of 

wavelet analyses, the results although reinforcing, are far more abstract and we 

believe less accessible to readers of this article, one which is meant to be concrete 
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and accessible to as broad an audience as possible. A wavelet analysis is 

appropriate, but because of its lengthiness, it represents a separate manuscript, 

which in fact is in preparation. For these reasons, we felt that presenting the data as 

directly as possible was best, with the intention of describing pCO2water, pCO2 flux, and 

other correlated/non-correlated data collected simultaneously in as clear and as 

direct fashion as possible. For this reason, we chose to plunge deeper into our data 

summaries and visualizations, according to your suggestion in point 1.2 below.) 

2. Would it be possible to plot the diel cycle in pCO2_water as a function of 

the hour of the day? How does this cycle correlate with the diel cycles in 

temperature, solar radiation, and oxygen? While I believe that time series 

of raw data over the years are available in the supplementary material, it 

is challenging to discern the correlation between these daily cycles from 

the multi-year time series. 

(Yes, this is possible and we have endeavored to do this in the Supplementary 

Materials. Specifically, we have taken your advice and summarized our 3-yr data sets 

of the eight environmental data streams that support the main analyses of this 

manuscript, currently in Fig. S1, and generated/plotted mean values of each 

environmental measure (with 95% confidence intervals) for each of the 24 hours of 

the day. When viewed in combination with the 3-yr time series, the seasonal and diel 

cycling are quite apparent. Below is a draft of a new panel that will be displayed in 

Supplemental Materials as Fig. S2, which will appear immediately below Fig. S1, the 

full 3-yr time series. Sample sizes of 9455 to 11,428 provide robust summary 

estimates. We chose to shade hours of day from white to black to account for day-

length differences across the year. 

These new panels allow measured variables that follow diel cycling to be easily 

identified. NOTE: Water temperature does in fact follow a diel cycle based on changes 

in solar insolation throughout the day and night, with colder temperatures occurring 

Dec-May). However, despite diel cycling of temperature, the mean differences 

between light and dark hours are only a fraction of 1 deg C, and therefore not nearly 

enough to explain pCO2water differences based on differential solubility of CO2.) 
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Fig. S2. Mean hourly values (95% CI) of measured environmental variables across 24 
hours of the day (July 2018–July 2021) in cold and warm water seasons. Vertical shading 
indicates relative light conditions by hour. 

(Likewise, in response to your suggestion and that of Reviewer #1, we have chosen to 

modify Fig. 3 to include mean pCO2water values (with 95% confidence intervals) for 

each of the 24 hours of the day. However, in the process of adding these panels, we 

realized a more efficient and less redundant approach was to combine Figs. 2 and 3 

into a single modified figure (now Fig. 2, below). 

 

Fig. 2.  A) Hourly pCO2water (blue) and pCO2air (goldenrod) values from 01 July 2018 to 
01 July 2021. The air-water CO2 gradient (C), where (C = pCO2water – pCO2air) are 
determined by relative position of pCO2water and pCO2air, where blue > goldenrod 
values represent gas evasion from the estuary to the atmosphere and blue < 
goldenrod correspond to dissolution of atmospheric CO2 into the estuary. Mean 
pCO2water values (with 95% confidence intervals) for each of the 24 hours of the day 
during the warm season (B.) and cold season (C.). The dashed lines (goldenrod) 
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represent the overall 3-yr mean atmosphere condition (pCO2air). Vertical shading 
indicates relative light conditions by hour. 

Note: we think for hour of day that it might be better to indicated Hour of day (local time) 

rather than (America_New York) which we recognize may be confusing.) 
 
 

2. Table 2 shows that the season is more important in explaining the observed 

variance than day/night or their interaction (e.g., Line 416, 483). However, the 

manuscript emphasizes the large diel cycling associated with CO2 production 

and consumption (e.g., Figs 2 and 3; Line 391, 464). I found these results 

somewhat contradictory, mainly due to the large seasonality in the diel cycle. For 

example, in terms of pCO2_water, the diel cycle is almost the same as the 

seasonal cycle in the summer (e.g., June, July), but it is much smaller than the 

seasonal cycle in the winter. Because of the large seasonality in the diel cycle, I’m 

not entirely sure if it is appropriate to compare effect sizes as in Table 2. Please 

correct me if I misunderstand anything. 

(To clarify, both diel cycling and seasonality are important – diel cycling is clearly evident 

in both warm- and cold-water seasons, demonstrating the proximal role of biological 

activity to mediate pCO2water. However, during the warm season, daily changes in 

pCO2water are more extreme and frequently cross above and below ATM concentration 

(Fig. 2a) reversing the air-water gradient that helps drive pCO2 flux directionality. In the 

cold season, diel cycling is still quite evident (Fig. 2a), but pCO2water remains almost 

exclusively sub-ATM (Fig. 2c), meaning weeks to months of conditions that are not 

chemically conducive to gas evasion from the water to the ATM.  

Importantly, the net result across seasons is near CO2 neutral conditions of the Rhode 

River estuary, which is a function of combined seasonal effects of cold and warm 

seasons.  

Given the very large sample sizes, typical statistical analyses have high probability of 

showing statistical differences across many comparisons. However, statistically different 

does not necessarily translate into a meaningful difference. To address this, we chose to 

calculate effect sizes of component parameters as they related to various components of 

flux calculation (Table 2). The effect size of Season on pCO2water is nearly two orders of 

magnitude greater than the effect size of day/night. We stand by the methodology used 

and feel strongly that Table 2 provides important information that supports our results.) 
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3. I believe a system can still be net autotrophic even if there is a positive flux of 

CO2 to the atmosphere. External inputs, such as riverine freshwater entering the 

estuary, can be particularly important. If freshwater entering the estuary via 

rivers has a high DIC to alkalinity ratio, then it is possible that the estuary is a net 

source of CO2 to the atmosphere but still be net autotrophic at the same time. 

In the case of the Rhode River Estuary, external impacts from rivers may not be 

as large, and CO2 outgassing could indeed correspond with heterotrophic 

conditions. However, I do recommend being cautious when directly linking CO2 

flux and trophic state, especially given that data are presented at one single 

station. 

(This is a fair point and we will make adjustments to language to try to avoid overstating 

the ecosystem as being either absolutely autotrophic or heterotrophic and instead 

indicate that conditions are suggestive of apparent autotrophic and heterotrophic 

conditions or that the river shows auto- or heterotrophic behavior. That said, we believe 

we have provided sufficient information to conclude that the Rhode River has very small 

volumes of freshwater input (less than 1% by volume compared to the tidal water input) 

and is therefore not a river dominated estuary, which is expected to be markedly 

influenced by the freshwater endmember, especially at low tide. In the absence of 

freshwater carbonate measurements, we fall back on volume of freshwater relative to 

tidal input to approximate relative chemical mass input via freshwater (e.g., DIC.)) 

Detailed comments: 

1. Line 50: It is not clear what is meant by 'total inputs.' Is this referring to CO2? If 

so, it should specify the input of CO2 from the atmosphere to the ocean, as the 

ocean is an overall sink of atmospheric CO2. Please correct me if I have 

misunderstood. 

(The sentence you are citing reads: “CO2 evasion from estuaries alone has been 
estimated at 15–17% of the total input from oceans to the atmosphere (Chen et al., 
2020; Laruelle et al., 2017), indicating the regional and global significance of estuaries 
(Bauer et al., 2013; Frankignoulle et al., 1998; Jiang et al., 2008).”  
 
(We recognize your concern and will insert “CO2”, and “open” so that the edited passage 

reads, . . . “CO2 evasion from estuaries alone has been estimated at 15–17% of the total 
CO2 input from open oceans to the atmosphere . . . .) 
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2. Line 93: This paragraph appears to be a summary. Personally, I don’t think it is 

necessary here, as the authors have already included such information in the 

abstract. 

(OK, we will remove.) 

3. Line 112-113: Please convert the area from hectares (ha) to square kilometers 

(km2) to match other SI units in the text. 

(0.21 km2)  

4. Line 114: Could the authors please clarify what the largest tidal constituents are 

at the study site? I wonder if any of the temporal variability in air-sea CO2 flux is 

correlated with spring-neap tide cycles. 

(We are not certain what I meant by “largest tidal constituents”, but can say that if the 

question is concerning the effects of tidal cycle on pCO2water or some of the other 

environmental measurements, there are no strong correlations with tidal cycles. 

Modifications to Fig. S1 which display the 3-yr and Fig. S2, which displays hourly mean 

(95% CI) values for each hour of the day show that DO, PCO2water, Solar flux, Water temp 

and Wind speed each follow strong diel cycles, but we are unable to discern elements of 

tidal influence. Chl-a, Salinity do not follow diel or tidal cycles. Tide ht., by definition 

follows the tidal and not diel cycle.)  

5. Line 254: I'm curious about the purpose of the discrete total alkalinity 

measurements. Were they used for evaluating sensor pCO2 or for calibration? 

(This passage was meant to describe how discrete measurements using handheld 

instruments functioned as spot comparisons with the water quality sonde readings 

located at the dock. However, in this manuscript, reference to Total Alkalinity is 

superfluous, so we will edit sentence for clarity.) 

6. Line 342: The seasonal variability is clear from Fig. 2. However, for diel variability, 

it might be helpful to conduct a simple spectrum analysis and directly show the 

signal. Adding a figure in the supplementary material would be beneficial. Just 

something to consider. 

(This concern is addressed above in General Comment 1.1. Rather than spectrum 

analysis, or more appropriately wavelet analysis, we chose to address this issue 

according to the General Comment 1.2 suggestion, which has resulted in combined and 

modified Figs.  2 and 3 (now Fig. 2) and addition of Fig. S2 that now summarize hourly 
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conditions across 24 hrs (mean and 95% CI) for comparison with 3-yr seasonal time 

series.) 

7. Line 345-346: The label on the y-axis suggests that Fig. 3 shows daytime 

pCO2_water and nighttime pCO2_water. However, the statement at line 345 

seems to indicate that the black and yellow lines represent the pCO2_water 

range. This is a bit confusing. Please consider clarifying the label on Fig. 3 or the 

statement in the main text. Additionally, could the authors explain why the 

oscillations from day to night and from night to day are both included in Figure 

3, especially given that they are quite similar? 

(Our original draft submission attempted to use color to visualize and differentiate 

daytime and nighttime pCO2water values. As was pointed out by you and indicated by 

referee #1, this representation is confusing. We agree and we struggled with this! In 

response to referee #1 we modified Fig. 3 to include additional panels (3b and 3b) that 

showed 2-week examples from cold season and warm season that was fine-grained 

enough to discern upward trends in pCO2water at night and downward trends in daytime. 

However, your suggestion of pCO2water averages by hour of the day provide a much more 

comprehensive and convincing illustration of the diel nature of both seasons, contrasting 

the substantial differences in magnitude of diel swings between seasons. To sum up, we 

include comprehensive pCO2water values in in Fig. 3a, now longer attempting to 

differentiate day- and night-time values in directionality and include 3b and 3c to 

describe central tendencies of pCO2water values in each season.) 

8. Line 348: It seems that none of the figures and tables show that the morning 

pCO2_water in the water is the highest. Could the authors plot the diel cycle as a 

function of the hour of the day? 

(See comment 7 and above.) 

9. Line 351: Figure S1 doesn’t clearly demonstrate the inverse relationship between 

the daily cycles of oxygen and pCO2_water. This figure only shows the time 

series of raw data. Could the authors provide more context? Or did the authors 

focus on the seasonal variability in oxygen and pCO2_water here? Please correct 

me if I have missed anything. 

(Please see proposed Fig. S2 which now clearly demonstrates the strong inverse 

relationship between DO and pCO2water. We believe this helps clarify and reinforce this 

condition.) 

10. Line 385: Could the authors provide a range for the 6-hour variability? Here it 

says 'considerable,' but it is not clear how large the local perturbations are. Table 
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3 shows the variability in pCO2_air between day and night; perhaps it can be 

cited here. 

(We report the mean and standard deviation of pCO2air in Table 1, so will cite those 

values. We can also adjust the language to be more precise.) 

Line 435: The use of '75%' could be misleading, as it might suggest that biological 

activities account for 75% of the variability. However, since seasonal variations in 

temperature and biological activity have opposite effects on pCO2_water, it may not 

be appropriate to list a percentage here. For example, if the ratio of temperature 

effect to biological effect (T/B) is 0.99, it does not mean that biological activity 

accounts for only 1% of the variability; rather, it means that the two effects are 

nearly equal and cancel each other out. Please correct me if I have misunderstood 

anything. 

(We propose the following edits to help clarify the relative importance of biological 

activity compared to the physical forcing of temperature on solubility: 

 
“Across the 3-year period, we found that the predominant driver of pCO2water in the Rhode River 
was biological activity, accounting for nearly 4 times more forcing than the physical effects of 

water temperature on CO2 solubility (Table 3).“) 

11. Line 540: This section is titled 'Diel cycling,' but the diel cycle has already been 

discussed in previous sections (3.1-3.6). Therefore, it may not be necessary to 

have a section specifically for diel cycling, especially since only one paragraph is 

included here. Please consider incorporating this information into other sections 

for a clearer structure for readers. 

(Agreed, we will modify to as suggested.) 

12. Line 612: DIC was used previously in the manuscript. Please define it when it was 

first used. 

(First use of DIC was in line 603, we will move definition from line 612 to 603.) 

13. Line 618: Could the authors elaborate on why the interannual variability was 

attributed to variations in water temperature? It seems that the impact of 

salinity is also discussed in section 3.6. 

 
(While salinity is discussed, this is in the context of other researchers who were investigating 

DIC dynamics in the mainstem of the Chesapeake Bay, where they looked specifically across 

the salinity gradient from oligohaline to mesohaline, to euryhaline regions and attribute 
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spatial patterns to salinity. In the mesohaline region, where the Rhode River is located, our 

data indicate strongly and consistently that pCO2water and CO2 flux cycle seasonally with 

temperature rather than salinity. CO2 flux from Jul to Dec 2018 can be seen to deviate from 

other years; likewise, when temperature is examined in Fig. S1 from the same time period, it 

is shown to have deviated from water temperature during the same months in 2019 and 

2020. Similar deviations can be seen in early 2019 as well. We take these as suggestive that 

interannual variation may be explained by water temperature rather than some other 

forcing agent. Perhaps it makes sense to make modest changes to the text and include a 

reference Fig. S1, it this would clarify.  
 


