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Abstract. Heterogeneous radiative forcing in mid-latitudes, such as that exerted by aerosols, has been found to affect the

Arctic climate, though the mechanisms remain debated. In this study, we leverage Deep Learning (DL) techniques to ex-

plore the complex response of the Arctic climate system to local radiative forcing over Europe. We conducted sensitivity

experiments using the Max Planck Institute Earth System Model (MPI-ESM1.2) coupled with atmosphere-ocean–land sur-

face components. Utilizing
:::::::::
Large-scale

:::::::::
circulation

:::::::
patterns

::::
can

::::::
mediate

:::
the

::::::
impact

::
of

:::
the

:::::::
forcing

::
on

::::::
Arctic

::::::
climate

:::::::::
dynamics.5

:::
We

::::::::
employed

:
a DL-based clustering method, we classify

::::::::
approach

::
to

::::::
classify

::::::::::
large-scale atmospheric circulation patternsin a

lower-dimensional space, focusing on .
:::
To

:::::::
enhance

:::
the

:::::::
analysis

::
of

::::
how

:::::
these

::::::
patterns

::::::
impact

:::
the

::::::
Arctic

:::::::
climate,

:::
the Poleward

Moist Static Energy Transport (PMSET) as our primary parameter. We
::::::::
associated

::::
with

:::
the

:::::::::::
atmospheric

:::::::::
circulation

:::::::
patterns

:::
was

:::::::::::
incorporated

::
as

:::
an

::::::::
additional

:::::::::
similarity

:::::
metric

:::
in

:::
the

::::::::
clustering

:::::::
process.

::::::::::::
Furthermore,

:::
we developed a novel method to

analyze the circulation patterns’ contributions to various climatic parameter anomalies. Our findings indicate that the negative10

forcing over Europe alters existing circulation patterns and their occurrence frequency without introducing new ones. Specifi-

cally, we identify changes in a circulation pattern with a high-pressure system over Scandinavia as a key driver for reduced Sea

Ice Concentration (SIC) in the Barents-Kara Sea during autumn. This circulation pattern also influences middle atmospheric

dynamics, although its contribution is relatively minor compared to other circulation patternsthat resemble the phases of the

North Atlantic Oscillation (NAO). Our multidimensional approach combines DL algorithms and human expertise to offer15

a novel analytical tool that could have broader applications in climate science
:::
our

:::::::
analysis

:::::::
revealed

::::
that

:::::
while

:::
the

::::::::
regional

:::::::
radiative

::::::
forcing

:::::
alters

:::
the

:::::::::
occurrence

::::::::::
frequencies

::
of

:::
the

::::::::::
circulation

:::::::
patterns,

:::::
these

:::::::
changes

:::
are

:::
not

:::
the

::::::
primary

:::::::
drivers

::
of

:::
the

:::::::
forcing’s

::::::
impact

:::
on

:::
the

::::::
Arctic

::::::::::
parameters.

::::::
Instead,

::
it
::
is
:::
the

:::::
shifts

:::
in

:::
the

:::::
mean

::::::::::::
characteristics

::
of

:::
the

:::::::::::
atmospheric

:::::::::
circulation

:::::::
patterns,

:::::::
induced

::
by

:::
the

:::::::
forcing,

::::
that

::::::::::::
predominantly

:::::::::
determine

:::
the

:::::
effects

:::
on

:::
the

::::::
Arctic

:::::::
climate.

:::
Our

:::::::::::
methodology

:::::::::
facilitates

::
the

::::::::::
uncovering

::
of
:::::::::

complex,
::::::::
nonlinear

::::::::::
interactions

::::::
within

:::
the

:::::::
climate

::::::
system,

:::::::::
capturing

:::::::
nuances

:::
that

::::
are

::::
often

::::::::
obscured

:::
in20

::::::
broader

:::::::
seasonal

::::::::
anomaly

::::::::
analyses.

::::
This

::::::::
approach

::::::
enables

::
a

:::::
deeper

::::::::::::
understanding

:::
of

:::
the

::::::::
dynamics

::::::
driving

::::::::
observed

:::::::
climatic

::::::::
anomalies

:::
and

:::::
their

::::::
links to

:::::::
specific

::::::::::
atmospheric

:::::::::
circulation

:::::::
patterns.

1



1 Introduction

The Arctic region is experiencing a faster warming rate in comparison to the global average, as evident from empirical observa-

tions and climate modeling studies (Hahn et al., 2021; Rantanen et al., 2022; Wendisch et al., 2022). This phenomenon, known25

as Arctic ampli�cation (AA), represents a fundamental characteristic of the Earth's climate. A complex interplay of both local

and remote processes contributes to the strong warming of the Arctic (Henderson et al., 2021; Taylor et al., 2022). Large-scale

circulation governs the remote processes affecting AA, particularly the energy transport into the Arctic (Graversen, 2006; Gra-

versen and Burtu, 2016; Naakka et al., 2019; Mewes and Jacobi, 2019; Nygård et al., 2020; Henderson et al., 2021) and can be

in�uenced by AA (Jaiser et al., 2012; Rinke et al., 2017; Crasemann et al., 2017; Vavrus, 2018; Cohen et al., 2018). The atmo-30

spheric heat transport into the Arctic can contribute to AA through intricate interactions with local processes such as sea ice

feedback, temperature feedback, and cloud feedback(Morrison et al., 2012; Pithan and Mauritsen, 2014; Taylor et al., 2022)

::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
(Morrison et al., 2012; Pithan and Mauritsen, 2014; Taylor et al., 2022; Linke et al., 2023). The extent of these interactions is

determined by various factors, including the spatiotemporal pattern of energy transport into the Arctic, which plays a signif-

icant role (Woods and Caballero, 2016; Pithan et al., 2018; Papritz and Dunn-Sigouin, 2020). Moreover, several studies have35

argued that AA, particularly sea ice loss, can affect the occurrence of preferred circulation patterns (Crasemann et al., 2017;

Handorf et al., 2017; Vavrus, 2018), further underscoring the complex and interconnected nature of AA.

Heterogeneous radiative forcing, such as that resulting from aerosol, can induce direct changes in atmospheric circulation

by altering the vertical and horizontal thermal structure of the atmosphere, thereby also leading to subsequent modi�cations in

energy transport into the Arctic (Alexeev et al., 2005; Shindell and Faluvegi, 2009; Hannachi et al., 2017; Krishnan et al., 2020).40

The complex and nonlinear response of Arctic temperature to regional heterogeneous radiative forcing is more pronounced

compared to the global temperature (Shindell and Faluvegi, 2009; Naja� et al., 2015; Persad and Caldeira, 2018; Lewinschal

et al., 2019). In particular, the increase in anthropogenic aerosol emissions, predominantly from the European and North

American sectors during the period of 1940-1980, has been postulated to have caused a cooling trend in Arctic temperatures

and a concomitant increase in the sea ice concentration (SIC) (Fyfe et al., 2013; Gagné et al., 2017). Since the 1980s, air45

quality regulations have led to a reduction in aerosol burden over Europe and North America, which has contributed to AA

(Acosta Navarro et al., 2016; Gagné et al., 2017). Acosta Navarro et al. (2016) pointed out that the decline of European aerosol

emissions since the 1980s has contributed to AA by augmenting the top of atmosphere (TOA) net shortwave �ux in the Arctic

and enhancing energy transport to the Arctic during the summer season.

In this study, we apply the concept of atmospheric circulation regimes to understand changes in large-scale circulation. AA50

has been observed to be associated with changes in the frequency of occurrence of preferred large-scale atmospheric circulation

patterns, which, in turn, in�uence mid-latitude weather conditions (Crasemann et al., 2017). The stratospheric pathway has been

postulated as a plausible mechanism underlying Arctic-mid-latitude linkage(Jaiser et al., 2012; Nakamura et al., 2016; Cohen et al., 2018; Dethloff et al., 2019)

::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
(Jaiser et al., 2012; Nakamura et al., 2016; Cohen et al., 2018; Dethloff et al., 2019; Liang et al., 2024). It suggests that in the

Barents-Kara Sea, the delayed sea ice refreezing during autumn increases the surface heat �ux, from the ocean to the atmo-55

sphere and, consequently leads to a warming of the lower troposphere and enhanced sea-level pressure over the Ural region
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(Kim et al., 2014; Kug et al., 2015) and more frequent and persistent Ural blocking (Yao et al., 2018). Additionally, enhanced

oceanic moisture release to the Arctic atmosphere in these months can contribute to an increase in Siberian snow cover and the

strengthening of the Siberian high (Gastineau et al., 2017; Dethloff et al., 2019). The diabatic heating of the lower troposphere

above the Barents and Kara seas combined with increased sea-level pressure over the Ural region, intensi�es the forcing of60

planetary Rossby waves. These waves constructively interfere with the climatological waves (Honda et al., 2009; Outten et al.,

2022), resulting in an increased potential to enhance the vertical propagation of planetary waves, thereby disrupting the polar

vortex(Jaiser et al., 2016; Gastineau et al., 2017; Henderson et al., 2018; Köhler et al., 2023)
::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
(Jaiser et al., 2016; Gastineau et al., 2017; Henderson et al., 2018; Köhler et al., 2023; Xu et al., 2023)

. The downward propagation of the stratospheric circulation anomalies, associated with the disrupted polar vortex, then feeds

back into the tropospheric circulation in late winter/spring, leading to an increase in the occurrence of the negative phase of the65

North Atlantic Oscillation (NAO) in late winter/spring(Kim et al., 2014; Jaiser et al., 2016; Nakamura et al., 2016; Sun et al., 2022)

:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
(Kim et al., 2014; Jaiser et al., 2016; Nakamura et al., 2016; Sun et al., 2022; Liang et al., 2024). However, the stratospheric po-

lar vortex response is relatively small compared to its internal variability, in�uencing the signal-to-noise ratio of the introduced

forcing by sea ice on the weakening of the polar vortex (Sun et al., 2022). Besides, the proposed stratospheric pathway is also

identi�ed to show intermittency (Siew et al., 2020) and to exhibit greater strength in observations than the climate models,70

which further casts doubt on the role of sea ice in initiating this pathway (Cohen et al., 2020). An alternative hypothesis for the

Arctic-mid-latitude linkage posits that the atmospheric circulation patterns and their associated teleconnections drive Arctic

warming, sea ice loss, snow anomalies, and the weakening of the polar vortex by enhancing the vertical propagation of plan-

etary waves (Henderson et al., 2018; Peings, 2019; Blackport et al., 2019; Blackport and Screen, 2021). Thus, the preferred

circulation patterns and their teleconnections are suggested to play a crucial role in AA and its linkage to mid-latitudes.75

Deep learning (DL), a branch of machine learning, has experienced remarkable success in recent years, attaining cutting-

edge performance across numerous �elds (LeCun et al., 2015). It has demonstrated ef�cacy in many Earth system applications,

including data-driven weather prediction (Weyn et al., 2019, 2020), extreme event detection (Liu et al., 2016; Racah et al.,

2017), weather pattern classi�cation (Chattopadhyay et al., 2020; Mittermeier et al., 2022), and various other tasks (Hunting-

ford et al., 2019; Irrgang et al., 2021). DL algorithms, particularly convolutional neural networks (CNNs), excel at learning80

complex nonlinear relationships within data and are considered to hold great promise for addressing challenging problems

in Earth science characterized by datasets encompassing expansive spatiotemporal patterns (LeCun et al., 2015; Racah et al.,

2017; Reichstein et al., 2019; Rolnick et al., 2022). Numerous cutting-edge DL architectures for visual pattern recognition

utilize CNNs, owing to their ability to perform hierarchical feature learning (Liu et al., 2016; Racah et al., 2017; Rawat and

Wang, 2017; Reichstein et al., 2019). Although machine learning algorithms can effectively learn underlying relationships85

within data, they do not consistently adhere to physical principles in their predictions (Reichstein et al., 2019; Kashinath et al.,

2021). Leveraging the �exibility of machine learning algorithms, physics-informed machine learning frameworks were devel-

oped to address this issue by incorporating domain knowledge into the machine learning algorithms (Kashinath et al., 2021).

Physics-informed machine learning, a category of robust machine learning techniques, has begun to be successfully applied in

numerous Earth system tasks (Kashinath et al., 2021).90
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The intricate nature of AA and its debated association with mid-latitudes underscores the importance of understanding the

fundamental mechanisms involved in this climatic phenomenon. In an attempt to analyze the effect of the regional radiative

forcing over Europe on AA and its linkage to mid-latitudes, we have employed coupled ocean-atmospheric simulations with

local radiative forcing over Europe with preindustrial background and initial conditions. We developed a DL algorithm, drawing

upon physics-informed machine learning approaches, to investigate the impacts of regional radiative forcing on circulation95

patterns. We used DL algorithms to detect a possible anomalous response of the Northern Hemisphere extratropical large-scale

circulation to the exerted forcing and to perform clustering on the circulation regime considering the poleward energy transport

pattern associated with the circulation pattern. Moreover, in our analysis, we put an emphasis on the stratospheric pathway and

the role of the polar vortex in colder seasons, given their intrinsic connection to the Arctic's predominant climatic conditions.

2 Data and methodology100

In this section, we describe the simulations, data, and analysis methods used in this paper.

2.1 Model simulations

We used the Max Planck Institute Earth System Model version 1.2 (MPI-ESM1.2) coupled atmosphere-ocean–land sur-

face model. The atmospheric component of the MPI-ESM1.2 is based on the European Centre Hamburg Model version 6

(ECHAM6) (Stevens et al., 2013) with T63L47 spectral resolution (approximately 1.8° horizontal resolution) and 47 lev-105

els, and the model top at 0.01hPa. The atmospheric component also incorporates the JSBACH land-surface scheme (Reick

et al., 2013; Stevens et al., 2013). The ocean and sea ice components are combined in the Max Planck Institute Ocean Model

(MPIOM) (Jungclaus et al., 2013), which is applied to an idealized control mapping grid of about 1.5° with 40 levels. The

30-year model simulations were conducted with pre-industrial boundary conditions and atmospheric composition and were

initialized using pre-existing pre-industrial equilibrium simulations. The pre-industrial climate is selected because of the avail-110

ability of a balanced equilibrium state between the atmosphere and the ocean. Moreover, using the pre-industrial climate for

initial and boundary conditions facilitates the sensitivity analysis as the only transient perturbation is imposed by sustained

cloud modi�cation.

We conducted two 30-year sensitivity experiments to examine the impact of regional radiative forcing over Europe on

the Northern Hemisphere extratropical large-scale circulation and its subsequent effects on key variables such as Arctic sea115

ice cover, 2m temperature, and stratospheric dynamics. First, a single ensemble Control run was performed. In the second

simulation (Experiment run), regional negative radiative forcing was imposed by cloud modi�cation. This modi�cation was

designed to regionally alter radiation similar to aerosol forcing. The cloud modi�cation was sustained throughout the simulation

and limited to a rectangular region over Europe (43° N to 58° N and 5° E to 25° E). The cloud modi�cation was implemented

as an alteration to cloud water content (ql ) with a scaling factor of 10, and the cloud ice content (qi ) was multiplied by 0.1120

in the model. The resulting optically thick boundary layer clouds (ql � 10) exert a negative radiative effect by re�ecting solar

radiation (Twomey, 1977), and by removing or thinning (qi � 0:1), the high-level clouds exert a negative radiative effect by
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Figure 1.Top of the atmosphere (TOA) effective radiative forcing for latitudes poleward of 30° N calculated as the Experiment run (E) minus

Control run (C) difference between mean TOA net radiative �ux. Areas with statistically signi�cant differences are dotted.

transmitting the terrestrial radiation back to space (Mitchell and Finnegan, 2009). The cloud modi�cation only affected the

radiation process in the simulation and did not directly in�uence other processes. The Experiment run was performed with

six ensemble members, and the ensemble mean was used throughout the analysis. The ensemble members were formed by125

a small perturbation in the atmospheric initial conditions while sharing the same external forcing. Figure 1 shows the mean

net radiative �ux anomaly at the TOA relative to the Control run. The �gure shows that the regional cloud modi�cation leads

to a negative radiative forcing over Europe, which yields a magnitude of -18� 6 W/m2. Areas with statistically signi�cant

differences between the Experiment and Control runs TOA net radiative �ux are dotted in Figure 1. The independent two-

sample t-test and Welch's unpaired t-test were used throughout the study to determine the statistical signi�cance levels when130

samples have equal or unequal variances, respectively, and samples with p-value less than 0.05 were considered statistically

signi�cant.

2.2 Data

We used the daily mean sea level pressure (MSLP) and 700 to 300hPa layer thickness (� 300� 700) �elds to analyze the Northern

Hemisphere extratropical large-scale circulation. Other �elds like the SIC and 2m temperature were also used in this study.135

Concerning atmospheric energy transport, the vertically integrated poleward moist static energy transport (PMSET) has been

calculated for the upper and lower troposphere using the data �elds of the meridional wind component (v), temperature (T),

geopotential height (z), speci�c humidity (q), and pressure (p):

5



P MSET =
1
g

puZ

pl

v(� ) (cpT(� ) + gz(� ) + Lq(� ))
@p
@�

d� , (1)

whereg is the gravitational acceleration (taken as 9.81ms� 2), cp represents the speci�c heat capacity of air at constant140

pressure (1kJkg� 1K � 1), L is the latent heat of vaporization of water (2500kJkg� 1), and� represents the model levels. The

lower (pl ) and upper (pu ) boundaries for lower and upper troposphere PMSET are surface pressure and 600hPa, and 600hPa

and 200hPa, respectively.

We derive the wave-mean �ow interactions by exploiting the transformed Eulerian mean (TEM) equations to investigate the

middle atmosphere dynamics (Andrews et al., 1987). The quasi-geostrophic Eliassen-Palm (EP) �ux has been calculated from145

daily data �elds. EP �ux and its divergence describe the large-scale wave propagation using the eddy heat and momentum

�uxes.

2.3 Deep learning (DL) approach

DL algorithms (LeCun et al., 2015) were used to analyze the Northern Hemisphere extratropical large-scale circulation re-

sponse to local radiative forcing over Europe. We mainly used convolutional neural network (CNN) layers (Rawat and Wang,150

2017) with recti�ed linear units (ReLU) as the activation function (Agarap, 2018) in our DL architecture. The Keras open-

source python library (Chollet et al., 2015) with Google's TensorFlow backend (Abadi et al., 2016) was used to implement the

DL algorithms. In this study, we utilized DL algorithms both as anomaly-detecting and feature-extracting tools, the speci�cs

of which will be elaborated upon in the following sections.

2.3.1 Input data155

The MSLP and� 300� 700 �elds were used as input to our DL algorithms. These two �elds deliver pertinent information on the

state and dynamics of the circulation regime. Adding� 300� 700 enriches the dataset with complementary information about the

::::::
growth

:::
and

:::::
decay

:::
of

:::
the

:
weather systems and improves the performance of data-derived weather predicting systems (Weyn

et al., 2019, 2020). Although adding further data �elds might strengthen the information content of the dataset, we used the

two data �elds of MSLP and� 300� 700 to limit the DL algorithms' complexity and training computational costs.160

As we mainly focus on analyzing the Northern Hemisphere extratropical large-scale circulation, only the data poleward

of 30° N were used. We transferred the MSLP and� 300� 700 �elds to the Lambert azimuthal equal-area projection (Snyder,

1987) with a 1.5° horizontal grid size, which is close to the MPI-ESM original grid size. The data �elds in this projection are

well suited to be analyzed with CNN layers as they preserve the scale of the weather systems regardless of their location. An

example of the daily MSLP and� 300� 700 �elds is shown in Figure 2. We normalized both data �elds to a range between 0165

and 1 before feeding them to our DL algorithms. The normalized data �elds are more compatible with the ReLU activation

function. To normalize the data �elds, we used their respective maximum and minimum values over all simulations.

6




