
Technical Note:
General Formulation For the Distribution Problem:
Prognostic Assumed PDF Approach Based on
The Maximum–Entropy Principle and
The Liouville Equation
Jun-Ichi Yano1, Vincent E. Larson2,3, and Vaughan T. J. Phillips4

1CNRM UMR3589, CNRS and Météo-France
2Department of Mathematical Sciences, University of Wisconsin — Milwaukee
3Pacific Northwest National Laboratory
4Department of Physical Geography and Ecosystem Science, Lund University, Lund, Sweden

Correspondence: Jun-Ichi Yano (jun-ichi.yano@cnrs.fr)

Abstract. A general formulation for the distribution problem is presented, which is applicable to frequency distributions of

subgrid–scale variables, hydrometeor size distributions, as well as to probability distributions characterizing data uncertainties.

The general formulation is presented based upon two well–known basic principles: the maximum–entropy principle and Liou-

ville equation. The maximum–entropy principle defines the most likely general distribution form, if necessary constraints are

specified. This paper proposes to specify these constraints as the output variables to be used in a host model. Once a general5

distribution form is defined, the problem of temporal evolution of the distribution reduces to that of predicting a small num-

ber of parameters characterizing it. This paper derives prognostic equations for these parameters from the Liouville equation.

The developed formulation, which is applicable to a wide range of atmospheric modelling problems, is specifically applied to

condensation growth of cloud droplets as a demonstration.

1 Introduction10

The present paper considers the distribution problem in a general manner. As the problems of distributions, three examples are,

at least, identified in atmospheric sciences.

The first and perhaps most obvious example is the problem of determining the distribution of a variable over a domain

as a distribution density function (DDF). Typically, the domain corresponds to a grid box in a numerical simulation, and the

obtained distribution is used for calculating subgrid-scale characteristics that are required by a host model. This problem may15

be called the subgrid-scale distribution problem. A specific application of this problem is the determination of the fractional

area occupied by clouds within a grid box (Sommeria and Deadorff 1977, Mellor 1977, Bougeault 1981, LeTreut and Li 1991,

Bechtold et al. 1992, 1995, Richard and Royer 1993, Bony and Emanuel 2001, Golaz et al. 2002, Tompkins 2002). Arguably

all subgrid-scale processes may be represented under this subgrid-scale distribution framework (cf., Yano 2016).
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The second example is the size distribution of hydrometeor particles (condensed water, ice species, etc). Information on20

particle size distributions (PSDs) is crucial for predicting various conversion processes from one hydrometeor type to another

as well as for evaluating fall–out rates of those hydrometeors (cf., Khain et al. 2015, Khain and Pinsky 2018). The rates of all

these processes depend sensitively on the hydrometeor particle size.

The third and perhaps most abstract example of the distribution is the probability. The notion of probability appears in many

places of the atmospheric sciences (e.g., Yano and Manzato 2022). Here, we especially keep in mind applications to data25

assimilation, in which data uncertainties are measured by probability distributions (cf., Wikle and Berliner 2007).

The present paper considers all three of these problems under a single framework. It is possible to consider these three

qualitatively different problems together because time evolution of all these distributions can, in principle, be predicted by

similar equations. The time evolution of both the subgrid-scale distribution (DDF) and the probably density function (PDF)

is predicted by the Liouville equation (cf., Sec. 3.5). Here, it is hard to overemphasize the clear difference between these30

two distributions. Unfortunately, in the literature, both are often referred to as PDFs. We follow this custom to some extent,

but we will add “DDF" in parentheses whenever it is not cumbersome. Thus, though these two problems deal with different

types of distributions, both are governed by the same equation. Time evolution of PSDs is, fundamentally, described by the

stochastic–collection equation by adding additional tendency terms to it (cf., Sec. 3.6). Though its form is not identical to

the Liouville equation, it can still be considered in an analogous manner. Thus, it becomes possible to deal with these three35

different problems under a single framework.

All three of these problems also suffer from the same difficulty: direct use of these fundamental equations (Liouville and

stochastic–collection) turns out to be very expensive computationally. In data assimilation, an ensemble–forecast method is

adopted as an alternative, but the difficulty remains of generating a statistically large enough ensemble. Thus a numerically

more efficient method must be sought in order to make them practically useful. This difficulty has been, so far, addressed40

separately in these three problems. One originality of the present work is to simply point out that all three of these computational

problems can be considered under a common framework.

In the subgrid-scale distribution problem, a main strategy is to assume a simple distribution form that is specified by a

small number of parameters, sometimes termed “PDF parameters". The PDF parameter values, and hence the distribution

itself, evolve with time as conditions change from, say, overcast cloud to cumulus cloud. Hence the time evolution of the PDF45

parameters must be predicted. Typically, this is done by first prognosing a set of moments of the distribution and then inverting

the set to solve for the PDF parameters. This general approach can be called an assumed PDF method. One of the earliest

applications of the idea to turbulence is by Lockwood and Naguib (1975). See also an early review by Pope (1979).

A main strategy in cloud microphysics is to integrate the full information over all the possible particle sizes. Thus, the

distribution problem becomes implicit. This approach is called bulk. However, for performing integrals over particle size, we50

need to assume a certain distribution form, which is typically exponential. In this manner, we see a clear link of the “bulk”

microphysical approaches to the “assumed PDF” approach.

In data assimilation, typically, a decision is made to focus only on the mean, variance, and some covariances of a probability

distribution. As a result, a full probability is not explicitly considered. Here, typically, an “assumed PDF” is Gaussian.
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As overviews of these three problems, we refer to Machulskaya (2015) for the subgrid-scale distribution problem, Khain55

et al. (2014) and Khain and Pinsky (2018) for microphysics, and Bannister (2017), and Carrassi et al. (2018) for the data

assimilation. Among those three problems, the role of probability may be least obvious in data assimilation, especially for

those who only consult the final formulation of the standard variational principle. Here, we specifically refer to Sec. 2 of

Carrassi et al. (2018), in which a more formal formulation in terms of the probability is presented.

The purpose of this study is to present a more coherent, and self–contained formulation for the distribution problems under60

the framework of those assumed–PDF approaches in a general sense. The assumed–PDF approaches solve only about a half of

the whole problem. There are still two major issues to be resolved: i) a choice of an assumed PDF form and ii) methodologies

for evaluating the time evolution of the introduced PDF parameters efficiently. The present study proposes the solutions to

those two major issues. Currently, there is no clear guiding principle for the first issue (cf., Sec. 3.2.2). The second issue is

currently dealt with by relating the PDF parameters and moments to each other, but the conversion from moments to parameters65

is not guaranteed to be simple or analytic (cf., Sec. 3.2.1). By addressing these two major issues in the distribution problem,

the present study generalizes the formulation for the existing assumed–PDF approaches developed for the subgrid–scale dis-

tribution problem into more general distribution problems. By doing so, the present study links the subgrid–scale distribution

problem to the distribution problem, more general, as found in e.g., cloud microphysics and data assimilation. Conversely,

the generalized formulation of the present study reduces to the existing assumed–PDF approaches by introducing additional70

approximations and assumptions (cf., Sec. 5.2).

In this manner, the present work also constitutes an effort to develop a unified and coherent formulation for subgrid–scale

representations (Yano 2016, Yano et al. 2014, 2018). Readers are encouraged to refer to them for the authors’ general perspec-

tives on the subgrid-scale representations, but see further Yano (2015a, b). Keep in mind that the subgrid-scale representation

problem is considered exclusively from a perspective of DDF in the present study, but without excluding the possibilities of75

alternative approaches as discussed in Yano (2016). More generally, the fundamental research, as pursued in the present study,

is extremely crucial for the improvements of subgrid–scale parameterizations (Yano et al. 2014). Even the current operation nu-

merical forecasts, which are based on a premise of high–resolution cloud modeling, may break down without such fundamental

research to support them (Yano et al. 2018).

The paper begins in the next section by introducing a basic governing equation system, that is adopted throughout the80

paper to construct the general formulation for the distribution problems. As seen therein, the adopted governing equation is

general enough that the formulation of the present study can be applied to more or less any problems that can be expected

in atmospheric sciences. Sec. 3 reviews our basic knowledge about the distribution problem. The moment concept is first

introduced in Sec. 3.1, because it is so central in the current approaches. The basic idea of the assumed PDF approach is

outlined in Sec. 3.2, where its basic problems are also pointed out. The maximum–entropy principle, which defines the form85

for the most likely general distribution under given constraints, is introduced in Sec. 3.3, and its applications are further

discussed in Sec. 3.4. The Liouville equation is introduced in Sec. 3.5, and the stochastic–collection equation is separately

introduced in Sec. 3.6.
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Both the maximum–entropy principle and the Liouville equation play key roles in the present study, but in different manners,

for resolving the aforementioned two major issues. The first issue is addressed by taking the maximum entropy as a guiding90

principle. A key open question here is the precise conditions to be posed under this principle in order to define a PDF (DDF).

A standard procedure is to take what we already know as a specified condition of a system (e.g., total kinetic energy of an

ideal–gas system). An original argument of the present paper is to propose to constrain the form of the PDF (DDF), rather, by

the quantities that are required, for example, for purpose of predictions (e.g., cloud fractions, precipitation rate) in modelling.

This argument is developed in Sec. 4 by discussing the contrasts between the standard statistical problems and those typically95

addressed in atmospheric sciences. The second issue is addressed in Sec. 5 by deriving from the Liouville equation a general

form of prognostic equations for predicting the time evolution of the PDF parameters introduced under an assumed PDF. The

derived general formulation is applied to the illustrative example of condensation growth of cloud droplets in Sec. 6. The paper

is concluded in Sec. 7.

It is emphasized that this work presents a new formulation by addressing the aforementioned two major problems in the100

assumed-PDF approaches, rather than solving any specific problems. For this reason, the basic style is to present basic princi-

ples first in a straight and concise manner. We choose this style for ease of referring to formulations, especially based on the fact

that the presented formulation can be applied to almost any distribution problems in atmospheric sciences. Specific examples

are gradually introduced so that a more concrete picture of the methodology gradually emerges. Readers who would like to see

a concrete example first are suggested to go to Sec. 6 directly, and read backwards. Also for this reason, the governing equation105

system to be considered in the present study is introduced in a stand–alone manner separately in the next section so that the

range of the applicability of the present study to various atmospheric problems should become immediately clear.

2 Governing Equation System

Typically, as argued by Yano et al. (2005) and Yano (2016), any physical variable, φ, of the atmospheric flows is governed by

an equation of the form:110

∂φ

∂t
=−v · ∇φ+F, (2.1)

where v is the velocity, and F is an unspecified source term that defines the tendency of the variable, φ, due to all the other

physical processes (physical tendency). For instance, in a cloud macrophysical application, φ is the liquid water content or the

number density of liquid droplets with a particular radius. Eqs. (2.9), (2.10), (2.11) of Machulskaya (2015) are examples of the

equations of the form (2.1) considered in the context of the DDF problem.115

With an ultimate application to the systems described by governing equations of the form (2.1) in mind, for ease of the

deductions in the following, the present study focuses on a case with no spatial dependence in the above:

dφ

dt
= F. (2.2)

In spite of this restriction, it is important to keep in mind that in Eq. (2.2), this source term, F , includes any type of physical

processes that are locally defined. Most of the microphysical processes, for example, fall to this category. To maintain this120
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generality of the formulation, the term, F , is left unspecified in considering the time evolution of various types of distributions

in Sec. 5. As a result, the formulations presented in the following, especially our key result given by Eqs. (5.8a, b) is applicable

to any types of physics. All we have to do is to specify the form, F , as required in applications. As a specific example, the

source term is set F = 1/r in Sec. 6 (cf., Eq. 6.1a) in considering the condensation growth of a droplet with a radius, r. We

also breifly examine the behavior of systems with an equally simple form for F in Sec. 5.3. Keep in mind that in Eq. (2.1), the125

source term, F , can be space dependent, say, involving spatial derivatives. However, in considering Eq. (2.2) in the following,

this possibility will be excluded for ease of the analysis.

Throughout the study, only the cases with a single variable, φ, are considered explicitly for the economy of presentation.

However, when multiple variables are involved in a problem, as typically the case in any realistic applications, the only mod-

ification required is to replace the scalar, φ, by a vector. Examples with systems with multiple dimensions will be presented130

in subsequent papers. Probably, a more serious restriction in the following development of the formulation is in considering

only the cases with no spatial dependence. However, as it turns out, the generalization of the final formulation to the spatially–

dependent cases with Eq. (2.1) is fairly straightforward, as going to be remarked immediately after Eq. (5.10a) in Sec. 5.1.

Here, in the present work, we proceed with the hypothesis that the physics of a system is already completely known in the

form (2.2) with a forcing term, F , completely specified. In practical applications, this hypothesis is satisfied by specifying135

all the terms in a system in a closed form, as parameterizations, if required. Especially, in applying the general formulation

of the present study to the subgrid–scale distribution problems, this hypothesis means that we know the governing equation

system of the small–scale to be parameterized fully: cf., Sec. 4.3 for further discussions. Under this spirit, for example, Yano

(2014) proceeds with a hypothesis that we know perfectly the equations for the cloud–resolving modeling, and re–constructs

the standard mass–flux based convection parameterization based on this hypothesis. Same wise, the present method solves a140

subgrid–scale distribution problem assuming that we know the full equations for all the scales of a system. As going to be seen,

for this reason, we do not need any turbulence closures (cf., Meller 1973, Mellor and Yamada 1974) in the present formulation.

3 Basic Principles

The purpose of this section is to summarize well–known basic principles for describing PDFs (DDFs).

3.1 Distributions and Moments145

Let us designate a PDF (DDF) for a variable, φ, by p(φ). Moments, 〈φn〉 (n= 1,2, . . .)1 can be constructed from a given

distribution, p, by

〈φn〉=
∫
φnpdφ. (3.1)

1In literature, higher moments (n≥ 2) are often defined in terms of a deviation from mean (i.e., the first moment). Here, the definition is presented without

discrimnating between the first and the higher moments for mathematical lucidity
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Here, an unspecified integral range may be taken from −∞ to +∞ with many of the physical variables, but some physical

variables are semi–positive definite (e.g., temperature, mixing ratios). In the latter case, the integral range above must be from150

0 to +∞.

The series of moments may be interpreted analogously to the Taylor series, in the sense that it constrains a function. However,

unlike the latter, there is no closed analytical formula for reconstructing the original distribution from a given series of moments:

although a series of moments can be derived from a given distribution in a straightforward manner, the reverse is hardly the

case. On the other hand, the usefulness of the moments for describing the turbulent flows can be hardly overemphasized (e.g.,155

Tatsumi 1980, Stull 1988, Garratt 1992), either.

3.2 Assumed PDF(DDF)

3.2.1 General Formulation

The basic idea of assumed PDF (DDF) approach is to introduce a generic form of PDF (DDF) characterized by a few free

parameters, say, λi (i= 0, · · · ,N , where N is kept as small as possible) but in such manner that the distribution of a variable160

of concern can be represented:

p= p(φ,λ0,λ1, · · · ,λN ). (3.2a)

Examples of distributions taking the form (3.2a) are discussed in subsequent subsections (e.g., Eqs. 3.22, 3.23 setting p0 = λ0

therein). Once the functional form of a distribution is constrained by Eq. (3.2a), the problem of determining the distribution

p(φ), which must be defined for every value of φ, reduces to that of determining a given finite set of parameters {λi}, which165

evolve with time by following that of the distribution. However, keep in mind that the parameters {λi} should not depend on φ

for obvious reasons. Note that {∗} indicates a set of parameters throughout the paper.

Here, it is important to remember that an assumed PDF form is only an approximation: to state this fact more emphatically,

it may be better to state it as

p= p(φ,λ0,λ1, · · · ,λN ) + ε (3.2b)170

with ε designating the possible error under this approximation. However, in the following deductions, this error term is mostly

neglected, except for couple of exceptions of adding it as a reminder.

The parameters {λi} defining the distribution (3.1) may be determined, for example, from a known set of moments, 〈φn〉,
i.e.,

λi = λi({〈φn〉}). (3.3)175

The prognostic equations for these moments, or diagnostic approximations of these equations, are, in turn, known from the

turbulence theories; thus the problem is closed in this manner. That is the current basic strategy of the assumed PDF (DDF)

approach (Larson 2022).
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However, there are problems with this strategy. First, the functional form of a PDF (DDF), p(φ,{λi}), must somehow

be prescribed. However, no clear principle has been identified. A main thread of this paper is to use the maximum–entropy180

principle (cf., Sec. 3.3) for this purpose. The second is the difficulty of deriving a closed expression (3.3) for defining the PDF

(DDF) parameters from a given set of moments. Here, it is straightforward to compute the moments from a given PDF (DDF),

thus we can readily write this down as

〈φn〉= 〈φn〉({λi}). (3.4)

However, inverting Eq. (3.4) into a form of Eq. (3.3) is often not at all trivial due to the nonlinearity in the former, and185

PDF parameters are defined only in implicit manner from a set of moments. See Eq. (6) of Milbrandt and Yau (2015), for

example. Often extra assumptions and approximations are required to make this inversion possible (cf., Machulskaya 2015).

Alternatively, an iterative procedure can be adopted in order to invert a given set of moments and deduce the PDF parameter

values (e.g., Lewellen and Yoh 1993). The difficulty of the inversion is exacerbated by prognosing more (higher-order) moments

and also by moving to multivariate PDFs. In Sec. 5, we will show that by more explicitly invoking the Liouville equation, as190

introduced in Sec. 3.5, how a prognostic set of equations for {λi} can be written down explicitly. These equations are closed

in the sense that no further inversion is required.

3.2.2 Choice of Assumed Distribution Forms

In current assumed–PDF (DDF) approaches, distribution forms to be be adopted are rather chosen in a subjective manner,

mostly based on a computational convenience. For this reason, one of popular choices is double Gaussian, i.e., a sum of two195

Gaussians, for a purpose of representing a skewness (e.g., Larson et al. 2002, Fitch 2019, Naumann et al. 2013). Although those

studies show some fits to distributions obtained either form observation or large–eddy simulations as a support, we should not

consider that double Gaussian distributions are verified by data: no objective comparisons with alternative possible distributions

have been made. On the other hand, Yano et al. (2016) have attempted to identify the PSD that fits the best observationally

from the exponential distribution forms, that are derived from the maximum–entropy principle (cf., Sec. 3.3), and showed that200

it is indeed not possible to identify in any convincing manner that any of those fits better the observations than the others,

although it is possible to discuss about different values of errors by those fittings.

3.3 Maximum–Entropy Principle: Derivation

3.3.1 Derivation

To address the first issue of the choice of PDF (DDF) form, we take the maximum–entropy as a guiding principle. It must205

be emphasized that this is merely a mathematical principle. Here, the guiding principle suggests that it is not any physical

principle, but it is merely a principle that guides a choice of an assumed PDF form. Note especially that the Boltzmann’s

entropy, which takes a mathematically identical form, can be derived by a physical reasoning. However, it should not be

confused with the information entropy in general. From a physical point of view, although the principle is plausible, there is no
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guarantee that it actually works. For this reason, we adopt this principle merely as a guide for identifying a necessary assumed210

form of a PDF (DDF). Such a guiding principle is useful when there is no other principle for choosing an assumed distribution.

This principle should not be interpreted as a hypothesis, either, because it suggests that the guiding principle may be disproved

by experiments. Here, a success of a guiding principle may vary from the case to case. However, so long as this principle is

used with cautions, we expect that it remains useful for choosing a PDF form.

The maximum–entropy principle asks a question of the “most likely” distribution of a variable under a given set of “con-215

straints” (cf., Eq. 3.10 below). It simply argues that the “most likely” distribution is a distribution that actually realizes in a given

system. The argument of this principle is simple and appealing enough to gain extensive applications (cf., Kapur 1989), notably

for statistical description of the geophysical flows (e.g., Robert and Sommeria 1991, Verkley and Lynch 2009, Verkley 2011,

Verkley et al. 2016). For this reason, the present study also invokes this principle. See Yano (2019) for further implications of

this principle, as well as further references for applications in atmospheric sciences as well as many other disciplines.220

Here, the “most likely” is defined in terms of the number of possible combinations for a given state of a variable (cf., Eq. 3.6

below). We develop the idea for a discrete system first for ease of explanation. Thus, we assume a variable, φ, takes m values,

say, designated by φi (i= 1, . . . ,m). For instance, in a cloud macrophysics application, φ might represent the liquid water

content, whose values might be binned into m categories (i.e., 0 to 1 g/kg, 1 to 2 g/kg, etc.). Let us assume that a total number

of data (e.g., measurements, model outputs) is n, and among them, ni takes a value φi (i= 1, . . . ,m). For instance, we might225

sample a cloud n times, each time drawing a value of liquid water content, and we might denote the number of samples that

fall into the ith bin as ni. Thus, the frequency distribution of the variable, φ, is given by

pi = ni/n (3.5)

with i= 1, . . . ,m.

The total number of possible combinations for realizing this distribution is230

W =
n!

n1! · · ·nm!
. (3.6)

By taking a logarithm to the above, and also applying Stirling’s formula

logn! = n logn+O(n), (3.7)

which is valid in asymptotic limit of n→∞, to every integer involved in definition of W , we can approximate

1
n

logW '−
m∑

i=1

pi logpi. (3.8)235

The right hand side of Eq. (3.8) is the information entropy (Shannon 1948), which we shall refer to as “entropy” in short.2

Thus, the problem of maximizing the number of possible combinations reduces to that of maximizing the entropy, and it leads

to the notion of the maximum–entropy principle.

2However, this entropy should not be confused with the thermodynamic entropy.
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The most extreme case of this distribution is when φ takes only a particular value, say, φj , always, thus pi = δij , using the

Kronecker’s delta. In this case, there is no possibility of reshuffle the data, thus W = 1 and the entropy is zero. Qualitatively,240

as a variable is more widely distributed, the entropy becomes larger.

A continuous version of the entropy is:

−
∫
p logpdφ, (3.9)

where p= p(φ). However, some subtleties will be remarked about later in Sec. 3.4.1.

In applying the maximum–entropy principle, here, we suppose that the distribution is constrained by L conditions given by245
∫
Gl(p,φ)dφ= Cl (3.10)

for l = 1, · · · ,L. Here, Gl(p,φ) = pσl(φ), and σl(φ) are functions of φ; they define the constraints by Eq. (3.10); Cl are known

constants. See Sec. 3.4.2 for specific examples (cf., Eq. 3.20), and Yano et al. (2016) for physical considerations on choices.

Also keep in mind that a distribution is normalized by
∫
pdφ= 1. (3.11)250

The normalization can be considered as a special case of the constraints (3.10) withG0 = p and C0 = 1 by extending the above

series to l = 0. Note that exceptionally, when the PSDs are considered, C0 must be equal to the total particle number density.

Thus, the most likely distribution is obtained by maximizing (3.9) under the constraints (3.10) with l = 0, · · · ,L. This goal is

accomplished by applying a variational principle, as defined by following a standard notation (cf., Ch. 2, Goldstein et al. 2002):

255

δ

[
−
∫
p logpdφ−

m∑

l=0

λ′l

∫
Gl(p,φ)dφ

]
= 0 (3.12)

with Lagrange multipliers, λ′l. The above variation reduces to

δ

δp

[∫
p logpdφ+

L∑

l=0

λ′l

∫
Gl(p,φ)dφ

]
δp=

∫ [
logp+

L∑

l=0

λl
∂Gl
∂p

]
dφδp= 0, (3.13)

where the multipliers are re–set to

λl =





1 +λ′0 l = 0,

λ′l l 6= 0.
(3.14)260

Noting that ∂G0/∂p= 1 and ∂Gl/∂p= σl(φ) (l = 1, . . . ,L), the most likely distribution under these constraints is

p= p0 exp[−
L∑

l=1

λlσl(φ)]. (3.15)

Here the constants, p0 and λl are determined from the constraints (3.10) and (3.11) by directly substituting the distribution form

(3.15) into them. This is the basic premise of the maximum–entropy principle: a distribution of a variable, φ, is completely

determined from only L constraints, if they are chosen properly. These L constraints determine L–parameters, {λj}, that265

characterize the distribution.
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3.3.2 Technical Remarks

A rather ostensible limitation of the general result (3.15) from the maximum–entropy principle is that it does not include the

possibility of a distribution zero at the zero value, as is the case with many semi–positive definite, atmospheric variables,

in any obvious manner. However, it simply stems from the fact that results from the maximum entropy are not exact: it is270

based on a logarithmic expression of the number, W , of possible combinations under an asymptotic expansion with n→∞
(cf., Eq. 3.7). In this respect, this principle may be considered a special case of the large deviation principle (e.g., Touchette

2009): it can elucidate only a predominant exponential dependence as seen in Eq. (3.15). A possible additional subdominant,

algebraic dependence is kept implicit, because such a weak dependency drops out in the given asymptotic approximation.

Thus, if required, an algebraic dependence of, say, φµ can be multiplied on this distribution without contradicting with the275

given result (3.15). Here, µ is an unspecified free positive parameter. This slight generalization ensures the condition p(0) = 0

as required for many atmospheric variables. See further discussions in Sec. 3.4.3, and further mathematical backgrounds in

Guiasu (1977).

3.4 Maximum–Entropy Principle: Examples

In order to understand the general distribution given by Eq. (3.15) above better, this sub–section considers some special cases.280

Implications from the maximum entropy principle are also remarked.

3.4.1 Homogeneous Distribution

The simplest case for consideration is one without any constraints (i.e., L= 0). Then Eq. (3.15) simply reduces to a homoge-

neous distribution:

p= p0. (3.16)285

This means that a variable, φ, has an equal chance for having every possible value, when there is nothing to constraint φ .

However, there are a few difficulties in applying this conclusion to arbitrary physical variables. First, a distribution of a

variable must be bounded both from below and above in order to apply this distribution. Second, the conclusion depends on a

choice of a physical variable. This is realized by noting that any physical variable, φ, can be transformed into another, ϕ, by

assuming a relation, for example,290

φ= ϕα (3.17)

with a constant α, and then the distribution is transformed by a relation

p(φ)dφ= αϕα−1p(ϕα)dϕ. (3.18)

Thus, although the system may represent a homogeneous distribution in terms of a particular variable, φ, it is no longer

homogeneously distributed in terms of another related variable, ϕ. This is a contradiction, because a constant distribution is295
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obtained for a transformed variable, ϕ, when the maximum entropy principle is directly applied to the latter. In this case, the

original variable, φ, no longer follows a constant probability by the relation (3.18).

The source of this ambiguity, i.e., dependence of the result from the maximum–entropy principle depending choice on the

distribution variable (φ or ϕ), stems from the fact that in translating a discrete expression for entropy (3.8) into a continuous

version (3.9), it is assumed that a variable, φ, takes discrete values defined by a constant increment, ∆φ= (φm−φ1)/(m−1),300

over an interval, [φ1,φm]:

φi = φ1 + (i− 1)∆φ (3.19)

with i= 1, . . . ,m. Then Eq. (3.9) is obtained from the right–hand side of Eq. (3.8) by multiplying ∆φ on the latter, and taking

a limit of m→∞. Conversely, Eq. (3.9) can be approximated into the right–hand side of Eq. (3.8) multiplied by ∆φ with the

discretization (3.19). Note that ambiguity with an arbitrary algebraic factor is also consistent with the nature of the maximum305

entropy principle, that is valid only in an asymptotic sense as already suggested in Sec. 3.3.2.

3.4.2 Constraints by Moments

When a variable is constrained by the first L moments, general constraints (3.10) reduce to
∫
φlpdφ= Cl (3.20)

with Cl a value of the l–th moment with σl = φl. The general distribution (3.15) reduces to310

p= p0 exp[−
L∑

l=1

λlφ
l]. (3.21)

In particular, when a system is constrained only by a mean (i.e.,L= 1), the distribution reduces to an exponential distribution

p= p0 exp[−λ1φ], (3.22)

i.e., the probability for the first occurrence of an event under a Poisson process, and when a system is also constrained by a315

variance (i.e., L= 2), it reduces to a Gaussian distribution

p= p0 exp[−λ2(φ−〈φ〉)2] (3.23)

with a slight reconfiguration of the general form (3.21). Here, the mean is given by 〈φ〉 with λ1 = 2λ2〈φ〉. These results are

consistent with our common usage of these distributions: when only a mean (e.g., waiting time) is of concern, an exponential

distribution can be adopted. When a variance is further also of interest, a Gaussian distribution would be the most convenient.320

3.4.3 Gamma Distribution

Note that general distribution forms obtained from the maximum entropy principle, as seen by Eqs. (3.15) and (3.21), always

takes an exponential form without any algebraic factor. However, in many atmospheric applications, a distribution with an
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algebraic dependence is observed. The best example would be the gamma distribution, which is commonly adopted for rep-

resenting PSDs in cloud microphysics (e.g., Khain et al. 2014). Furthermore, the gamma distribution is a favorable choice for325

representing various semi–positive definite variables (e.g., water vapour, mixing ratios of various microphysical water species)

as argued by Bishop (2016).

The issue may be commented from three perspectives. First, it is important to keep in mind the asymptotic nature of the

maximum entropy principle, which is derived under an asymptotic limit of n→∞. As remarked in Sec. 3.3.2, for this reason,

the maximum entropy principle is best understood as a special application of the large-deviation principle, which is designed330

to express only the dominant exponential dependence, and a remaining subdominant, algebraic dependence is left implicit.

From this perspective, the gamma distribution can be interpreted to be a straight generalization of an exponential distribution,

obtained by multiplying an arbitrary, subdominant algebraic factor.

A way of deriving the gamma distribution, more explicitly, is as a consequence of a transformation of a distribution variable,

as discussed in Sec. 3.4.1. By setting a new variable to be ϕ, a transformed distribution can contain an algebraic factor as shown335

by Eq. (3.18). Lastly, it is in fact possible to obtain an algebraic dependence from the maximum entropy principle simply by

setting one of the constraints to be σl = logφ. The physical meaning of such a constraint is not immediately clear, but it is a

question that may be worthy of further investigation. When the constraints are chosen to be σ1 = logφ and σ2 = φ, then there

results a gamma distribution.

3.5 Liouville Equation340

When a system is governed by an equation of the form (2.2), as introduced in Sec. 2, the Liouville equation

∂p(φ)
∂t

=−∂Fp(φ)
∂φ

(3.24)

describes the time evolution of a distribution density, p(φ), of a given physical variable, φ. Note that so long as the original

full physics is exactly described by Eq. (2.2) in a deterministic manner, with F as a continuous function of φ, the associated

evolution of the probability distribution density is also exactly described by Eq. (3.24). See Yano and Ouchtar (2017) for a very345

concise derivation. Generalization for the multiple–variable case is accomplished straightforwardly by replacing φ and F by

vectors. See, e.g., Risken (1984) for systems with stochasticity. More general formulations for the partial–differential equation

(PDE) systems are presented, e.g., by Larson (2004), with a full derivation given, e.g., by Pope (1985), and Klimenko and

Bilger (1999).

In spite of its advantage of directly evaluating the time evolution of a given distribution, the Liouville equation is rarely350

adopted in the studies of atmospheric sciences (e.g., Ehrendorfer 1994a, b, 2006, Yano and Ouchtar 2017, Garret 2019, Her-

moso et al. 2020), unfortunately, due to its prohibitive computation cost. An efficient computation methodology, which may

make much wider application possible, will be presented in Sec. 5. The result can easily be generalized to a PDE system, as

also outlined therein.
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3.6 PSD Equation355

A prognostic equation for a PSD, n(r), of hydrometeors can be considered in an analogous manner as the Liouville equation,

but it differs in details (cf., Khain et al. 2014). A PSD, being considered at a single macroscopic point, is advected, and also a

source term, S, does not generally take a flux divergence form:

∂n(r)
∂t

+ u · ∇hn(r) + (w−wt(r))
∂n(r)
∂z

= S. (3.25)

Here, r is a particle size, u the horizontal velocity, w the vertical velocity, wt(r) the terminal velocity of the particle with360

the size r. The source term may furthermore be separated into two distinctive processes, collision processes, Scol, and non–

collision processes, Sloc, namely the growth and the reduction (e.g., evaporation) processes of the individual particles:

S = Scol +Sloc. (3.26a)

The collision term may take a form

Scol(r) =

r∫

0

n(r′)n(r− r′)K(r′, r− r′)dr′−
∞∫

0

n(r)n(r′)K(r,r′)dr′ (3.26b)365

with K(r,r′) the collision kernel between the particles of the sizes, r and r′. The first and the second terms on the right

hand side above, respectively, represent gain and loss for a given particle size. The collision process prevents Eq. (3.25) from

reducing it to the Liouville equation, because this process makes the source, F , discontinuous as a function of the particle size.

Nevertheless, Eq. (3.25) can be treated in an analogous manner as the Liouville equation (3.24) by replacing the right hand side

of Eq. (3.24), −(∂p(φ)F/∂φ), by the tendency of PSD as given in Eq. (3.25). Furthermore, the PSD equation (3.25) reduces370

to the Liouville equation, when the advection and the collision effects can be neglected, as seen in Sec. 6 later.

4 Applications to Atmospheric Processes

In applying the statistical principles discussed in the last section to atmospheric problems, some additional considerations are

required due to differences from typical statistical problems. This section discusses those differences. Our discussions may be

rather abstract and philosophical. However, we believe that they provide insights to critical issues of atmospheric modelling,375

which are often overlooked. Our discussions lead to a principle for choosing distribution constraints in atmospheric problems,

as required for the maximum–entropy principle, which we call the output–constrained distribution principle.

There are, namely, three important differences in the atmospheric applications from standard statistical applications. Those

are discussed in the following three subsections.

4.1 Static or Non–Static, Diagnostic or Prognostic380

First, statistics, or more precisely, mathematical statistics is fundamentally static and diagnostic: methodologies of statistics

and probability (e.g., hypothesis testing, probabilities with a binomial system) as found in standard textbooks (e.g., Feller
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1968, Wonnacott and Wonnacott 1969, Jaynes 2003, Gregory 2005) do not involve any time–dependent problems. Extensive

time–dependent statistical models in the literature belong rather to the statistical mechanics and stochastic modeling than to the

mathematical statistics. This fundamentally static nature of the statistics is also reflected upon more modern statistic theories:385

for example a standard textbook on deep learning (Goodfellow et al. 2016) does not address any time dependent problems.

Very symbolically, the notion of “updating” a prior distribution in Bayesian probability theories (e.g., Bernardo and Smith

1997), contrary to its connotation, does not involve a concept of time, but just an update of our knowledge under a fixed time.

This is a rather stark contrast to the atmospheric system, which continuously evolves with time: we are inherently interested

in forecasts. Allegorically speaking, there is no time to update the priors with the atmospheric system, because as soon as390

information is updated, the original prior is already obsolete, because the system itself has changed. Still allegorically speaking,

the best we can do is to update (in meteorological sense, but not in statistical sense) the priors themselves with time. In other

words, in describing the atmospheric processes, the key issue is to predict the time evolution of the probability and the statistics:

atmospheric problems are fundamentally non–static and prognostic.

The data assimilation problem falls into a middle of the two. As in any other atmospheric problems, the prediction of395

the evolution of the data uncertainty is a key aspect of data assimilation. At the same time, the statistical update of data

by incorporating observational information is another key aspect of the data assimilation. In the present study, the focus is

exclusively on the first aspect.

4.2 Output–Constrained Distribution Principle

Second, in many statistical applications as well as in standard equilibrium statistical mechanics, as summarized by Jayens400

(1978), a final aim is to know a distribution of a given variable. For this goal, the integrated quantities are inputs to a problem

that constrains a distribution. Under these constraints, we define the most–likely distribution from the maximum–entropy

principle.

However, in atmospheric modelling, knowing a distribution itself, though it may be of theoretical interest, is not an ulti-

mate aim. It is merely a means of obtaining certain integrated quantities (e.g., microphysical tendencies, grid–box averaged405

quantities, standard–deviation error measures) for a modelling purpose. For this goal, a precise form of a distribution is not

of interest, but it must be just accurate enough for providing these required final outputs. This is a very different problem

compared to those in standard equilibrium statistical mechanics. Here, we must clearly recognize that these are two different

problems: although a more accurate distribution may help to evaluate the required statistical quantities more accurately, there

should be a way of making the latter more accurate without making the former more accurate than necessary.410

This observation leads to an interesting possibility for constructing a prescribed PDF (DDF) form in atmospheric–science

applications: take the necessary outputs as constraints rather than the available inputs. Thus, for example, if a purpose is

to know a mean value (e.g., a waiting time), take an exponential distribution (Eq. 3.22). If a purpose is to know a variance

(e.g., a standard deviation error in temperature measurements), take a Gaussian distribution (Eq. 3.23). We propose to call

them output–constrained distributions. Note that an assumed PDF obtained under this principle may provide a poor fit to the415

actual distribution. Our basic argument here is that, nevertheless, an assumed PDF will work reasonably well for the purpose
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of estimating the required output values (i.e., “constraints”), because the given distribution is obtained from the maximum–

entropy principle by taking those required outputs as the constraints.

The proposed re–interpretation is consistent with a basic requirement for an assumed PDF form: if we need to fit a PDF

to L–statistical variables, L–parameters must be introduced. This is not the case with a popular approach of introducing an420

assumed double Gaussian distribution for the sake of representing a skewness of an actual distribution (e.g., Larson et al. 2002,

Fitch 2019, Naumann et al. 2013): a number of parameters of an assumed PDF becomes greater than that of required outputs.

For example, with a single variable, a double Gaussian distribution introduces five parameters when only three outputs are

required (mean, variance, skewness). In contrast, the proposed principle suggests how to choose a distribution that contains

the minimum number of parameters compatible with the required number of outputs. Here, we invoke the maximum–entropy425

principle for this purpose.

A current standard approach of updating the PDF parameters is from some moments (e.g., mean, variance) of variables. The

output-constrained distribution principle dictates to update those parameters by using the actual output variables that are re-

quired for a host model or quantities that crucial for predicting the evolution of the system in concern. This rather philosophical

statement poses an important practical question of, for example, whether it is optimal to choose the radar reflectivity as a third430

constraint in bulk microphysics.

4.3 Availability of Input Data

A third major difference of atmospheric problems from standard statistical problems is the availability of input data (e.g.,

initial constraints). In the latter, we assume a situation that available input data (information) is rather limited. For example, the

Maxwell-Boltzmann distribution is derived by assuming that only the total energy is known. It is rarely asked how to obtain435

more information so that, for example, a higher-order correction to the Maxwell-Boltzmann distribution can be obtained. A

limited amount of information is the given starting point.

On the other hand, in atmospheric problems, available information is rather unlimited, or at least, we believe that we can

obtain more data either by modelling or observation if necessary. In other words, the input data is rather unconstrained. For the

subgrid–scale distributions, more explicit models such as cloud–resolving models (CRMs) or large–eddy simulations (LESs)440

can be used at will for any detailed simulations for the subgrid–scale processes of concern, especially with enhancements of

computing power. Such an abundance of information tends to obscure the basic idea of statistical description. The same issue

can also be identified from a perspective of the assumed–PDF (DDF) approach: we can take as many number of moments as

required in principle. The only issue is a computational cost and accuracy benefit.

In other words, in principle, the number of available inputs is less limited in atmospheric problems. Thus, if this available445

information is simply adopted as constraints for defining the most–likely distribution under the maximum–entropy principle,

the number of distribution parameters can arbitrary be increased to get as accurate a distribution as desired. This considera-

tion also strengthens the argument of the last subsection. In the context of the assumed–PDF (DDF) approach, a number of

“constraints” (e.g., moments) must be decided in such manner that required outputs can be evaluated in sufficiently accurate
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manner. In other words, the problem must be constrained by required outputs rather than available inputs: that is the essence450

of the output–constrained distribution principle.

4.4 Validation: Diffusion Problem

Over the last two subsections (Secs. 4.2–4.3), arguments have been developed for re-interpreting the maximum–entropy prin-

ciple in such a manner that the actual variables required as outputs are to be adopted as “constraints” for determining a

distribution. The purpose of this subsection is to test the proposed output–constrained distribution principle by taking, as an455

example, a one-dimensional diffusion equation:
(
∂

∂t
− ∂2

∂x2

)
p= 0 (4.1)

with a diffusion coefficient set to unity for simplicity. When a system evolves purely under white noise forcing, the prognostic

equation for the distribution, p, reduces to this form. Recall that the output–constrained distribution principle is proposed merely

as a guiding principle for choosing an assumed form for distributions, thus we do not expect that those chosen distribution forms460

can make any perfect predictions. Nevertheless, it would be helpful to quantify the degrees of the accuracy of predictions: that

is the purpose of this subsection.

Let us assume that we are interested in predicting only a mean and a variance for the position, x, of the distribution, p.

In other words, the required outputs for our problem are only a mean, 〈x〉, and a variance, 〈(x−〈x〉)2〉. In this case, the

output–constrained distribution principle suggests that it suffices to take a Gaussian distribution, say:465

p(x,t) = p0(t)e−λ2(t)(x−〈x〉(t))2 . (4.2)

The time dependence of the parameters, λ2(t) and 〈x〉(t), introduced in the above solution (4.2) can be derived by directly

substituting (4.2) into Eq. (4.1): cf., Sec. 5.4.1. When the initial conditions are given by

〈x〉|t=0 = 〈x〉0, (4.3a)

〈(x−〈x〉)2〉|t=0 =
1

2λ∗
, (4.3b)470

the time evolution of the distribution (4.2) is given by

p(x,t) =
1

(1 + 4λ∗t)1/2

(
λ∗

π

)1/2

exp
[
−λ
∗(x−〈x〉0)2

1 + 4λ∗t

]
. (4.4)

Here, the distribution, p, is also normalized so that its integral over the whole domain becomes unity, and the time evolution of

the mean and the variance is given by

〈x〉= 〈x〉0, (4.5a)475

〈(x−〈x〉)2〉=
1 + 4λ∗t

2λ∗

=
1

2λ∗
+ 2t. (4.5b)
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Note that the mean is a constant with time in the diffusion problem if the initial condition is Gaussian, whereas the variance

increases linearly with time.

The basic idea behind the output–constrained distribution principle is to define a PDF in such manner that the required output480

variables (mean and variance, here) can be evaluated most effectively with the minimum possible parameters. Fitting an actual

distribution under an assumed PDF form is not a goal. To test the working of this principle, we consider the two examples, in

which we set both the initial mean and variance of the output–constrained distribution (4.4) equal to those of an actual initial

distribution, and compare the evolutions of means and variances of both distributions.

4.4.1 Example 1: Double Gaussian Distribution485

As a first example, we take an initial distribution consisting of two Gaussian distributions:

p(x,t= 0) = α1

(µ1

π

)1/2

e−µ1(x−x1)
2

+α2

(µ2

π

)1/2

e−µ2(x−x2)
2
. (4.6)

Here, two Gaussians are centered as x= x1 and x2, respectively. By a normalization condition, we may set

α1 +α2 = 1. (4.7a)

We may further set490

α1x1 +α2x2 = 0. (4.7b)

so that the initial mean is 〈x〉= 0.

It is immediately seen that the time evolution of this system is given by

p(x,t) =
α1

(1 + 4µ1t)1/2

(µ1

π

)1/2

e−µ1(x−x1)
2/(1+4µ1t) +

α2

(1 + 4µ2t)1/2

(µ2

π

)1/2

e−µ2(x−x2)
2/(1+4µ2t). (4.8)

Here, the mean remains a constant with time, thus 〈x〉= 0, and evolution of the variance is given by495

〈x2〉=
α1

2
1 + 4µ1t

µ1
+
α2

2
1 + 4µ2t

µ2

=
1
2

(
α1

µ1
+
α2

µ2

)
+ 2t. (4.9)

We can evaluate the statistical evolution of this system by an output–constrained distribution (i.e., a single Gaussian distribu-

tion) by setting the initial mean and variance identical. Thus, we obtain 〈x〉0 = 0 and

λ∗ =
(
α1

µ1
+
α2

µ2

)−1

(4.10)500

in Eq. (4.4). Substitution of (4.10) into Eq. (4.5b) shows that this single Gaussian model can predict the time evolution of both

the mean (rather trivially) and the variance of a two-Gaussian system perfectly.

Note that in this case, a single Gaussian hardly fits a double Gaussian distribution in any good approximation, especially

when two Gaussians are well separated from each other. However, if our interest is merely to predict a variance, then in this
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example a single Gaussian approximation perfectly serves the purpose, being consistent with a proposed re-interpretation of505

the maximum–entropy principle. This example may appear to be rather too special and artificial. Nevertheless, it makes the

case well that for predicting a limited number of statistical quantities satisfactory, accurately predicting the evolution of the

whole distribution is not necessarily a requirement.

4.4.2 Example 2 : A Skewed Gaussian Distribution

The second example is a skewed initial distribution given by510

p(x,t= 0) =
(
λ

π

)1/2

(1 +αx)e−λx
2
. (4.11)

Here, a constant parameter, α, controls the skewness of this distribution. This example examines how well an assumed Gaussian

distribution predicts the statistics when an actual distribution is not Gaussian.

The time evolution of this system is solved by, for example, a Fourier transform method, as summarized in the Appendix.

The final answer is:515

p(x,t) =
1

(1 + 4λt)1/2

[
1 +

αx

(1 + 4λt]2

](
λ

π

)1/2

exp
[
− λx2

1 + 4λt

]
. (4.12)

From this solution, the time evolution of mean and variance is readily evaluated as:

〈x〉=
α

2λ(1 + 4λt)
, (4.13a)

〈(x−〈x〉)2〉=
1 + 4λt

2λ

[
1− α2

2λ(1 + 4λt)3

]
. (4.13b)

“Fit” to this problem under the assumed single Gaussian distribution is given by520

〈x〉0 =
α

2λ
, (4.14a)

λ∗ = λ

(
1− α2

2λ

)−1

. (4.14b)

In this case, the assumed PDF fails to predict a gradual shift of the mean to the origin from an initial position (cf., Eq. 4.13a

and Eq. 4.14a: Fig. 1(a)). This discrepancy is hardly a surprise, because an assumed–PDF evolution is not expected to predict

an evolution of an actual distribution in any perfect manner. However, the growth of deviation of the variance with the assumed525

single–Gaussian (Eq. 4.14b: long dash) from the real value (Eq. 4.13b: solid) is relatively slow (Fig. 1(b)), and an underestimate

is only 25% even at λt= 10 with a relatively large nondimensional skewness parameter (i.e., α/λ1/2 = 0.5) assumed.

5 Liouville Equation Constrained by an Assumed PDF

As emphasized in the last section, in principle, a full physical system, as given by Eq. (2.2) in the present study, is known in

atmospheric problems, thus it also prompts us to exploit the Liouville equation (3.24) in predicting the time evolution of a530
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Figure 1. Plots of (a) 2λ〈x〉/α and (b) 2λ〈(x−〈x〉)2〉 with an initial skewed Gaussian distribution (4.11) with α/λ1/2 = 0.5: exact (solid)

and with a single Gaussian approximation (long dash). Note that in (a), although the exact mean (solid) decreases to zero with time, the

assumed Gaussian solution (long dash) totally fails to predict this tendency. Nevertheless, the prediction of the variance (b) with the assumed

Gaussian (long dash) is still qualitatively correct, even though a tendency of underestimation against the exact value (solid) may be noted.

distribution. The next question is how to exploit it efficiently. The output–constrained distribution principle introduced in the

last section provides a half of the answer to this question: adopt a distribution form that is defined from the maximum-entropy

principle, but taking the required outputs for the host model as the “constraints”, 〈σl〉 (l = 1, . . . ,n). As a result a distribution

with by a finite number of parameters, {λi}, is obtained. Thus, the problem of defining the time evolution of a continuous

distribution function reduces to that of describing the time evolution of a finite number of parameters {λi(t)}. The remaining535

half of the question is how to actually calculate the time evolution of {λi} directly by a set of ordinary differential equations.

The present section addresses this remaining half.

The first key step required for this procedure is, as just suggested, to replace the time derivative, ∂p/∂t, of the distribution

by those, λ̇l, of the PDF parameters. This is simply accomplished by taking a chain rule to the time derivative, noting the time
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dependence in the distribution (3.2a) arises solely from the parameters, {λi}:540

∂p

∂t
=

N∑

i=0

∂p

∂λi
λ̇i. (5.1)

A specific example of this procedure is given by Eq. (5.12) below, which can also be performed either more directly or using

the formula (5.1) explicitly.

5.1 General Formulation

This subsection derives a prognostic set of equations for the PDF parameters {λl} in a general manner. The derivation is545

repeated in Sec. 5.3 by taking the exponential distribution as an example so that the basic idea can be seen in a more concrete

manner, but with the physics, F , left general.

We assume a distribution in a general form (3.2a) assuming that a distribution is defined by N + 1 free parameters λi

(i= 0, · · · ,N ). Here, we assume that λ0 is a constant factor that is required for normalizing the distribution, thus

p∝ λ0, (5.2a)550

or

∂p

∂λ0
=

p

λ0
. (5.2b)

Substitution of Eq. (5.2b) into Eq. (5.1) leads to:

∂p

∂t
= p

λ̇0

λ0
+

N∑

i=1

∂p

∂λi
λ̇i. (5.3)

The replacement of the left–hand side of Eq. (5.3) by that of the right–hand side is the key step of reducing the problem of the555

evolution of a distribution, p, as a whole into that of the fixed number of parameters, λi (i= 1, . . . ,N ).

The time evolution of this distribution is constrained in two ways: first, by a normalization condition (3.11) and second, by

the Liouville equation (3.24). The normalization condition (3.11) can also be cast into a prognostic form by taking the time

derivative:

∂

∂t

∫
pdφ= 0 (5.4)560

with the normalization (3.11) introduced as an initial condition. Note that in case with PSDs, the right–hand side of Eq. (3.11)

must be replaced by Ċ0 with C0 stands for the total particle number density. Thus, the following reduction must also be

modified accordingly.

When the integral range is fixed with time, the time derivative can be moved inside the integral, operating only on the

distribution, p, in Eq. (5.4). Further substituting the formula for the time derivative (5.3), we obtain:565

λ̇0

λ0
=−

N∑

i=1

[∫
∂p

∂λi
dφ

]
λ̇i. (5.5)
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The Liouville equation (3.24) also reduces from Eq. (5.3) to:

p
λ̇0

λ0
+

N∑

i=1

∂p

∂λi
λ̇i +

∂

∂φ
(pF ) = 0, (5.6)

and substituting Eq. (5.5) furthermore to the above,

N∑

i=1

[
∂p

∂λi
− p
∫

∂p

∂λi
dφ

]
λ̇i +

∂

∂φ
(pF ) = 0. (5.7a)570

Eq. (5.7a) is the key result of the present study, because it constitutes a prognostic equation for evaluating the time evolution

of {λi}. Note that when the same procedure is applied to the diffusion equation (4.1), by replacing ∂pF/∂φ by −∂2φ/∂φ2, it

reduces into a set of ordinary differential equations for λ2 and 〈x〉, as shown in Sec. 5.4.1. As in the case with the Gaussian

equation, more generally, when the assumed PDF form constitutes an exact solution of a given system, Eq. (5.7a) is separated

out into the φ– and λi–dependencies, and the latter dependencies can be solved separately, independent of of the distribution575

variable, φ.

However, because the assumed PDF generally constitutes merely an approximation of a true distribution, φ–dependence in

Eq. (5.7a) cannot be separated out in general case, thus this equation cannot be solved in any consistent manner merely in terms

of the assumed–PDF parameters, {λi}. The consequence of the approximate nature of the assumed PDF in Eq. (5.7a) is more

explicitly seen by substituting the form (3.2b) into Eq. (3.24):580

N∑

i=1

[
∂p

∂λi
− p
∫

∂p

∂λi
dφ

]
λ̇i +

∂

∂φ
(pF ) = E . (5.7b)

with E suggesting a possible error. We should well keep in mind that this very last fact does not change regardless of whatever

manner we attempt to predict the evolution of a distribution by an assumed PDF. In other words, Eq. (5.7a) itself is not

defected, but the difficulty here is a simple consequence of the assumed PDF approach, which attempts to solve the evolutions

of distributions by assuming the forms that are not actual solutions.585

Thus, the next goal is to derive a closed set of equations, not depending on φ, from Eq. (5.7a) in order to solve a set of

distribution parameters, {λi}, in a consistent manner. For this purpose, we need to remove the φ–dependence from Eq. (5.7a).

An only option that we can see is to simply integrate it over φ. Here, a goal is to obtain N differential equations for λi

(i= 1, . . . ,N ) by removing φ–dependence. For this purpose, we apply a set of weights, σl (l = 1, · · · ,N ), on Eq. (5.7a) and

integrate them over φ. Here, the weight, σl, is an unspecified function of φ, but independent of {λi}. After integration in φ, we590

obtain

N∑

i=1

[∫
σl
∂p

∂λi
dφ−

∫
σlpdφ

∫
∂p

∂λi
dφ

]
λ̇i =−

∫
σl
∂

∂φ
(pF )dφ (5.8a)

for l = 1, · · · ,N . As a result, we obtain N ordinary differential equations for N unknowns. The set of equations (5.8a) is linear

in terms of λ̇i, thus it can be inverted in principle, and the tendencies, λ̇i, can explicitly be evaluated. Here, keep in mind that
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Eq. (5.8a) is valid only approximately, thus it may be more emphatically stated as:595

N∑

i=1

[∫
σl
∂p

∂λi
dφ−

∫
σlpdφ

∫
∂p

∂λi
dφ

]
λ̇i =−

∫
σl
∂

∂φ
(pF )dφ+ El (5.8b)

with El suggesting an associated error. Note further that the right hand side of Eq. (5.8a) can be re–written as
∫
σl
∂

∂φ
(pF )dφ=−

∫
pF

∂σl
∂φ

dφ (5.9)

by an integration by parts, assuming that pF vanishes at the edges of the integral range. Here, the major open question with

this procedure is the choice of the weights, {σl}, that is the key issue to be addressed next.600

Here, the most appropriate choice of the weights, {σl}, becomes immediately clear by noting that the left–hand side of

Eq. (5.8a) corresponds to a temporal tendency, d〈σl〉/dt, of the “averaged” weight:

d

dt
〈σl〉=

∫
σl
∂p

∂t
dφ=

N∑

i=0

[∫
σl
∂p

∂λi
dφ

]
λ̇i, (5.10a)

where the last expression reduces to the left-hand side of Eq. (5.8a) with the help of Eq. (5.5). Thus, symbolically, Eq. (5.8a)

is equivalent to:605

d

dt
〈σl〉= 〈Fσl

〉 (5.10b)

with Fσl
is the source term that defines the tendency of σl. This correspondence further suggests that Eq. (5.8a) can easily

be generalized to the systems containing a spatial dependence with Eq. (2.1): evaluate the right–hand side directly from a

prognostic equation for 〈σl〉 as defined by Eq. (5.10b); λ̇i is also replaced by a partial time derivative, ∂λl/∂t, in the left–hand

side, as a result.610

By the deduction from Eq. (5.10a), we can conclude that Eq. (5.8a) predicts the time evolution of 〈σl〉, as given by

Eq. (5.10b), where

〈σl〉=
∫
pσldφ. (5.10c)

It also follows that if {〈σl〉} are chosen as the outputs to be used in the host model, by following the output–constrained

distribution principle (cf., Sec. 4.2), Eq. (5.8a) predicts those required outpus consistently under a given assumed PDF (DDF),615

being equivalent for solving Eq. (5.8b). Thus, we choose {σl} the same as in the constraints (3.10) withGl = pσl andL=N . A

standard choice following the assumed–PDF (DDF) approach is to set σl = φl. This procedure is equivalent to time integrating

the moments for predicting {λi}. Eq. (5.8a) or (5.10b) further simply reduces to a diagnostic method based on moments,

when {〈σl〉} are taken as moments, and also a diagnostic limit is taken. As already emphasized in introducing the governing

equation (2.2) of the system in Sec. 2, the source term, F , includes all the physics associated with a variable, φ. A multi–620

variable extension is also straightforward. Thus, in principle, this formulation can be applied to any assumed–PDF approaches,

including those in cloud microphysics and data assimilation.
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In subsequent subsections, more specific versions of Eq. (5.8a) for various assumed PDF forms are presented, as a demon-

stration that this general formulation can actually be used. These results can readily be used as receipts for applying the

formulation to any physical problems under given assumed PDF forms, once the source term, F , is specified. However, as a625

minor detour, we discuss the link of the newly–presented formulation to the existing assumed–PDF approaches and the bulk

microphysics in the next subsection.

5.2 Link to the Existing Assumed–PDF Approaches and the Bulk Microphysics

The formulation presented in the last subsection constitutes a generalization of the existing assumed–PDF approaches in the

following manners. Recall that with the help of Eq. (5.10a), the general equation (5.8a) can more symbolically be written as630

Eq. (5.10b). Here, keep in mind that a spatial dependence of variables with Eq. (2.1) can also be taken into account by simply

replacing the time derivative in the left–hand side by a partial derivative. Also keep in mind the possibilities of generalizations

into the systems with multiple variables, though they remain implicit here. In this manner, Eq. (5.10b) constitutes a general

form of governing equations considered in the existing assumed–PDF approaches, as more specifically presented by e.g.,

Eqs. (3.1)–(3.10) in Larson (2022).635

The first generalization to be noticed is the fact that 〈σl〉 can be of any output variables as required by a host model so long

as σl are properly defined as functions of dependent variables. Also note that the integral range in definition (Eq. 3.10c) can

be taken in any manner, although such a full generalization itself is left for future studies. Thus, for example, a cloud fraction

can also be introduced as one of the output variables of the form, 〈σl〉, under this definition. On the other hand, the existing

assumed–PDF approaches, rather arbitrarily, restrict these statistical variables, 〈σl〉, to be moments (e.g., Golaz et al. 2002).640

The formulation of the last subsection demonstrates that this restriction is not necessary, but a very wide range of choice can

be taken for 〈σl〉.
Furthermore, the existing assumed–PDF approaches perform time integrals of the statistical variables, 〈σl〉, by Eq. (5.10b).

Note that with some variables, Eq. (5.10b) is solved diagnostically by setting the left–hand side to be zero (cf., Larson 2017).

After updating 〈σl〉, the PDF parameters, {λl}, are diagnosed from the given set of {〈σl〉} from the relations:645

〈σj〉= 〈σj〉({λl}) (5.11)

for j = 1, . . .N . As already discussed in Sec. 3.2.1, the inversion of {〈σl〉} to {λl} is not always easy.

The general formulation of the last subsection, in turn, shows that the left–hand side of Eq. (5.10b) can be replaced by the

left–hand side of Eq. (5.8a), thus the problem directly reduces to the prognoses of the PDF parameters of a given distribution. As

a result, there is no longer a need for performing a cumbersome inversion. This modification much facilitates the computational650

procedure. Note especially that when the same set of moments are taken for {〈σl〉}, with identical assumed PDF forms, the

present formulation is perfectly equivalent to an existing assumed–PDF model apart from the fact that the PDF parameters,

{λl}, are directly predicted instead of the moment set, {〈σl〉}.
Another strength of the present formulation is in more explicitly showing that the right–hand side of Eq. (5.10b) can also

be totally expressed in terms of the PDF parameters. As a result, there is no longer a need to introduce further closures to655
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the assumed–PDF formulation, as also noted by Golaz et al. (2002). However, this last rather obvious point is not always

recognized, and some assumed–PDF approaches often introduce additional closures to close their formulations (e.g., Fitch

2019, Naumann et al. 2013).

The standard formulations in the bulk microphysics (cf., Milbrandt and Yau 2015 and the references therein) are to adopt

the mixing ratio, q, the total number density, NT , and the radar reflectivity, Z, as the prognostic variables, with the order to be660

adopted with decreasing truncations. Under the present formulation, neglecting multiplication factors, q and Z correspond to

setting σ1 = r3 and σ2 = r6, respectively, whereas NT is predicted in a standalone manner by separating out the number den-

sity, n, into the two components by setting, n=NT p. More or less the same remarks follow for them with further flexibilities

in the formulation by re-writing it in terms of a general form of Eq. (5.10b). Probably, most importantly, the choice of the radar

reflectivity, Z, as a “constraint” can be questioned form a point of view of the output–constrained distribution principle (cf.,665

Sec. 4.2): though it may be a useful variable to compare with the observation, it is not directly required in any microphysical

tendencies within a model.

5.3 Application (1): Exponential Distribution

In this subsection, we repeat the general derivation presented in Sec. 5.1 by taking the exponential distribution (Eq. 3.22 with

λ0 = p0) as an example. Here, we immediately obtain ∂p/∂λ0 = p/λ0, ∂p/∂λ1 =−pφ, and670

∂p

∂t
= p

λ̇0

λ0
− pφλ̇1. (5.12)

The normalization condition (5.4) is obtained by integrating the above equation with respect to φ:

λ̇0

λ0

∫
pdφ− λ̇1

∫
pφdφ= 0. (5.13a)

Noting that
∫
pdφ= 1 and

∫
pφdφ≡ 〈φ〉= 1/λ1, it reduces to:

λ̇0

λ0
− λ̇1

λ1
= 0, (5.13b)675

which can be immediately integrated into:

λ0

λ1
= const. (5.13c)

That is the constraint under the normalization condition. Alternatively, the normalization condition can be obtained directly by

performing an integral of the distribution analytically:

λ0 = λ1. (5.13d)680

Substitution of Eq. (5.13b) into Eq. (5.12), in the same manner as that of Eq. (5.5) into Eq. (5.6), makes the right–hand side

depending only on λ1. Substituting this final expression into the Liouville equation (3.24), we obtain:

p

(
1
λ1
−φ
)
λ̇1 +

∂

∂φ
(pF ) = 0. (5.14a)
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Here, this equation contains φ-dependence, thus it cannot be directly used to predict λ1.

We remove the φ–dependence from Eq. (5.14a) by multiplying a weight σ1 that depends only on φ and integrating it by φ685

over [0,+∞]. We choose the weight σ1 = φ, because the exponential distribution is to be used for predicting the mean value,

based on an argument in Sec. 4.2.

Thus,
[

1
λ1
〈φ〉− 〈φ2〉

]
λ̇1−〈F 〉= 0, (5.14b)

or by further noting 〈φ〉= 1/λ1 and 〈φ2〉= 2/λ2
1,690

λ̇1 =−λ2
1〈F 〉. (5.15a)

This equation states that when there is a positive mean source, 〈F〉> 0, the slope of the distribution becomes gentler by

transporting it to larger values, whereas a mean sink (negative source) steepens the distribution. The above equation can readily

be solved analytically, and we obtain

λ1(t) =


 1
λ1(0)

+

t∫

0

〈F 〉dt〉



−1

. (5.15b)695

The significance of the above result may be best interpreted by re–writing it for the mean value:

〈φ〉= λ1(t)−1 = 〈φ〉
∣∣∣
t=0

+

t∫

0

〈F 〉dt. (5.15c)

This is the consistent evolution of the mean state under the assumed exponential distribution.

The same reduction can be repeated, instead, setting the weight as σ1 = φn in a more general manner with an unspecified

integer, n. In this case, instead of Eqs. (5.15b, c), we obtain:700

λ1(t) =


 1
λn1 (0)

+n!

t∫

0

〈Fφn−1〉dt〉



−1/n

. (5.16a)

〈φn〉= 〈φn〉
∣∣∣
t=0

+ (n!)2
t∫

0

〈Fφn−1〉dt, (5.16b)

noting that 〈φn〉= n!/λn1 . In this case, Eq. (5.16b) presents a consistent evolution of 〈φn〉.
Keep in mind that the solution (5.16a) is implicit when F itself also depends on φ. A more explicit solution can be derived

by setting it more specifically as, say, F = φm. Solving an equivalent equation to Eq. (5.14b), we find:705

λ1(t) = (λm−1
1 (0)− γmt)1/(m−1), (5.16c)

where

γm = (m− 1)(n− 1)!(n+m− 1)!, (5.16d)
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when m 6= 1. When m= 1, we find:

λ1(t) = λ1(0)e−γ1t, (5.16e)710

where

γ1 = (n− 1)!(n+m− 1)!. (5.16f)

It is clear that the parameter, λ1, qualitatively changes with a different “rate”, γm, of evolution with the varying n, thus the

evolution of the assumed PDF is sensitive to the choice of the weight, σ1. It also follows that a proper choice of σ1 is crucial

to ensure that a statistics, 〈σ1〉, of a particular interest is consistently predicted. A simple manner to achieve this consistency715

is to solve a prognostic equation for 〈σ1〉 in terms of λ1. The general formulation presented in Sec. 5.1 is constructed in this

manner.

Here, however, there is a more serious problem with the above solution (5.16c): the exponential distribution continuously

flattens with time, and the distribution becomes totally homogeneous at t= λm−1
1 (0)/γm, then λ1 = 0, and the solution breaks

down beyond this point with λ1 becomes a complex number. Such a collapse of the distribution is a dramatic example of720

suggesting an inherent limitation of the assumed–PDF approach. Fig. 2 plots the obtained time series of λ1 with m= 0–3 in

(a)–(d) with the weight exponents, n= 1 (solid), n= 2 (long dash), and n= 3 (short dash). It is seen that the discrepancy

of the solution with different weights, σ1, exacerbates rapidly as a higher–order dependence of F on φ. Here, we set the

initial condition as λ1(0) = 1. This is equivalent to normalize the PDF parameter and the time into λ1/λ1(0) and λ1−m
1 (0)t,

respectively.725

5.4 Application (2) : Gaussian Distribution

The second application is the Gaussian distribution, especially because this is a standard distribution assumed in data assimi-

lation. The Gaussian distribution is also often assumed in subgrid-scale distribution problems. Here, the simplest case with a

single variable is considered, as given by Eq. (3.23). Here, p0 = λ0, and we take the mean value, 〈φ〉=−2λ2/λ1 to be a PDF

parameter in place of λ1. From a normalization condition730

p0 =
(
λ2

π

)1/2

. (5.17)

This diagnostic relation can be used to update the distribution constant p0 in place of updating it by integrating Eq. (5.5).

We further note:

∂p

∂〈φ〉 = 2λ2(φ−〈φ〉)p, (5.18a)

∂p

∂λ2
=−(φ−〈φ〉)2p. (5.18b)735

By substituting these expressions into Eq. (5.8a), we obtain:

2λ2
˙〈φ〉[〈σl(φ−〈φ〉)〉− 〈σl〉〈φ−〈φ〉〉] + λ̇2[−〈σl(φ−〈φ〉)2〉+ 〈σl〉〈(φ−〈φ〉)2〉] =

〈
F
∂σl
∂φ

〉
. (5.19)
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Figure 2. Plot of the obtained time series of λ1 with m= 0 (a), 1 (b), 2 (c), and 3 (d) with the weight exponents, n= 1 (solid), n= 2 (long

dash), and n= 3 (short dash).

Note that an integration by parts is applied to the last term in Eq. (5.8a) to obtain the right-hand side above. Note also that

〈φ−〈φ〉〉= 0, and thus

2λ2
˙〈φ〉〈σl(φ−〈φ〉)〉+ λ̇2[−〈σl(φ−〈φ〉)2〉+ 〈σl〉〈(φ−〈φ〉)2〉] =

〈
F
∂σl
∂φ

〉
. (5.20)740

Recall that the Gaussian distribution is obtained from the maximum–entropy principle when a system is constrained by the

mean and the variance; thus we set σ1 = φ−〈φ〉 and σ2 = (φ−〈φ〉)2 in the above. With l = 1, we obtain

2λ2〈(φ−〈φ〉)2〉 ˙〈φ〉− 〈(φ−〈φ〉)3〉λ̇2 = 〈F 〉 (5.21a)

and with l = 2,

2λ2〈(φ−〈φ〉)3〉 ˙〈φ〉+ [−〈(φ−〈φ〉)4〉+ 〈(φ−〈φ〉)2〉2]λ̇2 = 2〈(φ−〈φ〉)F 〉. (5.21b)745
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Note that the Gaussian distribution is not skewed, thus 〈(φ−〈φ〉)3〉= 0. Also note the relations

〈(φ−〈φ〉)2〉=
1

2λ2
, (5.22a)

〈(φ−〈φ〉)4〉= 3〈(φ−〈φ〉)2〉2. (5.22b)

By substituting these relations into Eqs. (5.21a, b), we obtain the final results:

˙〈φ〉= 〈F 〉, (5.23a)750

d

dt

(
1
λ2

)
= 4〈(φ−〈φ〉)F 〉. (5.23b)

Eq. (5.23a) simply means that the mean value evolves by following a tendency defined by the mean source, whereas Eq. (5.23b)

suggests that the distribution is more dispersed when a more positive source is found away from the mean value.

5.4.1 Diffusion Problem

The diffusion equation (4.1) considered in Sec. 4.4 is a particular problem that can be solved exactly by the Gaussian distribu-755

tion (3.23). We note that the diffusion equation (4.1), re–setting x= φ here, is obtained from the Liouville equation (3.24) by

setting the forcing to be an operator, F =−∂/∂φ. As a result, the general formulation presented so far can directly be applied

to the diffusion equation: by substituting the derivative relations (5.18a, b) into Eq. (5.7a), and also noting that

∂2p

∂φ2
= [−2λ2 + 4λ2

2(φ−〈φ〉)2]p (5.24)

we obtain:760

2λ2(φ−〈φ〉)〈φ̇〉− [(φ−〈φ〉]2− 1
2λ2

][λ̇2 + 4λ2
2] = 0 (5.25)

Note that the same can also be obtained by directly substituting (3.23) into Eq. (4.1). Note that the above equation can be

solved for the two parameters, 〈φ〉 and λ2, independent of φ by setting:

〈φ̇〉= 0, (5.26a)

λ̇2 + 4λ2
2 = 0 (5.26b)765

The same pair as the above is more directly obtained by substituting 〈F 〉= 0 and 〈(φ−〈φ〉)F 〉=−1 into Eqs. (5.23a, b).

Solving for Eqs. (5.26a, b), we arrive at the solution (4.4).

5.5 Application (3): Gamma Distribution

The third example to consider is the gamma distribution (cf., Sec. 3.4.3):

p= p0φ
µe−λφ, (5.27a)770
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where

p0 =
λµ+1

Γ(µ+ 1)
(5.27b)

from the normalization condition. Recall that the gamma function, Γ(x), is defined by

Γ(x) =

+∞∫

0

ξx−1e−ξdξ. (5.27c)

We note the expressions for the derivatives by the distributions parameters:775

∂p

∂µ
= p logφ, (5.28a)

∂p

∂λ
=−φp. (5.28b)

By substituting these two expressions into Eq. (5.8a), we obtain

µ̇[〈σl logφ〉− 〈σl〉〈logφ〉] + λ̇[−〈σlφ〉+ 〈σl〉〈φ〉] =
〈
F
∂σl
∂φ

〉
(5.29)

for l = 1, 2. As before, we set σ1 = φ and σ2 = φ2. We note especially780

〈φ logφ〉=
1
λ

[(µ+ 1)〈logφ〉+ 1], (5.30a)

〈φ2 logφ〉=
1
λ2

[(µ+ 1)(µ+ 2)〈logφ〉+ 2µ+ 3]. (5.30b)

Thus, with l = 1 and 2, respectively, we obtain

µ̇

λ
− (µ+ 1)

λ̇

λ2
= 〈F 〉, (5.31a)

2µ+ 3
λ2

µ̇− 2(µ+ 2)(µ+ 1)
λ3

λ̇= 2〈φF 〉. (5.31b)785

By combining Eqs. (5.31a, b), we obtain the equations for the tendencies of the two PDF parameters as:

µ̇= 2[(µ+ 2)〈F 〉−λ〈φF 〉], (5.32a)

λ̇=
λ2

µ+ 1
[(2µ+ 3)〈F 〉− 2λ〈φF 〉]. (5.32b)

6 Demonstration: Condensation Growth of Cloud Droplets

The general formulation for directly predicting the evolution of the assumed–PDF (DDF) parameters has been presented in790

the last section. The purpose of this section is to demonstrate the steps of this formulation by taking the condensation growth

of cloud droplets as an example. The output-constrained distribution introduced in Sec. 4.2 is also invoked in choosing a
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distribution form. It is known that the size, r, of cloud droplet grows with a rate proportional to 1/r under a fixed state of

super–saturation (cf., Ch. 6, Rogers and Yau 1989). Thus, by setting a proportionality constant to be unity, the governing

equation (2.2) of this system becomes795

ṙ =
1
r

(6.1a)

with φ= r and F = 1/r. In this case, p(r) becomes a number density of drops with a radius r, or PSD. Here, we normalize

the PSD with the condition (3.11).

The system (6.1a) can analytically be solved, and the general solution is:

r(t) = (r2(0) + 2t)1/2 (6.1b)800

with r(0) the initial condition. Consequently, when an initial distribution of droplets is given by

p(r, t= 0) = p0(0)p̃(r), (6.2)

its subsequent evolution is defined by

p(r, t) = p0(t)p̃(r(0|r, t)). (6.3a)

Here, r(0|r, t) is the initial size of a droplet whose size is r at time t, and thus:805

r(0|r, t) = (r2− 2t)1/2. (6.3b)

By substituting Eq. (6.3b) into the un–normalized distribution p̃(r(0|r, t)), the latter becomes a function of r for for r2(t)≥ 2t,

and otherwise p(r, t) = 0.

In this manner, the problem of time evolution of the droplet distribution under the condensation growth is solved almost

analytically, except for a need of adjusting the normalization factor, p0(t), with time. This additional requirement arises,810

because the un–normalized initial distribution, p̃(r), deforms as p̃(r(0|r, t)) by following Eq. (6.3b), but without satisfying

the normalization condition. This normalization factor, p0(t), is evaluated by numerically integrating p̃(r(0|r, t)) over r. Note

that this normalization condition must be applied only for a given time, t, at which the solution, p(r, t), is required, without

performing any time integral.

As a specific initial distribution, we set815

p(r, t= 0) =
λµ+1

Γ(µ+ 1)
rµe−λr (6.4)

with µ= 1 and λ= 1. The exact time evolution following this initialization, which obeys Eq. (6.3a), is shown in Fig. 3(a) with

varying curves for t= 0–4 with an interval of ∆t= 1. The whole distribution moves with time to larger sizes, r, because of

condensational growth, as expected. Note especially that the minimum size in the distribution moves to larger values with time

by following820

r = (2t)1/2. (6.5)
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Figure 3. Time evolution of cloud-droplet size distribution under condensation growth with the curves corresponding to t= 0 (solid) to

4 (double–chain dash) with an interval of ∆t= 1: (a) exact result, and (b) when a gamma distribution is assumed. Note that the whole

distribution moves to a larger droplet size with time.

With these two tendencies combined, we note a pronounced narrowing tendency of the distribution with time, the tendency

that is well known in the literature. Remarkably, it leads to a decrease of the standard deviation with time as seen below.

In the following, two assumed PSDs are considered for demonstrations of the general formulation of the last section.

6.1 Gamma distribution825

Considering the fact that our example is a microphysical problem, the most natural choice to consider is the gamma distribution

(5.27a), as a commonly adopted distribution in microphysics (cf., Sec. 3.4.3). A general formulation for this case is presented

in Sec. 5.5. The only additional information required is to note 〈F 〉= λ/µ and 〈rF 〉= 1 with the system (6.1a), recalling

the definition (5.10c) for the angle bracket, and also F = 1/r. Substituting them, Eqs. (5.32a, b) are solved by the 4th–order

Runge–Kutta method with a time step of 10−2 and the initial condition given by µ= 1 and λ= 1. The result is shown in830

Fig. 3(b) with the same curves as in (a). Obviously, it is not possible to re–produce the growth of the minimum size (Eq. 6.5) by

a gamma distribution. However, it may be remarkable that an overall evolution of the size distribution is reasonably reproduced.
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Figure 4. Time evolutions of (a) the average size, 〈r〉, and (b) the standard deviation, 〈(r−〈r〉)2〉1/2 of droplets under the condensation

growth. Here, exact evolutions are shown in solid, whereas the predictions with the assumed gamma distribution are shown by long–dashed

curves.

The result here is especially remarkable, because the computation of the evolution of the distribution involves only time

integrations of two parameters, µ and γ, then the full distribution is automatically determined from the assumed gamma

distribution form. In a standard approach of directly evaluating the evolution of a distribution by integrating Eq. (3.24) with835

time, we need to introduce a number of values for r, that we wish to evaluate. For example, in Figs. 2(a) (b), 100 points are used

for plotting the distribution curves for each time. Furthermore, for numerically integrating p̃(r(0|r, t)) for the normalization

purpose, the integral is typically extended to r ' 100 using about 2000 points: a relatively large maximum r is to ensure a

convergence of this integral. In standard bin microphysics, 30 points are considered minimum (cf., Khain et al. 2015). The

assumed–PDF (DDF) approach adopted here enables us to compute the same only with the two parameters, instead of many840

points for r.

To verify the prediction of statistics, Fig. 4 plots the time evolutions of (a) the average size, 〈r〉, and (b) the standard deviation,

〈(r−〈r〉)2〉1/2 with 〈r〉= (µ+ 1)/λ and 〈(r−〈r〉)2〉= (µ+ 1)/λ2. Here, the exact evolutions are shown in solid, whereas

the approximate predictions with the assumed gamma distribution are shown by long–dash curves. Keep in mind that from a

point of view of maximum–entropy principle, the gamma distribution is designed to predict only a mean value properly. An845
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Figure 5. The same as in Fig. 3, but long-dashed curves are when an exponential distribution is assumed for prediction.

additional algebraic correction factor is not a result of any “constraint” from the point of view of the large deviation principle

(cf., Sec. 3.3.2). These predictions are accurate only under limits of an assumed distribution: though the prediction of the mean

(Fig. 4(a)) is rather reasonable, that of the standard deviation noticeably deviates from the actual evolution with time (Fig. 4(b)).

6.2 Exponential distribution

We further simplify the assumed distribution into an exponential so that there is only a single parameter, λ1, in the distribution850

(cf., Eq. 5.14a). In this case, the assumed distribution no longer fits to the actual evolution initiated with a gamma distribution

(6.4) as r→ 0.

Here, we face a technical problem for adopting the exponential distribution for this system, because the integral for 〈F 〉
diverges due to a singularity of the source F at r = 0. To avoid this problem, we set λ1 of the exponential distribution in such

manner that it gives the same mean size 〈r〉 as the gamma distribution given by Eq. (6.4) [i.e., λ1 = λ/(1 +µ)], and then we855

adopt a formula,〈F 〉= λ/µ, directly from the gamma distribution. Thus, 〈F 〉= (1 +µ)λ1/µ. Here, µ is kept the same as the

initial condition of the distribution (6.4). Under this assumption, the time integral of Eq. (5.15a) can be performed, and the

evolution of the mean size can be evaluated by Eq. (5.15c). Evolution of the standard deviation is also evaluated as 1/λ1.
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These results are shown in Fig. 5 in the same format as in Fig. 4: evolution of the standard deviation (long-dashed curve in

(b)) now becomes totally opposite to the actual tendency (solid curve). However, the evolution of the mean size is still overall860

predicted in consistent manner in (a). The results are simply consistent with the assertion in Sec. 4.2 that if a sole purpose

of using a distribution is to predict evolution of a mean, the exponential distribution is sufficient for the purpose. Here, this

assertion is supported to a good extent, even though an actual distribution does not fit to the exponential distribution at all.

7 Conclusions and Discussions

Distribution problems are identified in various contexts of atmospheric sciences: subgrid–scale distribution, size distribution865

of hydrometeors, probabilities in data assimilation. Considering dispersed literature on those three distribution problems, the

present paper has tried to setup a general perspective for all the distribution problems. As noted in the introduction, majority

of the approaches in the distribution problems is based on a framework, which can be termed “assumed PDF”, in which a

distribution to be simulated is approximately by a distribution form characterized only by a few free parameters (cf., Golaz

et al. 2002).870

The present work has attempted to answer the basic questions of how such a simple assumed PDF can be best chosen and how

the evolution of those PDF parameters can be evaluated consistently. To address these basic questions, it is important to realize

that not every statistical aspects of distribution can be predicated by the assumed–PDF approaches accurately nor consistently.

More specifically, a number of statistical variables (but not limited to simple moments) that can be consistently predicted by an

assumed–PDF approach cannot exceed a number of the assumed PDF parameters introduced by a given assumed PDF. Thus,875

the best that we can accomplish under an assumed–PDF approach is to predict the same number of statistical variables as that

of the assumed–PDF free parameters. The proposed formulation in the present study is designated exactly to accomplish this

best.

The present study next notes (Sec. 4.2) that in many atmospheric applications, a given host model does not require to use

a full distribution form as an output from a distribution model, but instead, only a limited number of statistical quantities that880

correspond to the physical variables of the interest in the host model (e.g., domain–averaged total condensed water, cloud

fraction) as outputs. Thus, the most desirable formulation would be to predict the evolution of those statistical outputs required

in a given host model consistently. The final general formulation presented in Sec. 5.1 is constructed exactly by following this

recipe: the time evolution of the assumed–PDF parameters, {λl}, is evaluated by Eq. (5.8a), which is equivalent to solving the

prediction equation (5.10b) for the required model outputs, {〈σl〉}, in terms of {λl}.885

Probably, the most novel aspect of the present study is in deriving equations for the assumed–PDF parameters and prognosing

them directly. This proposed alternative approach can overcome difficulties of a current standard method that requires a difficult

mapping between the moments of the PDF (mean, variance, skewness, etc. of overall PDF) and the PDF parameters (e.g., mean

of each Gaussian component in a double-Gaussian PDF, cf., Lewellen and Yoh 1993, Machulskaya 2015, Milbrandt and Yau

2015). Furthermore, by introducing a re–interpretation of the maximum–entropy principle (cf., Sec. 3.3) in Sec. 4.2, we propose890

to adopt those required statistical outputs as “constraints” to define the assumed–PDF form for a given problem to resolve a
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common problem of rather arbitrary choosing it. The paper also emphasized that approaches of trying to choose a distribution

form based on analyses of observational or simulation data found in the literature lack in objectivity (cf., Sec. 3.2.2).

In the present study, the possible model outputs and constraints have been limited to much simpler statistical quantities of

the form, {〈σl〉}. However, generalizations to those physically more significant variables, such as the domain–averaged total895

condensed water and the cloud fraction, are conceptually straightforward. For example, the cloud fraction can formally be

defined in terms of the DDF, p(qt), of the total water, qt as:

q∗∫

0

p(qt)dqt, (7.1)

where q∗ is the saturated moisture at a given height. By a similar line of argument as presented in Sec. 5, a prognostic equation

for the cloud fraction, as defined above, can be derived by integrating Eq. (5,7a) over the range of [0, q∗], although a full900

derivation is left for a future paper. Alternatively, a prognostic equations for the consistent DDF parameters can more directly

be derived from the prognostic equation for the cloud fraction (7.1), to be written down in a similar manner as for Eq. (5.10b).

A consistent assumed–distribution form can also be derived by introducing the integral (7.1) as a constraint for the maximum–

entropy principle.

An obvious consequence from this formulation is that the evolution of the PDF would be predicted differently by choosing905

the weights, {σl}, differently. However, this consequence should not be considered an inherent shortcoming of the present

formulation. Rather, one should realize that this is the fundamental limitation of the assumed–PDF approach: it cannot predict

every statistics of a distribution accurately as already emphasized. Simply, a different choice of the set, {σl}, predicts a different

set of the statistical outputs, {〈σl〉}, consistently. This point has been explicitly demonstrated in Sec. 5.3. Thus, our best advise

is to choose {〈σl〉} to be those actually required by the host model so that they are actually predicted consistently under a given910

assumed PDF form.

The present work is built upon a solid basis of the two well–known mathematical and physical principles: 1) the maximum–

entropy principle, which guides the determination of the most likely distribution of a problem, and 2) the Liouville equation,

which predicts the time evolution of distributions. The stochastic–collection equation for hydrometeor size–distribution can

also be treated in analogous manner as the Liouville equation. However, adopting these two basic principles in practical915

atmospheric problems is not quite straightforward, but we face the two major difficulties: First, application of the maximum–

entropy principle to the atmospheric problems is not straightforward, because it is often not obvious how to identify the physical

constraints required for determining a distribution (cf., Yano et al. 2016). Second, though the Liouville equation permits us

to perform a prediction of distributions in a formal manner, both for DDF and PDF, its direct use would entail enormous

numerical cost. We have addressed these two difficulties by adopting a simple distribution form containing only a small number920

of parameters so that its evolution with time can be predicted only in terms of those parameters. In principle, the formulations

presented in this study are applicable to any atmospheric models in straightforward manner, albeit with required coding and

testings, because the term, F , for the physical tendency in the Liouville equation (3.24) is left unspecified in presenting the

general formulations. This straightforwardness includes no need for introducing any extra closure, say, based on a turbulence
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model, for example, as partially the case with CLUBB (Cloud Layers Modified By Binormals: Golaz et al. 2002, Larson and925

Golaz 2005, Larson et al. 2019), so that higher–order moments can be expressed in terms of the moments considered under a

given truncation of the system.

As a demonstrative example with a specified F , the paper has considered the condensational growth of cloud droplets. A

rather unusual feature of this demonstration is in comparing its performance with an exact numerical result: the flexibility of

the proposed formulation permits us to do this very easily. Although full applications of the developed formulation are left for930

subsequent papers, it is hoped that this simple example provides a concrete idea about how to use this general formulation, and

that readers can already apply their formulation to their own problems.

Two relatively distinct steps are involved in the present formulation: 1) determination of the PDF form based on the output-

constrained distribution principle, as a re–interpretation of the maximum entropy principle; 2) prognostic equations for the

PDF parameters derived from the Liouville equation. Thus, whenever new types of the output “constraints” are introduced to a935

problem, new types of general PDF forms must first be derived based on step 1). Next, new sets of prognostic equations must

be derived based on step 2). Alternatively, two steps can be adopted separately. For example, evolution of a PDF form defined

under the output-constrained distribution principle can be evaluated by a more traditional assumed-PDF approach based on

moments. Conversely, currently existing assumed-PDF schemes can be re-written based on the step 2), but without changing

the assumed PDF forms.940

The general formulation for the distribution problem presented in the present work, first of all, constitutes natural extension

of the existing assumed–PDF(DDF) approaches for the subgrid–scale distributions as discussed in Sec. 5.2. The work further

suggests that the same general formulation is also applicable to the other distribution problems, including cloud microphysics

and data assimilation. Extensive further general possibilities of the proposed formulation are yet to be fully explored. For

example, constraints introduced by Eq. (3.10) have assumed a fixed integral range. On the other hand, for example, the cloud–945

fraction problem needs to take as an output an integral in respect to the total water up to the saturation value, which changes

with time. It requires a further generalization of the formulation (e.g., with Eq. 5.5).

Furthermore, there is a key issue left unaddressed: performance of integrals designated by 〈· · ·〉 throughout the paper. In

the present study, all the integrals of the problem have been performed analytically, apart from those including an unspecified

physical–tendency term, F . Performing the latter integrals in general, especially with a complex physical–tendency term, is950

however, not trivial. The most flexible approach currently available is Monte-Carlo integration (e.g., Gentle 2003, Larson and

Schanen 2013). However, this approach is numerically rather expensive, and hardly considered an ultimate answer. A key to a

success of the prognostic assumed–PDF formulation presented herein, especially our key result, Eq. (5.8a), is to perform those

integrals in efficient manner, albeit it may be with a numerical aide. Though the details are left to a future paper, the integral

problems in general can much be facilitated by adopting Laplace’s method in asymptotic expansion, and more specifically by955

invoking Watson’s Lemma (cf., Ch. 6, Bender and Orszag 1978), considering a fact that more or less all the types of distributions

of our interests take a form an exponentially decaying shape away from the maximum. Especially, all these integrals reduce to a

form of an asymptotic expansion in term of gamma functions, if a Taylor expansion of a subdominant contribution is possible.

The stronger a distribution is peaked, the fewer terms are required.
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Another aspect, that has not been explicitly taken into account, is stochasticity: its potential importance in atmospheric960

modelling is hardly overemphasized (cf., Berner et al. 2017). Formulations already exist for taking stochasticity into account

as a generalization of the Liouville equation (cf., Risken 1984).

Appendix

We apply a Fourier integral

p(x,t) =

+∞∫

−∞

p̃(k,t)eikxdk (A.1)965

to the diffusion problem (4.1). The Fourier transform for (A.1) is given by

p̃(k,t) =
1

2π

+∞∫

−∞

p(x,t)e−ikxdx. (A.2)

Thus, the initial condition is transformed into:

p̃(k,t= 0) =
1

2π

+∞∫

−∞

(1 +αx)e−λx
2−ikxdx. (A.3)

The transform of the first term is straightforward and970

+∞∫

−∞

e−λx
2−ikxdx= e−k

2/4λ

+∞∫

−∞

e−λ(x+ik/2λ)2dx=
(π
λ

)
e−k

2/4λ. (A.4)

For performing the second term in the transform (A.3), we note a relation:

xe−λ(x+ik/2λ)2 =− 1
2λ

∂

∂x
e−λ(x+ik/2λ)2 +

ik

4λ2
e−λ(x+ik/2λ)2 . (A.5)

Finally, in performing the inverse Fourier transform (A.1), we re-factorize the exponent by noting:

k2(t+
1

4λ
)− ikx= (t+

1
4λ

)[k− ix

2
(t+

1
4λ

)−1] +
x2

4
(t+

1
4λ

)−1. (A.6)975
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