
Response to Editor and reviewer comments on “Utilizing a Multi-Proxy to Model Comparison to 1 

Constrain the Season and Regionally Heterogeneous Impacts of the Mt. Samalas 1257 Eruption” by 2 

Wainman et al . 3 

Editor Comments 4 

You will see that you have two expert reviews on your paper. Both like the ideas in your paper and 5 

consider it well-written, but both propose major revisions. You should respond to all the comments 6 

in both reviews. Once you have done this I will be asked to give a final decision as editor but I 7 

anticipate asking you to prepare a new version based on the comments. Please do be sure to 8 

address the most substantive comments in the reviews. I am particularly concerned that both 9 

reviewers wonder about using a single model, and their comments question whether it is reasonable 10 

to constrain the date of the eruption based on the results of a single model and only two time 11 

points. This seems like quite a strong concern, and you may wish to tone down the certainty of some 12 

of your conclusions if you cannot address it with additional runs or information from additional 13 

models. 14 

We would like to warmly thank both reviewers and the editor for their very constructive comments 15 

which have greatly improved the quality of the manuscript, as well as their patience in our time to 16 

fully respond to their comments. We have addressed the comments in full, and below we provide a 17 

detailed line-by-line response to each comment. We also provide a new version of the manuscript that 18 

shows all related changes. 19 

During our preprint being open for comments online we also received additional correspondence from 20 

Prof Monica Green who helpfully added an additional perspective on the historical implications and 21 

plausible connections for the Samalas eruption. We have therefore updated L69-73 to reflect this: 22 

“Suggestions that the Samalas eruption can be linked to the initiation of the “Big Bang” diversification 23 

event which led to the Branch 1 strain of Yersinia pestis responsible for the Black Death in Europe (Fell 24 

et al., 2020) have recently been refuted, with consensus forming instead that this plague proliferation 25 

event can be traced to the Tian Shan region much earlier in the 13th century (Green, 2020, Green, 26 

2022). Nonetheless, connections have still been drawn between the anomalous climatic conditions 27 

following the eruption and the fall of Bagdad to the Mongol empire in 1258, as well as the subsequent 28 

defeat of the Mongol Army at the battle of Ayn Jālūt in 1260 which marked the collapse of the Mongol 29 

westward advance (Green, 2020, Di Cosmo et al., 2021). Without a comprehensive understanding of 30 

the extent and chronology of climate response to the eruption on a regional scale, the robustness of 31 

these inferred connections between post-eruption climate response and historical events remains 32 

difficult to constrain.” 33 

Reviewer 1 34 

Review: “Utilizing a Multi-Proxy to Model Comparison to Constrain the Season and Regionally 35 

Heterogeneous Impacts of the Mt. Samalas 1257 Eruption” by Laura Wainman et al.  36 

We thank reviewer 1 for their constructive and insightful comments, please find our responses to your  37 

suggestions below. 38 

A: General comments:  39 

The authors aim to further constrain the date of the mid-13th century Samalas eruption in 40 

Indonesia, the largest volcanic eruption in the Common Era. For this they use ensembles of aerosol-41 

climate model simulations forced with SO2 injections in either July 1257 or January 1258, the most 42 



widely used dates for this eruption. They find that the simulated global climate response for the July 43 

1257 eruption scenario produces better agreement with collated proxy reconstructions for 1257 to 44 

1259 and argue on those grounds that the eruption likely occurred in summer 1257, in agreement 45 

with previous papers.  46 

Tropical eruptions often remain difficult to date exactly, because of a lack of documentary records 47 

from direct observations and the scarce available information preserved under tropical climates in 48 

the areas surrounding the volcanos. The seasonal timing of eruptions can have important effects on 49 

the global climate impact. This paper is a welcome contribution to ongoing efforts in this research 50 

field. It is well written, with a clear structure and outline of the scientific hypothesis, especially 51 

considering this is a master thesis. The setup of the aerosol-climate model experiments appears 52 

appropriate (for a non-expert) and I acknowledge that the authors also have collated and included a 53 

large set of proxy records from different archives. I would like to invite the authors to address in 54 

their revision a number of points (outlined in detail under Specific Comments) focusing on three 55 

main topics:  56 

1) The framing: The previous arguments and references used to argue for a 1258 eruption 57 

are somewhat outdated going back to the early 2000s when ice-core records were 58 

biannually resolved, large-scale tree-ring records were not fully developed and the 59 

source of the eruption had been unknown; in the last years the research community has 60 

already largely converged towards accepting a date in 1257, which wasn’t really 61 

challenged.  62 

Since the beginning of this work (3 years ago) consensus has more clearly converged on a Summer 63 

1257 date for the Mt Samalas eruption and as such we have altered the framing in the introduction 64 

and abstract to reflect that more clearly (see lines 12-15 and 46-63 in the revised manuscript). 65 

However, whilst consensus has converged there are still limitations in the evidence proposed to 66 

support a 1257 date: 1) radiocarbon dating of PDC material only provides an earliest eruption 67 

boundary of 1257 but does not exclude a 1258 eruption date (Lavigne et al., 2013), 2) whilst there is 68 

documentary evidence for mild January 1258 conditions, the link between large tropical eruptions and 69 

NH winter warming remains disputed (Polvani and Camargo, 2020) 3) Only 26 out of 170 tree ring 70 

chronologies presented by Buntgen et al., 2022 show negative TRW anomalies in North America for  71 

1257 with widespread summer cooling only becoming pronounced in 1258. Therefore, we suggest 72 

that our work, using UKESM and a combination of multi-proxy evidence, is able to distinguish more 73 

robustly between Summer 1257 and January 1258 eruption dates. Our work also serves as a case study 74 

for applying the model-multi proxy approach to constraining eruption source parameters, and serves 75 

to highlight both the usefulness and potential pitfalls of this approach. 76 

2) The rationale: A more general discussion would be welcome to which extent we wanted 77 

(or should avoid) to constrain external climate forcing through comparisons of simulated 78 

and reconstructed climate response. I noted two specific examples below in which the 79 

desire for a high model-proxy agreement has led to speculations of dating errors in tree-80 

rings and in ice cores. In both cases these speculations were later rejected based on 81 

climate-independent geochronological data (i.e. radiocarbon, tephra). So there is an 82 

eminent risk of overfitting climate forcing records by aiming to minimize model-data 83 

disagreement. A short discussion on the risks (beside the potential) would be helpful.  84 

We agree that this is an important and ongoing discussion and have added a paragraph to the 85 

discussion section to reflect this. We thank the reviewer for highlighting these specific case studies. 86 



Lines 568 to 583 in the revised version of the manuscript: “Whilst comparisons of simulated and 87 

reconstructed climate responses following large volcanic eruptions have been used routinely and 88 

effectively by a multitude of studies (van Dijk et al., 2023, Büntgen et al., 2022, Stoffel et al., 2015 ), 89 

there are several limitations to this approach. Given the uncertainties associated with both proxy 90 

reconstructions and model simulations neither can be taken as the inherently “correct” baseline with 91 

which to fit the other, and thus particular care should be taken when using model-proxy comparison 92 

to validate the correctness of underlying records or model input parameters. For example, the missing 93 

tree ring hypothesis (Mann et al., 2012), which has since been widely rejected, proposed that the 94 

mismatch between climate simulations and proxy reconstructions resulted from chronological errors 95 

due to missing growth rings. This has, however, since been resolved with improved estimates of 96 

volcanic forcing (Toohey & Sigl 2017), the inclusion of climate-independent geochronological data, and 97 

the greater inclusion of MXD records in tree ring reconstructions (Stoffel et al., 2015; Schneider et al. 98 

2015; Wilson et al., 2016; Anchukaitis et al. 2017). When utilising an array of different proxy data there 99 

is the risk of confirmation bias meaning records which show significant agreement with model 100 

simulations being given greater weighting than those which show less agreement. A more quantifiable 101 

approach to model-proxy comparison, where a greater number of model realisations would allow for 102 

more robust statistical evaluation would therefore be a considerable improvement for the application 103 

of the model-multi proxy framework. Further to this, better uncertainty quantification for proxy data 104 

would enable more robust comparison with model outputs, particularly in multi-model comparison 105 

studies.” 106 

The implications. I have some reservations regarding your interpretation of the ice-core records 107 

(outlined in detail below) and also the implications this study has for the use of ice cores to infer 108 

volcanic forcing in the past. Existing limitations to constrain the exact timing of tropical eruptions are 109 

dominated by the poorly constrained time-lag of sulfate deposition on the ice sheets following a 110 

volcanic eruption, and to a less extent by the resolution of the ice-core records. This time-lag is also 111 

highly variable among different state-of-the-art aerosol models. I therefore argue that the resulting 112 

spread in stratospheric aerosols and the spatio-temporal climate fingerprint will depend foremost on 113 

the choice of the aerosol-climate model. Given these model uncertainties I currently do not see a 114 

strong case to constrain the climate-independent ice-core estimates of volcanic forcing with one 115 

specific aerosol-climate model.  116 

We acknowledge the limitations of our initial conclusions based on the comparison of ice core 117 

records with our model simulated sulfate deposition. Upon reflection we have removed this section 118 

(Lines 471 - 476 in the original version of the manuscript) and instead focussed our discussion on the 119 

model-specific dependencies of our results and current limitations in comparing ice core and model 120 

simulated results given the large inter-model variations which have been demonstrated by previous 121 

studies (Marshall et al., 2018, Quaglia et al., 2023) - see lines 549-569 in the revised version of the 122 

manuscript.  123 

B: Specific comments:  124 

L35: I doubt that these two references provided the necessary record length, spatial representation 125 

and completeness to put the size of the sulfate deposition into a 2500-year context.  126 

A reference to Sigl et al., 2015 was missing here and has been added. This study spans 2,500 years 127 

with an array of Greenland and Antarctic ice cores, where 1258 has the largest non-sea-salt Sulfur 128 

(nssS) deposition of the 2,500 year study period. 129 

L40: please replace Wade et al. (2020) with Schneider et al., (2015).  130 



This has been corrected. 131 

L45: I am not aware of anybody citing January 1258 as a potential date, and the only citation in this 132 

paragraph (Stothers 2000) speaks of early 1258. Please clarify.  133 

Please see our response to the question of framing above (Lines 63-76 in this document). 134 

We have updated lines 46-49 in the revised version of the manuscript: “The full span of dates proposed 135 

for the Mt Samalas eruption ranges from 1256 to 1258, with suggestions including an eruption in 136 

spring 1256 (Bauch, 2019), summer 1257 (Lavigne et al., 2013, Oppenheimer 2003), and early 1258 137 

(Stothers 2000). Whilst consensus has converged on a summer 1257 eruption date, as of yet, no single 138 

combination of evidence has been able to robustly distinguish between, and exclude other dates 139 

proposed for the Mt Samalas eruption.” 140 

L51-52: I find it unlikely that any radiocarbon date on pyroclastic material would provide the 141 

necessary precision to contribute to the discussion of the actual calendar year of the eruption. All 142 

the more so as the paper describing it is already 20 years old.  143 

A reference to Lavigne et al., 2013 has been added here. They use radiocarbon and calibrated ages of 144 

the charcoal samples from the Samalas pyroclastic density current deposits (using OxCal 4.2.2 and 145 

IntCal 09). Although some samples are older, no samples show ages younger than 1257 and thus they 146 

define a younger eruption age boundary of A.D 1257. We have revised the manuscript as follows: 147 

Lines 52-55: “A mid-1257 eruption date was first proposed by Oppenheimer (2003) based on the spatial 148 

distribution of negative temperature anomalies across both hemispheres for 1257-59. Radiocarbon 149 

dating of the pyroclastic flow deposits associated with the eruption also yield a youngest eruption age 150 

boundary of 1257, with some samples suggesting an earlier eruption date, but no samples suggesting 151 

a date later than 1257 (Lavigne et al., 2013).” 152 

L54: Besides TRW anomalies the Western US tree-rings (Salzer and Hughes, 2007) also had frost rings 153 

in 1257 and 1259 which combined provide strong evidence of a volcanic source for the cooling and 154 

which may help to constrain the age of the eruption.  155 

Reference to these frost rings has been added to line 58:  156 

“Negative tree-ring width (TRW) growth anomalies in the late 1257-growth season  (Büntgen et al., 157 

2022) and frost rings (Salzer and Hughes, 2007) in the Western US in 1257 and 1259  also add 158 

support for a potential eruption date prior to August 1257.” 159 

The absence of frost rings in 1258 is also of  interest, given this contradicts model simulated cooling 160 

which is strongest in 1258 across our model simulated SAT anomalies. This has been added to the 161 

discussion section on line 461: 162 

“The presence of frost rings  in 1257 and 1259 (Salzer and Hughes, 2007), but not in 1258, also 163 

contradicts model-simulated cooling, which consistently shows the strongest cooling in 1258.” 164 

L57: The statement “peak sulfate deposition in ice cores is recorded for 1259” lacks a reference and 165 

it is also not true for all ice cores. Some ice cores have the peak sulfate levels in January 1259 166 

(NEEM), others in November 2018 (WDC06A). See Table 1 below. For the timing of the eruption the 167 

timing of the peak sulfate level is anyhow not of great relevance but rather the timing of the start of 168 

volcanic sulfate deposition which is dated between 1257.4 and 1258.2 in four different records from 169 

Greenland and Antarctica (Plummer et al., 2012; Sigl et al., 2013).  170 



The intention of this sentence was to explain what evidence led to the original proposal by Stothers 171 

(2000) for an early 1258 eruption date. We have amended the sentence to make this clearer: 172 

Line 61: “Nonetheless, Stothers (2000) suggests a later eruption date of early 1258 based on peak 173 

sulfate deposition for the Mt. Samalas eruption occurring in 1259 (from Hammer et al., 1980) and the 174 

first historical reports of a dust veil over Europe appearing in Summer 1258, which they suggest is 175 

most compatible with an early 1258 eruption.” 176 

We also thank the reviewer for collating Table 1. This has greatly aided our later discussion of 177 

simulated sulfate deposition and the comparison of our two eruption scenarios with ice core 178 

deposition records. See our responses below. 179 

L90: How would spring (April) or fall (September) eruption scenario differ from January and July?  180 

Whilst additional model simulations for a Spring or Autumn eruption date would certainly be 181 

valuable, it is not possible to run any further simulations as part of this project. Summer and winter 182 

realisations were chosen as end-member scenarios to emphasise the effects of annual variation in 183 

atmospheric circulation. The suggested dates for the Samalas eruption specifically also fall into 184 

either Summer or Winter eruption scenarios, and so given model resources these were the priority 185 

to test.  186 

L92: I would refrain from calling the database most complete; for your research question you don’t 187 

need the most complete dataset but the most suited data.  188 

We have removed this sentence.   189 

L140: Your selection criteria should not be annual resolution but annual age precision. Only tree-190 

rings and documentary records fulfil this requirement and all ice cores in which the Samalas eruption 191 

had been securely identified. For these reasons, I would strongly advise you to remove the lake 192 

sediment records and the Svalbard record from your analysis all of which contain no clear signatures 193 

of Samalas and are not dated to 1258 (±0). On the other hand, many more than the three used ice 194 

cores (GRIP, CRETE, DYE3) would be readily available for analysis both from Greenland and from 195 

Antarctica.  196 

Lake Sediment and Svalbard records have been removed on the basis of insufficient age dating 197 

precision. 6 additional ice core records (2 from Greenland, 4 from Antarctica) have been 198 

incorporated. These records have both annual resolution and an age dating precision of +/- 1 yr. See 199 

Supplementary Sheet 1 under “Ice Cores” for record metadata. Linear regression analysis was 200 

applied to calibrate the ice core δ18O series to JJA gridded temperature anomalies (with respect to 201 

1990-1960) from the BEST dataset (Rodhe et al., 2020). 202 

L157-159: A more comprehensive dataset from Greenland would potentially be more skillful than a 203 

set of only three ice cores. The PAGES2k Consortium (2017) database contains at least 9 ice cores 204 

from both Greenland and Antarctica with annual resolution encompassing the age of Samalas 205 

(PAGES2k Consortium 2017).  206 

Additional ice core records from Greenland and Antarctica have been incorporated (see response 207 

above). The ice core methods section has also been updated to reflect this: 208 

 209 

Lines 165-173: “We include six δ18O isotope series ice core records from Greenland and Antarctica, 210 

where records were chosen on the basis of both annual resolution and an age dating precision of +/- 211 



1 year. Linear regression analysis was applied to calibrate the series to JJA gridded temperature 212 

anomalies (with respect to 1990-1960) from the BEST dataset (Rodhe et al., 2020). An additional SAT 213 

constraint is also included in Greenland for Summer 1258 from analysis by Guillet et al., (2017) who 214 

utilised three Greenland ice cores at GRIP, CRETE, and DYE3 (Vinther et al., 2010) to calculate a 215 

clustered SAT anomaly for the region. Additional ice core records were investigated to expand this 216 

analysis such as the Illimani Ice Core in Bolivia and the Belukha Ice Core in Altai, Siberia; however, 217 

these records lacked the annual resolution required to constrain abrupt temperature changes 218 

associated with volcanic eruptions and/or the age dating precision to clearly identify signatures from 219 

the Samalas eruption. ” 220 

L159-169: As stated above I don’t think that any of these climate information provided for these 221 

records can with certainty be linked to the years 1257-59.  222 

See response above to comment on L140. 223 

L276: Please cite the original reference (Vinther et al., 2010).  224 

This reference has been added. 225 

Figure 3: What does the absence of symbol indicate (e.g. Japan and Greenland in 1259; one in China 226 

in 1258)? No proxy- or documentary evidence available? Tree-ring and ice-core records are 227 

continuous and should have data in both 1258 and 1259. Please explain.  228 

Figure 3 has been remade to incorporate the six additional ice core records. The figure has also been 229 

split into two - Figure 3 now in the main text includes only the model-proxy comparison panels, whilst 230 

the proxy distribution map has been moved to the supplementary (Figure S3). In Japan the Square 231 

symbol present in 1258 refers to the historical record (Azuma Kagami - Farris, 2006) which only makes 232 

reference to abnormal weather conditions in 1258, therefore the symbol is absent for 1259 as the 233 

documentary evidence is not available. The record in China (Altai Mountains) is also a historical source 234 

which makes reference to abnormal snowfall in the region in July 1259. Guillet et al., 2017 only 235 

provides a value for their Greenland ice core cluster for 1258. 236 

 237 



Figure 3: Globally-resolved multi-proxy-model comparison visualized for summers (JJA) 1258 and 1259. 238 

Symbols denote proxy data type and red/blue shading shows model-simulated surface air temperature 239 

anomalies for JUL1257 eruptions (a-b) and JAN1258 eruptions (c-d) ensemble means. Surface air temperature 240 

anomalies were calculated relative to a 10-year background climatology constructed from the control ensemble 241 

mean. Hashed lines denote anomalies at <95% significance as determined by a grid point ANOVA analysis.  242 

Black filled symbols denote agreement within +/- 1°C between model-simulated anomalies and quantitative 243 

proxy records. Grey filled symbols denote  qualitative agreement with proxy records. Locations and proxy-244 

constrained SAT anomalies are shown in Figure S3. 245 

 246 

Inclusion of the available ice-core records from Antarctica would increase the database for the 247 

Southern Hemisphere (currently two records) substantially and better justify to speak of a “most 248 

complete globally resolved“ database.  249 

4 additional Ice Core records from Antarctica have been incorporated and thus significantly expand 250 

the proxy network across the Southern Hemisphere. 251 

L315-325: Frost-rings in 1259 in SW USA support cold conditions during the growing season.  252 

These frost rings have been added to Figure 3. It is of interest to highlight the presence of frost rings 253 

in 1259 but their absence in 1258 - this has been added subsequently to our discussion (see also 254 

response to comment on L54 above). 255 

L328: Sulfate at GISP2 was analyzed at a biannual resolution. The age of the sample encompassing 256 

the rise and peak concentration value of 381 ppb is 1257.7 to 1259.6. Unless there is a higher 257 

resolved volcanic tracer available from GISP2 I can’t see how one could constrain the peak sulfate 258 

fallout at this site to early 1259.  259 

The reference here has been corrected to Hammer et al., 1980 which uses the Crete ice core which is 260 

dated to +/- 1 year accuracy for the past 900 years and is the record Stothers 2000 refers to. 261 

Figure 4: Maybe it would be helpful to also add the SAOD for Western Europe for the recommended 262 

PMIP4 forcing by Toohey & Sigl (2017) which is based on an assumed eruption date of July 1257.  263 

SAOD for PMIP4 forcing (Toohey and Sigl, 2017) has been added to Figure 4. 264 

L347-358: Your comparison focuses strongly on the timing of peak deposition of sulfate in both 265 

UKSEM1 scenarios versus that from ice cores. Based on previous aerosol-model inter-comparison 266 

projects it appears there is a large spread among state-of-the art climate models regarding the 267 

timing and hemispheric spread of sulfate across these climate models (Marshall et al., 2018) with 268 

this disagreement been linked to model physics and chemistry (Clyne et al., 2021). How sensitive are 269 

your specific results to the choice of the climate model? Would you get different results if you used a 270 

different climate model? Looking at Figure 9 in Marshall et al., (2018) it becomes evident that the 271 

spread of sulfate depositions all forced with the same SO2 injection varies widely across the models, 272 

whereas sulfate deposition is rather comparable in timing, duration and magnitudes in ice cores 273 

from hemispheres.  274 

This is a very good point that was not discussed sufficiently in the previous version of the manuscript. 275 

Marshall et al., 2018 show considerable variability in the timing, magnitude, and spatial distribution 276 

of sulfate deposition between climate models for the Tambora 1815 eruption (see Table S3) . A fuller 277 

discussion of this variability and associated uncertainty has been added to our discussion on model 278 



limitations (lines 549-568 in the revised manuscript). Nonetheless, despite variability between models, 279 

this is unlikely to affect the considerable offset we see in the timing of both onset and peak sulfate 280 

deposition between July and January eruption scenarios for our model simulations, on which our 281 

comparison to ice core records in based (where agreement between ice core records is far more 282 

consistent). However, the magnitude and hemispheric asymmetry of sulfate deposition does appear 283 

to be strongly model dependent. For this reason we do not base our model-ice core comparison on 284 

the absolute magnitude or asymmetry of simulated sulfate deposition. Greenland/Antarctica ratios 285 

are discussed, however, the model-dependency of sulfate distribution and associated limitations is 286 

also highlighted in the discussion as follows: 287 

Lines 549-568 “Nonetheless, model simulations of the Tambora 1815 eruption by Marshall et al., 2018 288 

found a strong model dependency for the timing, magnitude, and spatial distribution of sulfate 289 

deposition. Polar sulfate deposition in a previous version of the UK climate model (UM-UKCA) was half 290 

that reconstructed using ice cores for the Tambora 1815 eruption and considerably lower than 291 

deposition in the other MAECHAM5-HAM and SOCOL-AER models analysed (See Table S3). In our 292 

JUL1257 and JAN1258 simulations for the Samalas 1257 eruption mean total deposition in Antarctica 293 

(55-28 Kg km-2) and Greenland (26-23 Kg km-2) was also lower than mean total deposition from ice 294 

cores records (73 and 105 Kg km-2  respectively, see Table 2). The overall lower polar total sulfate 295 

deposition in the UKESM may be caused by too weak polarward transport (or stronger meridonal 296 

deposition) (Marshall et al., 2018). For our JUL1257 and JAN1258 model-simulated sulfate deposition 297 

for both eruption scenarios result in Greenland to Antarctica ratios < 1, with a Summer 1257 eruption 298 

showing a much more asymmetric distribution (0.49) than a January 1258 eruption (0.83). These ratios 299 

however, disagree with the Greenland to Antarctica ratio derived from ice cores (1.4, Toohey and Sigl, 300 

2017) which if the ice core values are robust, suggests that for our Samalas scenarios, sulfate aerosol 301 

transport to the NH is too low, thus favouring transport to the SH. Of the four models analysed in 302 

Marshall et al., (2018) for the Tambora 1815 eruption, UM-UKCA was one of two models that had 303 

greater deposition in Greenland compared to Antarctica (Table S3, Greenland/Antarctica = 1.7). Both 304 

the Tambora 1815 and Mt Samalas 1257 were large magnitude eruptions at a similar latitude, 305 

therefore this intra-model difference in the asymmetric distribution of sulfate aerosol most likely 306 

results from differences in initial conditions used for our simulations (such as the phase of the QBO). 307 

Overall, this further highlights the complications of disentangling inter-model differences and intra-308 

model variation due to initial conditions. Given both these inter and intra-model differences in relative 309 

hemispheric aerosol distribution and deposition, the current robustness of using hemispheric sulfate 310 

deposition ratios to distinguish between eruption scenarios when compared to ice core records is 311 

limited, with further work being needed to understand model and starting condition specific effects. ” 312 

L352-355: I don’t fully understand this sentence, which has partly to do with the terminology. 313 

Resolution is the time interval contained in a sample (in this case monthly, assuming constant 314 

snowfall rate throughout the year); the dating precision is +/- 1 year, which means that one can shift 315 

the curve by adding or subtracting a year, but not 6 months as the dating is based on annual-layer 316 

counting of seasonal tracers. As noted above the mean age of the initial sulfate rise in four high-317 

resolution ice cores (NGRIP, NEEM, WDC06A and Law Dome) is winter 1257/1258. Assuming a time 318 

lag of 6 months between the eruption in Indonesia and the start of sulfate rise in the polar ice cores 319 

(as was observed following Tambora 1815, Marshall et al., 2018) gives a best ice-core eruption age 320 

of summer 1257. A shift to summer 1256 or summer 1258 would be consistent with the ice-core age 321 

uncertainty, but inconsistent with the tree-ring cooling peaking in 1258.  322 



 323 
To address this comment, we have revised the manuscript as follows: 324 

 325 

Lines 364 - 390: “Figures 4B and 4C show ice sheet-averaged model-simulated sulfate deposition 326 

across Greenland and Antarctic ice sheets respectively, for JUL1257 and JAN1258 eruption scenarios. 327 

The mean timing of the onset of sulfate rise and the timing of peak sulfate deposition across four high 328 

resolution ice cores (see Table S2) are also shown as vertical black lines. Table 2 shows a comparison 329 

between ice core average (from Table S2) and ensemble means for JUL1257 and JAN1258 model 330 

simulations for the timing of SO4 rise, peak, and total deposition in Greenland and Antarctica. The 331 

JUL1257 ensemble shows that the onset  of sulfate deposition occurs in January 1285 in Greenland 332 

and October 1257 in Antarctica, with peak deposition occurring in July 1258 and February 1258 333 

respectively.  By contrast, the JAN1258 ensemble shows sulfate rise beginning in May and March 1258 334 

in Greenland and Antarctica respectively, with peak deposition in Jan 1259 and September 1258. 335 

Across four high resolution ice cores (Table S2) the mean timing of the onset of sulfate deposition 336 

occurs in February 1258 in Greenland and August 1257 in Antarctica, thus showing closest agreement 337 

with the timing of the simulated onset in sulfate deposition for a July 1257 eruption date, where only 338 

an eruption in summer 1257 can account for the beginning of sulfate deposition in Antarctica in  339 

autumn 1257. Across the four ice core records mean peak deposition in Greenland occurs in March 340 

1259 whilst mean peak deposition in Antarctica occurs earlier in July 1258. The timing of peak 341 

deposition therefore shows better agreement with simulated peak deposition for a January 1258 342 

eruption date with peak model-simulated deposition occurring too early in the JUL1257 ensemble 343 

relative to ice core records. Ice core records also suggest an asymmetry in sulfate dispersal and 344 

deposition, with the onset of sulfate deposition and peak deposition in Antarctica being 6 and 8 345 

months ahead of Greenalnd respectively. The JUL1257 ensemble shows a greater degree of 346 



asymmetry compared to the JAN1258 ensemble, although offsets of 3 and 5 months between 347 

Antarctica and Greenland are still lower than the offset suggested by the ice core record. Whilst the 348 

offset between the onset in sulfate deposition and peak sulfate deposition is approximately a year in 349 

both Greenland (13 months) and Antarctica (11 months), the offset for model-simulated deposition in 350 

the UKESM is considerably shorter across both JUL1257 and JAN1258 ensembles (ranging from 4-8 351 

months). This may represent a limitation specific to the UKESM, for example with too weak poleward 352 

transport of volcanic aerosol (or midlatitude deposition too strong). This weaker poleward transport 353 

may also contribute to the lower magnitude of total polar deposition simulated by the UKESM relative 354 

to ice core records, also seen in an earlier version of the UK climate model for the 1815 eruption of 355 

Mt. Tambora (Marshall et al., 2018). Both model-simulated ensembles show greater total sulfate 356 

deposition in Antarctica compared to Greenland, whilst ice core records suggest the opposite 357 

asymmetry favouring greater deposition in Greenland. ” 358 

L355: For better comparing the magnitude of sulfate deposition across hemispheres and across the 359 

two scenarios and any potential asymmetry in the deposition it would be helpful to provide a table 360 

with the total depositions from Samalas in models and ice cores. It would also be helpful information 361 

to know to which extent the timing of initial sulfate, peak sulfate varies among different aerosol-362 

climate models using for example the experiments done for Tambora.  363 

Three additional tables have been added (and are referred to in our response to L352-355 above): 364 

- Table S2: Shows the timing of SO4 rise and peak in 4 ice cores from Greenland and Antarctica 365 

as well as total sulfate deposition and Greenland/Antarctica ratio from ice core records.   366 

- Table 2: Shows the mean timing of SO4 rise and peak in JUL1257 and JAN1258 model 367 

simulations compared to ice core means (from Table S2) as well as total sulfate deposition 368 

and Greenland/Antarctica ratios.  369 

- Table S3: Reproduced from Marshall et al., 2018. Shows variation on model simulated 370 

sulfate deposition for the 1815 Tambora eruption. 371 

L380: Maybe add: … with the bipolar ratio of simulated sulfate depositions between northern and …  372 

Added. 373 

L384-387: Here would be a good opportunity to put your results into context with a recent study 374 

(Guillet et al., 2023) using another aerosol-climate model (IPSL), tree rings and documentary 375 

evidence of lunar eclipses to constrain the age of the Samalas eruption (May to August 1257 is their 376 

most likely age).  377 

This is a good suggestion, we have added the following text on lines 431-439:  378 

“Overall, the multi-proxy to model comparison utilized in this study provides a clear distinction between 379 

JULY1257 and JAN1258 eruption scenarios, with better agreement between proxy reconstructions and 380 

model-simulated anomalies being shown for a July 1257 eruption date. This is consistent with the May-381 

August 1257 date constraint suggested by Guillet et al., (2023) based on their analysis of contemporary 382 

reports of total lunar eclipses, combined with tree ring-based climate proxies and aerosol model 383 

simulations. Although consensus has converged on a Summer 1257 date for the Samalas eruption, it 384 

remains to be seen if a more precise constraint (i.e. to a specific month) could be achieved given current 385 

model and proxy uncertainties (as discussed in Section 4.3 below). Nonetheless, this four-month 386 

window remains an improvement upon previous dating uncertainty and is still sufficient at present for 387 

interrogating the both climatic and human consequences following the eruption.” 388 



L407: A stronger simulated cooling in the southern hemisphere (SH) must be expected since your 389 

model favors aerosol transport to the SH. With the absence of abundant well dated climate proxies 390 

for the SH (apart from ice cores in Antarctica) it will remain impossible to resolve the model/proxy 391 

disagreement previously discussed for the SH (Neukom et al., 2014).  392 

The lack of well dated, geographically distributed climate proxies in the SH is a frustrating limitation. 393 

This hinders both attempts to resolve model/proxy disagreements and attempts to understand the 394 

climatic (and societal) impacts following the eruption. We have revised the sentence in question to 395 

acknowledge stronger simulated cooling in the SH is as expected for a model that favours aerosol 396 

transport to the SH, although differences in land/sea extend between hemisphere likely also 397 

contributes to asymmetric cooling. 398 

Lines 464-469: “Instead, model-simulated SAT anomalies for a July 1257 eruption only show significant 399 

negative SAT anomalies across South America, Africa, and Oceania beginning in late summer 1257, 400 

with cooling in some regions of up to -2°C, although without well-dated, geographically distributed 401 

climate proxies in the SH it will remain difficult to resolve whether this is potential model/proxy 402 

discrepancy in the SH (Neukom et al., 2014). However, if extreme and sudden cooling did occur in the 403 

SH, it would be expected to have significant, but as yet unknown, consequences for communities and 404 

civilizations in the Southern Hemisphere.” 405 

L410-411: Since you invoke a potential connection between potential post-volcanic climate change 406 

and migration in the 13th century you may want to expand this to include two more large volcanic 407 

eruptions during this period in 1269 and 1275 both suspected to be located in the SH.  408 

We agree that it is highly plausible that these later eruptions and their associated climate 409 

perturbations may have led to additional adverse effects on impacted civilisations, especially given 410 

the short windows available between events for recovery. We have therefore added the following 411 

paragraph on lines 469-474: 412 

“Additional large volcanic eruptions in 1269, 1278, and 1286, which combined with the eruption in 413 

1257, make the sulfate loading in the 13th century two to ten times larger than any other century in 414 

the last 1500 years (Gao et al., 2008), and may have led to further cooling of climate with the effects 415 

on impacted civilisations being prolonged throughout the latter half of the 13th century. For example, 416 

the first settlement of New Zealand most likely occurred between 1250–1275, with suggestions this 417 

may have reflected a climate-induced migration associated at least in part with the impacts of the Mt. 418 

Samalas, and subsequent, eruptions (Anderson, 2016, Bunbury et al., 2022).” 419 

L432: Please consider removing this idea put forward on chronological errors in tree-ring 420 

chronologies or provide the right balance by also citing the numerous studies that have univocally 421 

rejected this speculation on globally missing tree rings (Anchukaitis et al., 2012; Buntgen et al., 2014; 422 

Esper et al., 2013; St. George et al., 2013).  423 

This idea has been removed.  424 

L438: Stoffel et al. (2015) have reconstructed temperatures for the past 1,500 years and largely 425 

focused on the Samalas 1257 and Tambora 1815 eruptions. Other studies have extended the focus 426 

to the Common Era (Büntgen et al., 2020; Büntgen et al., 2016; Sigl et al., 2015)  427 

These references have been added. 428 

L459/462: Annual resolution alone is not important; annual dating precision is the key requirement 429 

of a proxy in order to analyze volcanic climate impacts.  430 



The inclusion of hydroclimate anomalies has been removed given the limited number of ensemble 431 

realisations and appropriate proxy records. We felt that the scope and robustness of the paper was 432 

more streamlined without inclusion of this work. 433 

L466-470: A strong asymmetric distribution of sulfate is however not supported by the numerous 434 

ice-core records which show quite comparable magnitudes in deposition following Samalas and 435 

other known tropical eruptions (e.g. Tambora, Cosiguina, Krakatau) independent of their eruption 436 

season. (Table 1) How consistent is this interhemispheric asymmetry for different seasons across 437 

aerosol-climate models?  438 

Ice core records show a mean Greenland/Antarctica sulfate deposition ratio of 1.4  for the Samalas 439 

eruption which does suggest a degree of asymmetry in hemispheric sulfate deposition. Similarly other 440 

known tropical eruptions show asymmetric distribution - e.g Tambora (0.8), Cosigina (2), and Krakatau 441 

(1.7) - from Toohey and Sigl, 2017. The asymmetric distribution shown by Samalas is most similar to 442 

Krakatau where the two eruptions also have the most similar latitudes and seasonal timing. Therefore, 443 

variation in the direction and magnitude of asymmetric sulfate distribution most likely reflects the 444 

different eruption latitudes, seasons, and atmospheric conditions (e.g QBO phase). 445 

Marshall et al., 2018 showed considerable inter-model variation in the hemispheric distribution and 446 

sulfate deposition for the Tambora 1815 eruption (see Table S3) where the Greenland/Antarctica ratio 447 

varies between 0.7 and 3.3. For the Tambora 1815 eruption, UM-UKCA (an earlier version of the 448 

UKESM) results in greater deposition in Greenland whilst for our simulations of the Samalas 1257 449 

eruption using the UKESM for both July and January ensembles deposition is greater in Antarctica. 450 

Therefore variation in hemispheric asymmetry for simulated sulfate deposition relfects both inter and 451 

intra-model differences. A paragraph reflecting this has been added to the updated discussion section 452 

on lines 549 - 568 and as outlined in our response to the comment on L347-358 on page 8 above. 453 

L 475: High temporal resolution is readily available for ice core records and volcanic eruptions 454 

located close-by or upwind of the ice sheets are already dated to the season using these ice cores 455 

(Veidivötn 1476/77, Paektu 946/47, Eldgja spring 939, Churchill 852/53, Okmok II 44/43 BCE; (Abbott 456 

et al., 2021; Mackay et al., 2022; McConnell et al., 2020; Oppenheimer et al., 2018)). The main 457 

limitation to estimate the timing of tropical eruptions stems from the limited number of 458 

observations from known tropical eruptions (see Table 1), variability in the transport time (1-8 459 

months), and the disagreement in aerosol-climate models regarding stratospheric aerosol transport 460 

times between the tropics and the polar regions (see Marshall et al., 2018; Clyne et al. 2021).  461 

The discussion section has been rewritten and line 475 has been removed.  462 

L491-496: You may want to discuss here not only the potential but also the risks of using the 463 

agreement of model simulation output and proxies to constrain source parameters used as original 464 

forcing input; as one might easily run into a conformation bias, where one tends to favor solutions 465 

that best agree with our expectations.  466 

The widely rejected “missing tree-ring hypothesis” (Mann et al., 2012) had its origin in a seemingly 467 

mismatch between climate simulations and proxy reconstructions which had subsequently been 468 

resolved (see PAGES 2k Consortium 2019, Nature Geoscience) by improved estimates of volcanic 469 

forcing (Toohey & Sigl 2007) and better climate reconstructions with inclusions of more tree-ring 470 

MXD records (Stoffel et al., 2015; Schneider et al. 2015; Wilson et al., 2016; Anchukaitis et al. 2017). 471 

In a similar way, the accuracy of ice-core dating has also been challenged because of an apparent 472 

mismatch between strong tree-ring indicated cooling in the high-latitudes of the NH in 1453, and 473 

strong global volcanic forcing in 1458 (Esper et al., 2017). This hypothesis has also been rejected by 474 



recognizing evidence for two major eruptions 5 years apart and constraining the date of the larger 475 

signal in Greenland using tephra from an historic eruption in Iceland occurring in 1477 (Abbott et al., 476 

2021). Both examples highlight the risk of using model-data agreement as the only diagnostic tracer 477 

for the correctness of the underlying records.  478 

We acknowledge the risks of the model-proxy approach, and thank the reviewer for highlighting 479 

these specific examples. An additional paragraph has been added to the discussion to reflect this on 480 

lines 569 to 584 in the revised manuscript. See also our response to the comment on rationale 481 

above. 482 

L498-503: I would omit or rephrase this section. The VSSI as reconstructed by ice cores is free of any 483 

climate response constraints, unlike for example previous reconstructions that had tuned the dates 484 

of volcanic forcing reconstructions (i.e. in 1453) to tree-ring indicated cooling extremes (Gao et al., 485 

2008; Gao et al., 2006). Moreover, since the VSSI is in Toohey & Sigl (2017) based on 17 individual ice 486 

cores from both hemispheres a bias in the magnitude is much less an issue as for reconstructions 487 

that are based on single ice cores (Bader et al., 2020; Kobashi et al., 2017; Zielinski et al., 1994). 488 

Sampling stratospheric sulfate deposition in ice cores from both hemispheres simultaneously, is 489 

ideal for obtaining representative estimates of magnitude despite possible asymmetric sulfate 490 

distribution. To my knowledge, there are no known well dated large volcanic eruptions from the 491 

tropics which would not have been recognized as such in the polar ice-core records.  492 

If in the future, existing disagreements in aerosol-climate models regarding the global spread of 493 

sulfate aerosols can be resolved it may eventually become possible to further constrain together 494 

with the existing high-resolution ice core records important source parameters such as the eruption 495 

season, latitude and/or plume heights. In any case it appears necessary to cite key studies analyzing 496 

the fate of stratospheric sulfur following major eruptions across the models (Clyne et al., 2021; 497 

Marshall et al., 2018; Quaglia et al., 2023). 498 

The discussion has been comprehensively rewritten and the section on VSSI uncertainty has been 499 

omitted. Several paragraphs have been added focussing on inter-model differences in global sulfate 500 

distribution between global aerosol models: 501 

Lines 512-521: “Model-simulated anomalies are strongly dependent on model set up, including model 502 

resolution, modelled stratospheric winds, aerosol microphysics and sedimentation and deposition 503 

schemes (Marshall et al., 2018, Quaglia et al., 2023). In recent model intercomparison studies 504 

(Marshall et al., 2018, Quaglia et al., 2023) UM-UKCA, a previous version of the UKESM, showed a bias 505 

towards stronger transport to the NH extratropics, resulting in a hemispherically asymmetric aerosol 506 

load. The spatial distribution of volcanic forcing can influence subsequent growth of sulfate aerosols 507 

and their global distribution, in turn affecting the persistence of aerosols in the stratosphere (Quaglia 508 

et al., 2023). Compared to other global aerosol models UM-UKCA also has relatively weaker poleward 509 

transport, with stronger meridional deposition which may lead to a more equatorially focussed aerosol 510 

distribution and deposition (Marshall et al., 2018). Disentangling large inter-model differences from 511 

the range of model components that contribute to this uncertainty remains challenging, although 512 

future multi-model multi-proxy studies may be of use.” 513 

Lines 549-568: “Nonetheless, model simulations of the Tambora 1815 eruption by Marshall et al., 2018 514 

found a strong model dependency for the timing, magnitude, and spatial distribution of sulfate 515 

deposition. Polar sulfate deposition in a previous version of the UK climate model (UM-UKCA) was half 516 

that reconstructed using ice cores for the Tambora 1815 eruption and considerably lower than 517 

deposition in the other MAECHAM5-HAM and SOCOL-AER models analysed (See Table S3). In our 518 



JUL1257 and JAN1258 simulations for the Samalas 1257 eruption mean total deposition in Antarctica 519 

(55-28 Kg km-2) and Greenland (26-23 Kg km-2) was also lower than mean total deposition from ice 520 

cores records (73 and 105 Kg km-2  respectively, see Table 2). The overall lower polar total sulfate 521 

deposition in the UKESM may be caused by too weak polarward transport (or stronger meridonal 522 

deposition) (Marshall et al., 2018). For our JUL1257 and JAN1258 model-simulated sulfate deposition 523 

for both eruption scenarios result in Greenland to Antarctica ratios < 1, with a Summer 1257 eruption 524 

showing a much more asymmetric distribution (0.49) than a January 1258 eruption (0.83). These ratios 525 

however, disagree with the Greenland to Antarctica ratio derived from ice cores (1.4, Toohey and Sigl, 526 

2017) which if the ice core values are robust, suggests that for our Samalas scenarios, sulfate aerosol 527 

transport to the NH is too low, thus favouring transport to the SH. Of the four models analysed in 528 

Marshall et al., (2018) for the Tambora 1815 eruption, UM-UKCA was one of two models that had 529 

greater deposition in Greenland compared to Antarctica (Table S3, Greenland/Antarctica = 1.7). Both 530 

the Tambora 1815 and Mt Samalas 1257 were large magnitude eruptions at a similar latitude, 531 

therefore this intra-model difference in the asymmetric distribution of sulfate aerosol most likely 532 

results from differences in initial conditions used for our simulations (such as the phase of the QBO). 533 

Overall, this further highlights the complications of disentangling inter-model differences and intra-534 

model variation due to initial conditions. Given both these inter and intra-model differences in relative 535 

hemispheric aerosol distribution and deposition, the current robustness of using hemispheric sulfate 536 

deposition ratios to distinguish between eruption scenarios when compared to ice core records is 537 

limited, with further work being needed to understand model and starting condition specific effects. 538 
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Reviewer 2 646 

The authors present a multi-proxy to model comparison study of the Mt. Samalas eruption, the 647 

largest explosive sulfur-rich eruptions of the last millennium, which eruption season/year is still not 648 

known. As potential eruption dates NH summer 1257 and early 1258 are discussed. To achieve a 649 

more-precise constraint of the year and season of the Mt. Samalas eruption, the authors run 650 

ensemble simulations with the UK Earth System Model (UKSEM1) for a range of eruption scenarios 651 

and initial conditions for a NH summer and winter eruption and compare them with spatially 652 

resolved multi-proxy data. This allows them to robustly distinguish between both eruption dates. 653 

The authors suggest July 1257 as the most likely initial date due to its better agreement with 654 

spatially averaged and regionally resolved proxy surface temperature reconstructions. Overall, it is 655 

solid piece of work and important for further applications, but needs some clarifications and 656 

improvements. I therefore recommend publication after revisions, see below. 657 

We thank reviewer 2 for their comprehensive comments and helpful suggestions on our manuscript. 658 

Please find our response to your comments below: 659 

General comments 660 

 In my opinion, the discussion part needs some revision as some important points are not mention at 661 

all or only briefly touched. 662 

I miss a dedicated paragraph about volcanic forcing uncertainties. The authors mention in one 663 

sentence that there might be uncertainties in the VSSI estimate. There was recently a study 664 

published in Climate of the Past by Lücke et al. (2023) who addressed the effect of uncertainties in 665 

natural forcing records on simulated temperature during the last millennium with a volcanic forcing 666 

ensemble. In Lücke et al. (2023) also the large uncertainties around the Samals eruption were 667 

addressed, thus it would be good to discuss your results with respect to their work.  668 

Timmreck et al. (2021) also discussed forcing uncertainties in comparison with multiple-proxy data 669 

for the 1809 eruption showing that NH large-scale climate modes are sensitive to both volcanic 670 

forcing strength and its spatial structure.  As the spatial structure of the forcing pattern is quite 671 

important, I wonder, if the spatial volcanic forcing distribution is similar for the different realizations 672 

of each starting date and how does it differ between them. Observations show that some tropical 673 

eruptions had a hemispherical asymmetric aerosol load e.g. Agung 1963 or El Chichon 1982. The 674 

spatial structure might also be a potential source of uncertainty and should be addressed in the 675 

discussion section. 676 

A more comprehensive discussion of volcanic forcing uncertainties has been added to the discussion 677 

under 4.3 Model and Proxy Limitations. 678 

Lines 524-542: “Even within a single model, uncertainties persist in initial eruption conditions (e.g 679 

phase of the QBO,) and volcanic forcing parameters (e.g timing, magnitude, injection height and 680 

latitude of eruption). Timmerick et al., (2021) demonstrated that both the magnitude of forcing as well 681 

as its spatial structure can similarly affect proxy–simulation comparisons, particularly in the NH 682 

extratropics. This is supported by Lücke et al., (2023) who demonstrate a significant spread in the 683 

temperature response due to volcanic forcing uncertainties which can strongly affect the agreement 684 

with proxy reconstructions. The VSSI estimate used in our study was taken from the eVolv2k 685 

reconstruction (Toohey and Sigl, 2017) and is within error of other SO2 emission estimates for the Mt 686 

Samalas eruption (Vidal et al., 2016, Lavigne et al., 2013). Whilst maximum plume heights have been 687 

estimated for the Samalas eruption (~ 43 km Vidal et al., 2015) the SO2 injection height remains 688 



unknown. In our simulations the injection height is set to 18-20 km, which may be too low, but does 689 

allow for lofting of sulfate aerosol.  Moreover, Stoffel et al., (2015) found that increasing plume height 690 

from 22-26 km to 33-36 km for simulations of the Mt Samalas 1257 eruption increased the magnitude 691 

of the peak post-eruption NH JJA temperature anomaly to -4°C for a January eruption and -1°C and -692 

2°C for May and July eruption scenarios respectively. A plume height greater than the 20km used in 693 

our study would therefore likely further enforce our central conclusion that better agreement between 694 

proxy and model-simulated temperature anomalies is achieved for a summer 1257 eruption date, 695 

whilst a greater plume height for a January 1258 eruption would only further overpredict the 696 

magnitude of post-eruption cooling. Timmreck et al., (2009) also highlight the strong dependence of 697 

model-simulated post-eruption climate responses following large volcanic eruptions on the aerosol 698 

particle size distribution due to self-limiting effects of larger particles (Pinto et al., 1989). These particle 699 

characteristics are difficult to constrain retrospectively for historical eruptions such as Mt. Samalas and 700 

thus represent a significant uncertainty when simulating historical eruptions.” 701 

I also miss in the discussion a dedicated paragraph about the strength and the weaknesses of the 702 

applied global aerosol model. The recent global aerosol model intercomparison studies (Marshall et 703 

al. 2018, Clyne et al. 2021, Quaglia et al. 2023) reveal several difficulties, which the current 704 

generation of global aerosol model has to face too. Marshall et al. (2018) demonstrate for example 705 

that the ratio of the hemispheric atmospheric sulfate aerosol burden after the eruption to the 706 

average ice sheet deposited sulfate varies between models by up to a factor of 15. The study by 707 

Qualia et al. (2023) where the different model results are compared to satellite observations after 708 

the Pinatubo episode show a stronger transport towards the NH extratropics, suggesting a much 709 

weaker subtropical barrier in all the models. Hence, I wonder how model specific are your results? 710 

How much are the results presented here influenced by biases or specific features of the UKESM 711 

model. Would not a multi-model multi-proxy intercomparison be the best suitable way to move 712 

forward? 713 

A fuller discussion of the specific strengths and weaknesses of the UKESM with respect to other global 714 

aerosol models have been added to the discussion under 4.3 Model and Proxy Limitations, particularly 715 

with respect to hemispheric aerosol distribution (see Table S3, reproduced from Marshall et al., 2018). 716 

Further multi-model intercomparision studies would undoubtedly be useful, especially when 717 

compared to proxy constraints. Given the nature of this project (1-year MSci) incorporating additional 718 

models was beyond its scope. However, we hope further studies may compare alternative models to 719 

our results using the UKESM. 720 

We have added an additional paragraph to the final manuscript (lines 549-568). Please also see our 721 

response to reviewer 1 (lines 275-313 in this document) above. 722 

I wonder why you run only a July and a January scenario and not an experiment for the autumn 723 

season. Toohey at al. (2011) demonstrate that the modulation by the annual cycle for many 724 

variables is not linear. An experiment with the initial date at the 1st of October could have been a 725 

very valuable set up. 726 

Whilst additional model simulations for a Spring or Autumn eruption date would certainly be valuable, 727 

it is not possible to run any further simulations as part of this project. Summer and winter realisations 728 

were chosen as end-member scenarios to emphasise the effects of annual variation in atmospheric 729 

circulation. The suggested dates for the Samalas eruption specifically also fall into either Summer or 730 

Winter eruption scenarios, and so given model resources these were the priority to test. 731 

Specific comments 732 



Lines 18 ff.: The description of the initialization of the volcanic cloud misses some important details. 733 

For me it is not clear, how you initialize your volcanic cloud on the horizontal grid. Do you inject your 734 

sulfur emission in one grid box around the location of the volcano or over several grid boxes or even 735 

in a zonal band at 8 S. As shown by Quaglia et al. (2023), the results could be very different for the 736 

UKESM depend on the initialization of the eruption cloud. Please, give some more details here and 737 

also modify Table 1 accordingly as “8 S” is a bit unspecific in the respect. 738 

The SO2 is injected into the grid boxes at 8 S in the altitude range (18-20 km), so no horizontal 739 

spreading, but vertically. Table 1 has been modified to make this clearer.  740 

Lines 45-46 Please add references. 741 

This section has been rewritten:  742 

Lines 46-49: “The full span of dates proposed for the Mt Samalas eruption ranges from 1256 to 1258, 743 

with suggestions including an eruption in spring 1256 (Bauch, 2019), summer 1257 (Lavigne et al., 744 

2013, Oppenheimer 2003), and early 1258 (Stothers 2000). Whilst consensus has converged on a 745 

summer 1257 eruption date (Guillet et al., 2023, Büntgen et al., 2022), as of yet, no single combination 746 

of evidence has focussed on distinguishing between, and excluding other dates proposed for the Mt 747 

Samalas eruption.” 748 

Line 200 : As you discuss also in 3.1.2 only the NH data, it might be appropriate to change the 749 

subsection title to “NH hemispheric mean” or something along this line. 750 

The subsections in Section 3 are currently titled: 751 

3.1.1 Northern Hemisphere Model and Tree Ring Constraints 752 

3.1.2 Globally-Resolved Model and Multi-Proxy Constraints. 753 

Section 3.1.2 now includes 4 additional ice core records from Antarctica and the tree ring records in 754 

Australia and New Zealand will be discussed, therefore it will be “Globally resolved”. 755 

Line 200 ff.: I wonder a bit why you calculate your own uncertainties for the tree ring reconstruction 756 

and do not use the ensemble spread of tree ring ensemble reconstruction from Büntgen et al. 757 

(2021), see for example Figure 6 in van Dijk et al (2022). 758 

The tree ring mean that is shown in Figure 1 is calculated as the mean of four tree ring ensemble 759 

reconstructions from: Wilson et al., (2016), Schneider et al., (2015), Büntgen et al., (2021), Guillet et 760 

al., (2017). Therefore, we calculate our own uncertainties to account for the combination of the four 761 

reconstructions. See figure S1 for a comparison of the four different records. 762 

Line 201 and elsewhere: I suggest that you give the two experiments dedicated names e.g JUN1257 763 

or JAN1258 to avoid confusion by just saying the date. 764 

Done. 765 

Line 418 : How many individual realizations have a positive ENSO phase in summer 1258 and 1259? 766 

You can also look to relative SSTs instead of raw SSTs here.  767 

Across the individual realisations, 5 have positive SST anomalies in the ENSO 3.4 index region (170-768 

120°W, -5-5°N) for 1258-59. These realisations are only classified as having positive SST anomalies as 769 

a fuller ENSO classification would require analysis of relative SST anomalies. An investigation of 770 



volcano-ENSO interactions is beyond the scope of this work and this sentence was just to 771 

acknowledge there is some dependence on initial ENSO conditions. 772 

Line 450: Does a best estimate for the emission height really exist? 773 

The phrasing “current best estimate” was intended in the sense that with the information we currently 774 

have, this is the best estimate we can produce at this time based on that evidence. We didn’t intend 775 

to imply these were absolutely the best estimates and so have removed the word “best”:  776 

Lines 528-530: “The VSSI estimate used in our study was taken from the eVolv2k reconstruction 777 

(Toohey and Sigl, 2017) and is within error of other SO2 emission estimates for the Mt Samalas 778 

eruption (Vidal et al., 2016, Lavigne et al., 2013).” 779 

Lines 459-60: Reference is missing 780 

This paragraph has been rewritten (see response to comment on Line 462 below). 781 

Lines 462: Not clear to me. According to their analysis of speleothem data from Mesoamerica, Ridley 782 

et al (2015) showed that SH volcanic eruptions, including those at low southerly latitudes (e.g. 783 

Tambora 1815) force the ITCZ to the north and lead to wetter conditions. Your figure S11 shows for 784 

Mexico a similar response for Tambora. Tejedor et al. (2021) showed on the other hand results for a 785 

super epoch analysis. 786 

This paragraph has been removed as we felt the scope of the paper was more streamlined without 787 

the inclusion of hydroclimate anomalies. Whilst their inclusion would certainly be valuable, in order 788 

to do so robustly would require more ensemble realisations and additional appropriate proxy 789 

records. 790 

Line 491ff:: You should not forget to discuss the model deficits in this paragraph; nine realizations 791 

might not be a sufficient number for each model experiment to obtain statistically significant pattern 792 

of tropical hydroclimate changes, large scale meridional transport and sulfate deposition are  also 793 

strongly model dependent, see Marshall et al. (2018), Quaglia et al. (2023) 794 

As above, the section on hydroclimate anomalies has been removed. 795 

Line 495: Another exemplary study in this respect is the paper by van Dijk et al. (2023) which you 796 

could cite here as well 797 

This reference has been added (throughout where relevant). 798 

Lines 780 ff.: References of Wade is listed twice, also indicated as 2020a and 2020b 799 

This has been corrected. 800 

Figures: 801 

Figure 2: Maybe you include here in one of the panels the specific position of the tree-rings. 802 

We tested including the positions of the specific trees rings used in the N-TREND reconstruction on 803 

Figure 2, however, we felt that this made the plot look cluttered and obscured the temperature 804 

contours (which are central to the plot). Therefore, an additional figure has been added to the 805 

Supplementary showing the locations of the records used in the N-TREND reconstruction: 806 



 807 

“Figure S3: Spatial distribution of sites used in the  N-TREND reconstruction, with proxy type 808 

shown by colour. N-TREND data from Wilson et al., (2016) and Anchukaitis et al., (2017) , plot after 809 

Fig 1 in Wilson et al., (2016).” 810 

Figure 3: Difficult to interpret the proxies in the two lower rows. The colors in the upper row 811 

probably not refer to the colormap at the bottom, so please use different colors instead of red and 812 

blue here. Which meaning has the cyan color here? I also wonder if it would make sense to show 813 

here only the NH as you do not discuss the two proxies from the SH here. They could be shown in 814 

the supplements. 815 

Figure 3 has been reworked into two separate figures (Figure 3 and Figure S10, see below). The new 816 

Figure 3 in the main body of text includes only the model-multi proxy comparison panels.  The proxy 817 

symbol size has been increased. Additional ice core records from Antarctica have also been added. 818 



 819 

“Figure 3: Globally-resolved multi-proxy-model comparison visualized for summers (JJA) 1258 and 1259. 820 

Symbols denote proxy data type and red/blue shading shows model-simulated surface air temperature 821 

anomalies for JUL1257 eruptions (a-b) and JAN1258 eruptions (c-d) ensemble means. Surface air 822 

temperature anomalies were calculated relative to a 10-year background climatology constructed from the 823 

control ensemble mean. Hashed lines denote anomalies at <95% significance as determined by a grid point 824 

ANOVA analysis.  Black filled symbols denote agreement within +/- 1°C between model-simulated 825 

anomalies and quantitative proxy records. Grey filled symbols denote  qualitative agreement with proxy 826 

records. Locations and proxy-constrained SAT anomalies are shown in Figure S3.” 827 

 828 

Figure S3 now shows only the proxy locations and if anomalies are warm/cool as denoted by 829 

blue/red in-fill where the cyan colour highlights refers specifically to frost ring records.  830 



 831 

“Figure S10: Map showing the locations of records included in the multi-proxy database for 832 

summer 1258 and 1259. Red/Blue colouring shows positive or negative SAT anomalies 833 

respectively, where light blue shading specifically refers to frost rings (i.e non-quantitative tree 834 

ring records). Historical records (square symbol) may only make reference to abnormal weather 835 

conditions in one year and therefore may only be present on one panel.” 836 

Figure S2, S3: As the number of individual realizations are not import in the context, I suggest to 837 

combine both figures into a new one with two panels one for each starting date and thin lines for 838 

the individual realizations and a thick one for the ensemble mean. 839 

This figure has been remade with all individual realisations on one panel for each starting date: 840 

 841 



“Figure S2. Model-simulated Northern Hemisphere Summer (June-July-August) Temperature 842 

Anomalies for individual July 1257 (left) and January 1258 (right) ensembles. Black line shows the tree-843 

ring reconstructed mean with the grey band showing 2σ around the mean. Thin lines show individual 844 

ensembles, and the thick line shows the model-simulated ensemble mean. Of the 9 July 1257 ensembles 845 

6 lie within 2σ of the tree ring-reconstructed mean for Summer 1258 whereas for the January 1258 846 

ensembles only 2 lie within 2σ of the tree ring-reconstructed mean for Summer 1258.” 847 

Figure S11: Please list the reference of the reconstruction 848 

The reference has been added. 849 

Data availability: Please make sure that the data are available before the submission of the revised 850 

version. 851 

Data has been uploaded to the CEDA archive and is pending review. Catalogue record can be found 852 

at https://catalogue.ceda.ac.uk/uuid/e0221b37aa174dd290c5e105263b59d1  853 
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