
Response to reviewer comments

Dear Editor and Reviewer,

We are very grateful for your time and valuable comments, which we found very
helpful. We have addressed questions and comments raised by the reviewer in the
revised manuscript with tracked changes. Please find our point-by-point response (in
blue font) to the comments below. We hope our revisions have properly addressed
your concerns.

Thanks again for your time.

Sincerely,
The authors

Reviewer 3

General comments:

This paper is a description of several candidate post-processing approaches for
producing point wind speed forecasts from numerical weather prediction simulations
for sites in southern China. While the overall methods appear reasonable, and the
conclusions appear valid, the paper needs some work to clarify the approach in some
regards.
Response: Thank you very much for your recognition and encouragement of our
work, we will further modify it according to your comments.
Specific comments:

1. I think more detail is needed on the gridded meteorological dataset that you
describe creating in section 2.1 “Data”. In particular, what is the source of the
meteorological in situ observations? Are these wind towers all at a consistent height?
How do you combine the surface observations with satellite data? Can you show
some proof that your dataset “exhibits superior quality compared to other products”,
or at least provide some references that evaluate the dataset?
Response: Thank you very much for pointing this out. The observed data comes from
the China Meteorological Administration land data assimilation system
(CLDAS-V2.0) real-time product data set
(https://data.cma.cn/data/cdcdetail/dataCode/NAFP_CLDAS2.0_RT.html).
These data are processed by the China Meteorological Public Service Center to
equivalent latitude and longitude grid scale, covering a geographical range of
15-32.97°N and 94-120.97°E. The spatial resolution of the grid is 0.03° × 0.03° (3km
by 3km) and the temporal resolution is 1 hour. China Meteorological Public Service
Center applied the nearest neighbor interpolation for precipitation, and bilinear
interpolation for the other four meteorological elements with downscaling from 3km
to 410 sites.
Yes! These actual observed wind speed data are obtained from the meteorological



station location at a height of 10 m.
“Combining the surface observations with satellite data” and “exhibits superior
quality compared to other products” are CLDAS-V2.0 official website documentation
description results.
To clarify this and we have rewritten the Data part into the following text: “The
observed data comes from the China Meteorological Administration land data
assimilation system (CLDAS-V2.0) real-time product data set
(https://data.cma.cn/data/cdcdetail/dataCode/NAFP_CLDAS2.0_RT.html).
According to the description of the documents on the official website, the dataset is
constructed through the integration of multiple sources, including ground and satellite
data, and is refined using advanced techniques such as multi-grid variational
assimilation, physical inversion, and terrain correction. This dataset exhibits superior
quality in comparison to other products, offering higher spatial and temporal
resolutions.

The target observation data includes 2-m air temperature, 2-m specific humidity,
10-meter wind speed, surface pressure, and precipitation. These data are processed by
the China Meteorological Public Service Center to equivalent latitude and longitude
grid scale, covering a geographical range of 15-32.97°N and 94-120.97°E.
The spatial resolution of the grid is 0.03° × 0.03° (3km by 3km) and the temporal
resolution is 1 hour.

China Meteorological Public Service Center applied the nearest neighbor
interpolation for precipitation, and bilinear interpolation for the other four
meteorological elements with downscaling from 3km to 410 sites. We selected the
10-meter wind speed data of 410 sites, as illustrated in Fig. 1.”

2. In the step 1 description (first part of Fig. 3, and text description in lines 222-242),
it seems like a lot is being changed between Exp. 1 and Exp. 2. How can you
control for this? It makes it somewhat hard to interpret the results.
Response: Thank you very much for pointing this out. In terms of controlled
experiments, the control of variables in our two experiments is not very strict.
However, on the basis of experiment 1, experiment 2 eliminated four meteorological
variables whose feature importance was less than 4 %, which were called U10, V10, D2,
and WD10. Most importantly, when we introduced the VMD-PCA algorithm, the
feature importance of pca0 and IMF0 both exceeded 5 %. In other words, we retained
the most important meteorological variable for correcting forecast wind speed in
experiment 1, and introduced pca0 and IMF0 wind speed sub-series processed by
VMD-PCA algorithm.

3. I was confused about why no bias statistics were shown in the verification section.
Showing only mean absolute error and root mean square error type verification is only
part of the story; can you say anything about the mean biases of the different
approaches explored in this study? I think that is an important part of the analysis



that is not shown yet.
Response: Thank you very much for your question. I have read some literature
(Xiong et al., 2022; Zhang et al., 2019; Xu et al., 2021) about correcting wind speed
forecasting, and I hardly saw the mean biases as a statistical indicator. According to
our understanding, if at some time point the predicted wind speed is higher than the
actual wind speed, then its bias is a positive value such as +x. If at other time point
the predicted wind speed is lower than the actual wind speed, then its bias is negative
such as -x. In this case, the calculated mean biases may be 0, which is not very
suitable for evaluating the forecast of wind speed.

Xiong, X., Guo, X., Zeng, P., Zou, R., and Wang, X.: A Short-Term Wind Power
Forecast Method via XGBoost Hyper-Parameters Optimization, Front. Energy Res.,
10, 905155, https://doi.org/10.3389/fenrg.2022.905155, 2022.

Xu, W., Liu, P., Cheng, L., Zhou, Y., Xia, Q., Gong, Y., and Liu, Y.: Multi-step wind
speed prediction by combining a WRF simulation and an error correction strategy,
Renewable Energy, 163, 772–782, https://doi.org/10.1016/j.renene.2020.09.032,
2021.

Zhang, Y., Chen, B., Pan, G., and Zhao, Y.: A novel hybrid model based on VMD-WT
and PCA-BP-RBF neural network for short-term wind speed forecasting, Energy
Conversion and Management, 195, 180–197,
https://doi.org/10.1016/j.enconman.2019.05.005, 2019.

4. I think somewhere (maybe in Fig. 1 and/or Fig. 2) you need to label the provinces,
as readers from outside of China may not know which is which.
Response: Many thanks for your suggestion. We have labeled the provinces in Fig. 1.
The revised figure is shown in Fig. 1 below.



Figure 1: WRF model simulation area elevation diagram. (d02 represents the nested area of the second

layer of the WRF model, and the black triangles represent the meteorological sites).

5. Minor comments:
Page 1, line 24: GFS stands for Global Forecast System.
Response: Thank you very much for pointing this out. We have corrected line 24 to
the following text: “We first construct WRF-predicted wind speeds using the Global
Forecast System (GFS) model output based on prediction results.”

6. Lines 29: indexes > indices.
Response: Thank you very much for pointing this out. We have corrected line 29 to
the following text: “We find that the VMD-PCA-RF evaluation indices exhibit relative
stability over nearly a year:”

7. Page 3, line 83: training the > training on the
Response: Thank you very much for pointing this out. We have corrected line 83 to
the following text: “The error correction model improves the accuracy of the NWP
model by training on the relationship between the NWP predictor variables and the
observed correlation variables.”



8. Page 5, line 118: Can you specify that these provinces are in China?
Response: Thank you very much for pointing this out. We have corrected line 118 to
the following text: “We analyze six distinct wind speed error indicators to compare
and identify the most suitable wind speed error correction schemes for five southern
provinces (Yunnan, Guizhou, Guangxi, Guangdong, Hainan) in winter and throughout
most of the year.”

8. Page 6, line 141: NCEP does not develop WRF, but rather NCAR (National Center
for Atmospheric Research). While there are contributors to WRF from NCEP, there
are also contributors from universities and many other organisations.
Response: Thank you very much for pointing this out. We've corrected line 140-141
to the following text: “The WRF 4.2 model, developed by the National Center for
Atmospheric Research (NCAR), …”

9. Page 6, lines 144-147: This section about GFS is confusing. Are you saying WRF
uses GFS initial and lateral boundary conditions? It has the capability, but is not
required to use GFS data. Also, NCAR did not have a role in developing GFS to my
knowledge.
Response: Thank you very much for pointing this out. We’ve updated section 2.2.1 to
the following text:
“The WRF 4.2 model, developed by the National Center for Atmospheric Research
(NCAR), represents a new generation of mesoscale numerical models with numerous
applications in research forecasting. When forecasting meteorological elements, the
WRF model normally uses the GFS data developed by the National Center for
Environmental Forecasting (NCEP). Using the WRF model in combination with daily
GFS data resolution of 0.25° × 0.25°, the GFS data updates at 06:00 UTC and
generates forecasting every 3 hours for a total duration of 90 hours. We selected the
24-h forecasting data from the WRF-resulted file after spin-up time of 18 hours. The
GFS data as the initial field and lateral boundary conditions for the WRF model.
Surface static data, such as terrain, soil data, and vegetation coverage, are derived
from the Moderate Resolution Imaging Spectroradiometer (MODIS) satellite with a
resolution of 15 seconds (approximately 500 meters). Incorporating a two-layer grid
nesting configuration, the forecast area is illustrated in Fig. 1. The WRF
configuration process is detailed in Table 1. Given that the time scale of the
meteorological station data in the study area is 1 hour, the forecast data time interval
of the WRF model is also set to 1 hour. As a widely used numerical weather forecast
model, the WRF model is suitable for weather studies from a few meters to several
thousand kilometers. Therefore, this paper uses the WRF model to predict 10-meter
wind speed as the input factor for the error correction model (Xu et al., 2021).”

10. Page 7, line 166: surface process plan > land surface model.
Response: Thank you very much for pointing this out. We have deleted this content
according to Reviewer 2's opinion.



11. Page 9, line 206: Can you define and capitalize your acronym “pcs”.
Response: Thank you very much for pointing this out. It means principal components
(Pcs). We've corrected line 206 to the following text: “When principal components
(Pcs) are used as the input of the error prediction algorithm, the Pcs fully reflect the
characteristics of the subsequence and reduce the model complexity.”

12. Fig. 3: validing > validating.
Response: Thank you very much for pointing this out. The revised figure is shown in
Fig. 2 below.



Figure 2: Flowchart of the AI model used to correct WRF-predicted wind speeds in the two main

experimental pathways.

13. Page 10, line 228: selected WRF field forecast data, including > selected WRF
field forecast data to include only…
Response: Thank you very much for pointing this out. We've corrected line 228 to the
following text: “Experiment 2, as illustrated in Fig. 6(d), derives 8 sets of data by
reducing the selected WRF field forecast data, including only altitude, 10-meter wind
speed, latitude, longitude, surface pressure, relative humidity, 2-meter temperature,
and hourly precipitation.”

14. Page 10, line 235: 8+9+3 does not equal 12. Are you counting the 9 IMF
components as one set of meteorological elements? Please clarify your wording
here.
Response: Thank you very much for pointing this out. we have corrected line 235 to
the following text: “Experiment 1 (Experiment 2) standardize 12 sets of
meteorological elements (8 sets of meteorological elements in Fig. 2, 9 IMF
components, and three PCA vectors in Fig. 4) and wind speed observation data,
respectively.”

Figure 4: Three-dimensional view of 12 wind speed components after VMD and PCA processing of the

10-meter forecast wind speed at Lechang Station in Guangdong from December 1, 2021, to February 28,

2022.

15. Page 13, line 276: Where does the “FA” acronym come from? I normally
interpret that as false alarm, but it seems you have a different definition.
Response: Thank you very much for pointing this out. It means Forecasting Accuracy



(FA), which has been used in past literature (Sun et al., 2019).

Sun, Q., Jiao, R., Xia, J., Yan, Z., Li, H., Sun, J., Wang, L., and Liang, Z.: Adjusting
Wind Speed Prediction of Numerical Weather Forecast Model Based on Machine
Learning Methods. Meteorological Monthly, 45(3): 426-436.
https://doi.org/10.7519/j.issn.1000-0526.2019.03.012, 2019.

16. Line 278: index > indices.
Response: Thank you very much for pointing this out. We have corrected line 278 to
the following text: “The formula for calculating the error indices is as follows:”

17. Lines 303-308: Can you put these verification results in a Table? That would
make it much easier to read, and to compare the different approaches. The same
goes for further lists of results in other sections.
Response: Thank you very much for pointing this out.
Sure! The testing set results in lines 303-308 are shown in Tables 3 and 4 of the
original paper. As for the results of training and verification, as mentioned by
Reviewer 2, we put the results in Table 3*.
Of course, for clarity, we have added Table 3* to show the error indices of the training
set and validation set of the 10 AI models in two sets of experiments in February
2022.

Table 3*. Table of evaluation indices of wind speed error trained and verified by 10 models in February

2022

Model
training set validation set

R RMSE（m/s） FA R RMSE（m/s） FA

VMD-PCA-lightGBM 0.96 0.33 0.99 0.88 0.53 0.94

VMD-PCA-XGBoost 0.96 0.31 1.00 0.87 0.54 0.94

VMD-PCA-RF 0.89 0.52 0.94 0.86 0.57 0.93

VMD-PCA-DBN 0.74 0.75 0.87 0.74 0.75 0.87

VMD-PCA-MLP 0.84 0.60 0.91 0.81 0.66 0.90

lightGBM 0.93 0.41 0.98 0.88 0.54 0.94

XGBoost 0.96 0.31 0.99 0.87 0.56 0.93

RF 0.89 0.52 0.94 0.86 0.57 0.93

DBN 0.76 0.73 0.88 0.76 0.73 0.88

MLP 0.85 0.59 0.92 0.83 0.62 0.91

18. Line 309: Indexes > indices.



Response: Many thanks for your suggestion. We’ve corrected Line 309 to the
following text: “Considering different evaluation indices,”

19. Lines 309-311: These sentences don’t make much sense. It would be better to
say “in” instead of “is that”. For example FA in January 2022 is generally higher
than in December 2021.
Response: Thank you very much for pointing this out. We’ve corrected Line 309-311
to the following text: “Considering different evaluation indices, the revision effects of
the five models in two months demonstrate that RMSE in January 2022 is generally
lower than December 2021; FA in January 2022 is generally higher than December
2021; R in January 2022 is generally lower than December 2021.”

20. Lines 356-359: Can you point out which figure this text refers to? I see some
panels in Figs. 7 and 8 have blue and red scatter plots. Which model(s) are you
specifically referring to about the day vs. night issues?
Response: Thank you very much for your question. It refers to Fig. S6d, f, Fig. S7d, f,
Fig. S8d, f, Fig. 7d, f and Fig. 8d, f. We’ve corrected Line 309 to the following text: “
As is shown in Fig. S6d, f, Fig. S7d, f, Fig. S8d, f, Fig. 7d, f and Fig. 8d, f, the red
scatter represents the nighttime wind speed, which is more concentrated on the 1:1
line. In contrast, the blue scatter represents the afternoon wind speed, which is
slightly away from the 1:1 line. This suggests that the correction effect of the five
models (VMD-PCA-lightGBM, VMD-PCA-XGBoost, VMD-PCA-RF, VMD-PCA-DBN,
and VMD-PCA-MLP) exhibits a noticeable diurnal variation.”

21. Figs. 7 and 8: Please clarify in the caption that the scatter plots are by hour. Is
there some pattern to the models and months that are being shown in each panel? If
so, it is above my head. Also, what is the difference between Fig. 7 and Fig. 8?
Response: Thank you very much for pointing this out.
For clarity, we have refined the headings of Fig. 7 and Fig. 8. The difference between
Fig. 7 and Fig. 8 is the result of two different models, VMD-PCA-RF, VMD-PCA-
lightGBM, respectively.
For example, we have corrected the title of Fig.7 to the following text: “Figure 7: The
scatter density map compared with the actual 10-meter wind speed: (a) 10-fold
cross-validation training set of VMD-PCA-RF model in February 2022, (b) 10-fold
cross-validation validation set of VMD-PCA-RF model in February 2022.

The 24-hour scatter map compared with the actual 10-meter wind speed: (c) WRF
forecasts in December 2021, (d) VMD-PCA-RF model forecasts in December 2021, (e)
WRF forecasts in January 2022, and (f) VMD-PCA-RF model forecasts in January
2022.”

22. Fig. 11: Can you clarify in the caption which panels show FA and which show
RMSE? It is not clear.
Response: Thank you very much for pointing this out.



For clarity, we have corrected the title of Fig. 11 to the following text: “Figure 11: FA
((a), (b), (c), and (d)) and RMSE ((e), (f), (g), and (h)) distribution maps of
VMD-PCA-RF, VMD-PCA-lightGBM and WRF models on 410 sites in five southern
provinces ((a), (c), (e), and (g) represent December 2021; (b), (d), (f), and (h)
represent January 2022).”

23. Line 477: I think it would be clearer to say “elevation above sea level” rather than
“height”. When I read “height” in this sort of study, it makes me think of
anemometer height above ground level.
Response: Thank you very much for pointing this out.
For clarity, we have corrected Line 477 to the following text: “In order to further
understand the feature importance ranking of the RF models, we divided the model
prediction results and actual wind speeds of the 410 stations into 20 equal parts
according to terrain height above sea level (Fig.12).”

23. Line 494-495: This sentence is poorly worded and doesn’t make sense.
Response: Thank you very much for pointing this out.
For clarity, we have corrected Line 494-495 to the following text: “With 1 km as the
center, the measured 10-meter wind speed is more unstable in areas where the station
terrain height increases or decreases. However, the pink box of the 10-meter wind
speed predicted by WRF becomes wider as the station terrain height decreases
(Fig.12). The distance between the gray box of observed 10-meter wind speed and the
pink box of the 10-meter wind speed predicted by WRF is greater as the station
terrain height decreases. It shows that 10-meter wind speed predicted by WRF has
less accuracy as the station terrain height decreases.”

24. Lines 493-498: The use of the word “unstable” or “instability” in this section is
confusing. I might say something more like “variability”.
Response:Many thanks for your suggestion.
For clarity, we have corrected Lines 493-498 to the following text: “With 1 km as the
center, the measured 10-meter wind speed is more variable in areas where the station
terrain height increases or decreases. However, the pink box of the 10-meter wind
speed predicted by WRF being wider with the station terrain height decreases
(Fig.12). The distance between the gray box and the pink box is longer with the
station terrain height decreases. It shows that 10-meter wind speed predicted by WRF
has less accuracy with the station terrain height decreases. The VMD-PCA-RF and
VMD-PCA-lightGBM models significantly reduce the variability of the 10-meter wind
speed predicted by WRF. When the height of the station increases or decreases at 1 km,
the correction intensity tends to increase gradually. This further explains the higher
importance of the height factor in the RF model training.”

25. Fig. 14: The text claims this figure shows the actual wind speed in each month,
but I cannot find that.
Response: Thank you very much for pointing this out.



For clarity, we have corrected the title of Fig. 14 to the following text: “Figure 14:
Evaluation histograms of 10-meter wind speed predicted by 10 models in different
months in Experiment 1 and Experiment 2 ((a), (b), (c), (d), (e), and (f) represent R,
FA (%), MAE (m/s), RMSE (m/s), rMAE (%), and rRMSE (%) respectively).”

26. Line 513: Indexes > indices
Response: Many thanks for your suggestion. We’ve corrected Line 513 to the
following text: “As shown in the figure 14, the evaluation indices of the model trained
in Experiment 2”


