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Abstract. TS1This study explores coupled land–atmosphere data assimilation (DA) for improving weather and
hydrological forecasts by assimilating soil moisture (SM) data. This study integrates a land DA component into
a global atmospheric DA system of the Nonhydrostatic ICosahedral Atmospheric Model and the local ensemble
transform Kalman filter (NICAM-LETKF) and performs both strongly and weakly coupled land–atmosphere DA
experiments. We explore various types of coupled DA experiments by assimilating atmospheric observations
and SM data simultaneously. The results show that analyzing atmospheric variables by assimilating SM data
improves the SM analysis and forecasts and mitigates a warm bias in the lower troposphere where a dry SM bias
exists. On the other hand, updating SM by assimilating atmospheric observations has detrimental impacts due
to spurious error correlations between the atmospheric observations and land model variables. We also find that
assimilating SM by strongly coupled DA is beneficial in the Sahel and equatorial Africa from May to October.
These regions are characterized by seasonal variations in the precipitation patterns and benefit from updates in
the atmospheric variables through SM DA during periods of increased precipitation. Additionally, these regions
coincide with those identified in the previous studies, where a global initialization of SM would enhance the
prediction skill of seasonal precipitation.

1 Introduction

The Earth’s natural environment can be considered a uni-
fied system in which several subsystems (e.g., atmosphere,
hydrosphere, cryosphere, and biosphere) interact with each
other. Coupled models consider at least two of the Earth’s
subsystems and have been developed to emulate such inter-
actions within unified systems. For example, coupled land–
atmosphere models consider land–atmosphere interactions
by passing the output data from the land subsystem to the
atmospheric subsystem and vice versa during model time in-

tegrations. Coupled models represent more realistic physical
processes and provide improved predictions of Earth’s phe-
nomena compared to those models that consist of only a sin-
gle component.

Data assimilation (DA) plays an important role in numer-
ical weather prediction (NWP) by providing accurate initial
conditions. Some studies investigated coupled DA for ocean–
atmosphere interactions (e.g., Zhang et al., 2007; Sugiura et
al., 2008; Fujii et al., 2009; Frolov et al., 2016; Laloyaux et
al., 2016; Sluka et al., 2016; Browne et al., 2019; Penny and
Hamill, 2017; Penny et al., 2019) and land–atmosphere inter-
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actions (e.g., de Rosnay et al., 2012; Lea et al., 2015; Suzuki
et al., 2017; Sawada et al., 2018; Draper and Reichle, 2019;
Fairbairn et al., 2019).

In this study, we focus on experiments to evaluate the
potential benefits of assimilating synthetic soil moisture
(SM) data from the Global Land Data Assimilation System
(GLDAS; Rodell et al., 2004), within a controlled experi-
mental setup through the effective use of land–atmosphere
interactions via data assimilation. Specifically, this study in-
vestigates whether assimilating atmospheric (land) obser-
vational data into land (atmospheric) models is beneficial
for their subsequent forecasts. We employ SM data from
GLDAS, a comprehensive and reliable dataset which facil-
itates simple data handling and is suitable and sufficient for
this study (see Sect. 2.4). SM is particularly important among
land variables because it controls the exchange of water and
energy between the atmosphere and land surface (Bateni and
Entekhabi, 2012). For example, SM has a profound impact
on the evolution of boundary layers and precipitation dur-
ing the warm season, a time characterized by high incom-
ing radiation and evapotranspiration (Betts, 2009; Dirmeyer
and Halder, 2016; Drusch and Viterbo, 2007). Moreover, im-
proving SM data is essential for enhancing seasonal-scale
climate predictions (Dirmeyer, 2000; Douville and Chauvin,
2000; Drusch, 2007; Hauser et al., 2017). With a regional
NWP system, Santanello et al. (2019) showed that SM DA
changed surface fluxes, evolution, entrainment of the plane-
tary boundary layer, and ambient weather.

Two well-known coupled DA methods are weakly coupled
DA and strongly coupled DA (cf. Sect. 2.2). As one argu-
ment, Lawless (2012)CE1 noted that strongly coupled DA is
preferable for environmental prediction, as discussed at the
2012 International Workshop on Coupled Data Assimilation.
A follow-up workshop in Toulouse in 2016 further elabo-
rated on the need for coupled DA. As for ocean–atmosphere
models, Penny et al. (2019) explored a method to improve
the initialization process using a simplified model. They es-
timated ocean conditions with atmospheric observations and
vice versa and found strongly coupled DA approaches were
generally superior to weakly coupled approaches when us-
ing the simple toy model. As Tang et al. (2021) stated, how-
ever, regarding more complex models, it is unclear whether
strongly coupled DA generally outperforms weakly coupled
DA. When it comes to land–atmosphere models, several
studies have demonstrated the benefits of strongly coupled
DA approaches for medium-range NWP (Suzuki et al., 2017;
Sawada et al., 2018). In terms of assimilation of land obser-
vations, while weakly coupled land–atmosphere DA is still
the mainstream in NWP systems (e.g., Zhang et al., 2007;
Lea et al., 2015; Draper and Reichle, 2019), several studies
have already examined the benefits of strongly coupled DA
on land observations. For example, Lin and Pu (2019, 2020)
assimilated surface SM, 2 m temperature and humidity, and
conventional atmospheric observations, showing advantages
of strongly coupled DA. They also showed that SM had cru-

cial impacts on the temperature field rather than the other
variables. Thus, it is already known that SM DA is benefi-
cial for the coupled land–atmosphere models, but updates of
cross-components have not yet been explored enough. There-
fore, this study aims at exploring better strategies to assimi-
late SM data in a strongly coupled land–atmosphere DA sys-
tem.

This study uses a global atmospheric DA system known
as the NICAM-LETKF (Terasaki et al., 2015), which con-
sists of the Nonhydrostatic ICosahedral Atmospheric Model
(NICAM; Satoh et al., 2008, 2014) and the local ensem-
ble transform Kalman filter (LETKF; Hunt et al., 2007).
NICAM incorporates the Minimal Advanced Treatments of
Surface Interaction and RunOff model (MATSIRO; Takata
et al., 2003) as the land surface subsystem. We implement
coupled land–atmosphere DA in NICAM-LETKF to assimi-
late SM observations using either the weakly or strongly cou-
pled DA methods. Our primary scientific question is whether
the assimilation of synthetic observational data from one
model into another can improve compatibility between the
two models in the NICAM-LETKF system. In addition to
conventional atmospheric observations and AMSU-A radi-
ances in NICAM-LETKF, this study assimilates SM data as
land observations.

This article is organized as follows. Section 2 describes the
newly developed coupled land–atmosphere DA system. The
experimental settings are described in Sect. 3. The results are
presented and discussed in Sect. 4. Finally, a summary is pro-
vided in Sect. 5.

2 Methodology

2.1 NICAM and MATSIRO models

NICAM is an icosahedral-grid-based atmospheric model that
has been widely used for NWP (e.g., Kotsuki et al., 2019b,
c) and climate-scale predictions (e.g., Kodama et al., 2015;
Kikuchi et al., 2017). We use NICAM with a 112 km hori-
zontal resolution and 38 vertical layers to a height of approx-
imately 40 km. Due to the relatively coarse horizontal resolu-
tion, the Arakawa and Schubert scheme (Arakawa and Schu-
bert, 1974) and Berry’s parameterization (Berry, 1967) are
employed for cumulus parameterization and the large-scale
condensation scheme, respectively. See Satoh et al. (2008,
2014) for further details about NICAM.

MATSIRO represents all the major processes of water
and energy exchange between land and atmosphere. MAT-
SIRO consists of five vertical layers used for simulating soil
temperature and moisture: 0–0.05, 0.05–0.25, 0.25–0.5, 0.5–
0.75, and 0.75–2 m. Surface energy and water fluxes are
computed from their budgets at the ground and canopy sur-
faces in snow-free and snow-covered regions, considering
the subgrid-scale snow distribution (Takata et al., 2003). SM
is calculated in each soil layer and is representative of the
entire land component of a model grid area, whether snow-
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covered or not. Note that, in general, SM in NWP models has
been updated using 2 m temperature and humidity observa-
tions for decades (e.g., Mahfouf et al., 2000; de Rosnay et
al., 2014; Gómez et al., 2020).

2.2 LETKF and coupled data assimilation
implementations

LETKF is a type of ensemble Kalman filter (EnKF; Evensen,
2003) that has been used for atmospheric, hydrological, and
oceanic DA. LETKF solves the analysis equations at every
model grid point by assimilating the subset of observations
within its localization influence radius. The analysis equa-
tions of LETKF are based on the ensemble transform Kalman
filter (Bishop et al., 2001):

xa
= xf
+ δXfwa, (1)

wa
= P̃a

(
HδXf

)T
R−1

(
yo
−Hxf

)
, (2)

δXa
= δXfWa, (3)

Wa
=

[
(m− 1)P̃a

] 1
2
, (4)

where x is the ensemble-mean model state, δX is the ensem-
ble perturbation matrix, H is the linear observation operator,
R is the observation error covariance matrix, y is the obser-
vation data, and P̃ais the model state error covariance ma-
trix in ensemble space, while superscript letters a, f, and o
denote analysis (posterior), forecast (prior), and observation,
respectively. Here, P is used for the error covariance in model
space, and P̃ is used for the error covariance in the ensemble
space. m is the ensemble size. w is the (m× 1) ensemble
transform vector for the ensemble mean updates, and W is
the (m×m) ensemble transform matrix for ensemble pertur-
bation updates. The analysis error covariance matrix P̃a is
given by

P̃a
=

[
(m− 1)I+

(
HδXf

)T
R−1HδXf

]−1

, (5)

where I is the identity matrix. In practice, since the error co-
variance matrix P̃a is often underestimated, and filters even-
tually become unstable, the introduction of the model error
or variance inflation is necessary for stable filtering. The the-
oretical explanation of the model error can partially be at-
tributed to the model nonlinearity under the perfect model
assumption. In this study, instead of adding random noise as
the model error, we use a relaxation method at the end of the
DA process, as described in Sect. 3.

The analysis equation of the ensemble mean (Eqs. 1 and 2)
is equivalent to the original analysis equation of the Kalman
filter:

xa
= xf
+ δXfP̃a

(
HδXf

)T
R−1

(
yo
−Hxf

)
= xf
+PfHT

(
HPfHT

+R
)−1(

yo
−Hxf

)
. (6)

Here, Pf is the model state error covariance matrix in model
space. The EnKF uses an ensemble-based approximation to
the forecast error covariance:

Pf
≈

1
m− 1

δXf
(
δXf

)T
. (7)

For coupled models, Eq. (7) is approximated by(
Pf
)
αβ
≈

1
m− 1

δXf
α

(
δXf

β

)T
, (8)

where α and β are the model variables updated in the cou-
pled DA. Thus, for coupled land–atmosphere models, Pf is
represented by

Pf
=

( (
Pf)

AA

(
Pf)

AL(
Pf)

LA

(
Pf)

LL

)
. (9)

In Eq. (9), “A” and “L” represent the variables of the atmo-
sphere and land, respectively. In the current study, for exam-
ple, (Pf)AA represents the covariance between atmospheric
variables, and (Pf)AL represents that between atmospheric
variables and SM. This study employs the ensemble-based
estimation of cross-component error covariance ((Pf)AL and
(Pf)LA) using Eq. (8). Here each ensemble member repre-
sents a coupled forecast where the atmospheric and land vari-
ables interact each other. Specifically, the MATSHIRO vari-
ables are driven by forcing from NICAM, and the upward
flux from MATSHIRO feeds back into NICAM. This cou-
pling captures the essential interactions between the atmo-
sphere and land variable, leading to physically derived cross-
component error covariance during the forecasts. Note that
the state variable xf does not include the land component
when the land variables are not updated (cf. Fig. 2a and d).
For such cases, the forecast error covariance matrix also has
the inverse matrix since the land component is also excluded
in the background error covariance.

In practice, since some observations have nonlinear obser-
vation operators, the following approximation is required:

HδXf
≈H

(
xf1T
+ δXf

)
−H

(
xf1T+ δXf

)
1T, (10)

whereH is the nonlinear observation operator, and 1 denotes
a column vector with all m elements being equal to 1.

For the weakly coupled DA (hereafter WCDA) method, at-
mospheric observations are used only for updating NICAM
state variables, and land observations are used for those
of MATSIRO (Fig. 1a). That is, the cross-component error
covariance between atmospheric and land variables is as-
sumed to be 0 in WCDA (i.e., (Pf)AL = 0 and (Pf)LA = 0).
Thus, impacts of atmospheric observations can propagate to
land model states, and vice versa, only through interactions
between NICAM and MATSIRO during model forecasts.
For the strongly coupled DA (hereafter SCDA) method, the
cross-component covariance is estimated based on ensemble
forecasts (i.e., (Pf)AL 6= 0, (Pf)LA 6= 0, or both are nonzero
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Figure 1. Schematic images of (a) weakly coupled and (b) strongly coupled land–atmosphere data assimilation (DA) methods. Thin black
arrows indicate model state updates through DA. Cyan double-headed arrows indicate land–atmosphere interactions between NICAM and
MATSIRO during subsequent model forecasts. Here, panel (b) shows the fully strongly coupled DA method (cf. Fig. 2g). The image for
NICAM was adapted from Satoh et al. (2014).

matrices). Therefore, atmospheric or land observations are
used to update both NICAM and MATSIRO variables based
on the cross-component covariance (Fig. 1b). SCDA extracts
more information than WCDA from the same observations if
an appropriate forecast error covariance (Pf)αβ is applied.

This study considers seven coupled DA experiments
(Fig. 2). Referring to Penny and Hamill (2017), we clas-
sify these experiments into five categories: quasi-WCDA,
WCDA, quasi-SCDA, SCDA, and fully SCDA. Here we in-
troduce identifiers (IDs) indicating which observation type
is assimilated for each model. This study defines “A” and
“L” as representations of the atmospheric and land, respec-
tively. The IDs are defined as follows: “AA×” represents that
assimilating only atmospheric observations to update the at-
mospheric model; “AAL” signifies that assimilating both at-
mospheric and land observations to update the atmospheric
model; “LA×” denotes that assimilating only land observa-
tions to update the land model; “L×L” indicates that as-
similating only land observations to update the land model;
“LAL” corresponds to that assimilating both atmospheric
and land observations to update the land model; and finally,
“L××” represents that no observation is assimilated to update
the land model.

For example, “AA×L××” indicates that atmospheric ob-
servations are used to update the NICAM variables, while
no observations are assimilated for the land model (Fig. 2a).
This experiment is considered quasi-WCDA and is equiv-
alent to the standard NICAM-LETKF system without SM
DA or the control case (hereafter CTRL). “AA×L×L” stands
for WCDA (Fig. 2b), while “AALLAL” signifies fully SCDA
(hereafter full-SCDA; Fig. 2g). The remaining four experi-
ments are treated as quasi-SCDA (Fig. 2c and d) and SCDA
(Fig. 2e and f).

This study designs specific configurations of SCDA and
WCDA to investigate whether updating MATSIRO variables
through assimilating particular atmospheric observations has
a beneficial impact. This investigation aims at finding the
best-performing coupled land–atmosphere DA that consists

of updates with a beneficial effect for the experimental set-
ting of the present study. The best-performing approach
might be different if we use different DA configurations or
change the experimental settings, such as resolution and DA
frequency.

2.3 Atmospheric data

The original NICAM-LETKF system assimilates conven-
tional observations from the NCEP operational system (a.k.a.
NCEP PREPBUFR), satellite radiance from Advanced Mi-
crowave Sounding Unit-A (AMSU-A), and the near-real-
time version of Global Satellite Mapping of Precipitation
(GSMaP_NRT). The dataset includes a number of different
types of data: radiosondes, wind profilers, aircraft reports,
surface pressure, atmospheric motion vectors, and surface
winds derived from satellite observations. The channel se-
lections for satellite radiances are 6, 7, and 8 for AMSU-
A. The stratospheric sensitive channels are not assimilated
in this study, considering the relatively low top level of the
NICAM in this study (40 km). The satellite radiance scans
and air mass biases are adaptively estimated and corrected at
each data assimilation cycle. This experimental setting fol-
lowed the operationally running NICAM-LETKF system. In
this study, we use these data as atmospheric observations (cf.
Table 1 of Kotsuki et al., 2019a). For further details of the
assimilation methods used for these observations, we refer
readers to previous studies (Terasaki et al., 2015; Kotsuki et
al., 2017a; Terasaki and Miyoshi, 2017).

2.4 Soil moisture data

Satellite instruments can measure several land variables, in-
cluding SM, surface skin temperature, and snow depth. Pre-
vious studies have found that land surface models tend to
overestimate SM relative to SM data derived from satel-
lite observations (Bindlish et al., 2018). GLDAS also shows
larger SM values than satellite-based data (Bi et al., 2016).
The significant bias between the model-based estimate and
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Figure 2. Schematic plots of seven DA experiments for (a) AA×L×× (CTRL; quasi-WCDA), (b) AA×L×L (WCDA), (c) AA×LA× (quasi-
SCDA), (d) AALL×× (quasi-SCDA), (e) AA×LAL (SCDA), (f) AALL×L (SCDA), and (g) AALLAL (full-SCDA). The vertical axis repre-
sents atmospheric or land variables, and the horizontal axis shows observations. The shading of variables matches that of the observations
used for their updates. White areas with “no” indicate error correlations that are assumed to be zero in DA. Gray areas with “yes” indicate
error correlations that are included in DA.

observation is unfavorable for DA. Prior to DA experiments,
we compare spatial distributions of climatological SM for
NICAM and satellite-based observations from the Soil Mois-
ture and Ocean Salinity (SMOS; https://smos-diss.eo.esa.
int/oads/access/, last access: 14 October 2023) and the Ad-
vanced Microwave Scanning Radiometer 2 of Global Change
Observation Mission – Water (GCOMW/AMSR-2; https://
lance.nsstc.nasa.gov/amsr2-science/, last access: 14 October
2023). We can see that NICAM SM is greatly biased com-
pared to these satellite-based data (Fig. 3a, c, and d). In con-
trast, the bias of SM in NICAM relative to GLDAS is much
smaller than that relative to SMOS and GCOMW/AMSR-2.

Hoover and Langland (2017) assimilated pseudo-
radiosonde observations from an independent atmospheric
reanalysis system. They mentioned that assimilating reanal-
ysis data from an advanced system significantly reduced
biases in atmospheric temperature and geopotential height.
As a first step, this study takes a similar approach and assim-
ilates SM from GLDAS to avoid using satellite observation
data which usually contain significant bias.

It is generally known that satellite, remote sensing, and
model datasets have different mean SM values. Since we do
not know the true mean values in remote sensing or model
outputs, we cannot attribute these differences in these mean
to bias in any specific data source. Satellite retrieval and
model averages are determined by the parameters used in
the retrieval and surface models, but we also do not know

what those parameters should be. Therefore, the standard ap-
proach in SM data assimilation is to remove the difference
between modeled and observed SM averages and then as-
similate only the temporal anomalies in the observed SM
values. Since it is crucial to have unbiased model and obser-
vation states to ensure the DA assumption is correct, several
processes are proposed (Dee, 2005). For example, Reichle
and Koster (2004)TS2 suggest a simple method to remove
strong biases between satellite-based and model-based data,
in which they match the cumulative distribution functions
(CDFs) of the satellite and model data (a.k.a. CDF matching
approach). On the other hand, several previous studies have
successfully performed data assimilation without bias cor-
rection (e.g., De Lannoy et al., 2007; Bosilovich et al., 2007;
Reichle et al., 2010; Honda et al., 2018). For example, Honda
et al. (2018) demonstrated that assimilating geostationary
satellite infrared radiance observations without bias correc-
tion every 10 min reduced the bias between the forecast and
observations, leading to improved analysis without causing
inconsistencies in the model states. Following the success
of these previous studies, the present study assimilates SM
data without bias correction. As shown later in Sect. 4a, the
bias between the forecast and observation becomes negligi-
ble after a 1-month spin-up period when SM from GLDAS
is assimilated every 6 h. Consequently, assimilating SM data
without bias correction yields improvements in prediction
accuracy of atmospheric variables. Since employing bias cor-

https://smos-diss.eo.esa.int/oads/access/
https://smos-diss.eo.esa.int/oads/access/
https://lance.nsstc.nasa.gov/amsr2-science/
https://lance.nsstc.nasa.gov/amsr2-science/
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Figure 3. Spatial patterns of soil moisture (m3 m−3) for NICAM, GLDAS, SMOS_L2_NRT_NN, and GCOM_W/AMSR2, averaged over
February to June in 2015 (a, b) and 2016 (c, d).

rection techniques and assimilating real satellite-sensed SM
data could potentially lead to further enhancements, such en-
deavors are important subjects for future studies.

We perform QC using flags provided with the satellite ob-
servation data. In addition, as applied for PREPBUFR and
GSMaP_NRT observations, we simply apply a gross error
check for SM in which observations are rejected when the
observation-minus-forecast value is greater than 10 times the
observation error standard deviation (Terasaki et al., 2015).

GLDAS is a research-oriented land surface reanalysis sys-
tem that produces spatiotemporally continuous global SM
data. The GLDAS system integrates a suite of land surface
models, which include the Noah, Community Land Model,
Variable Infiltration Capacity, Mosaic, and Catchment. These
land surface models provide physically based simulations of
surface conditions, and each model has strengths and weak-
nesses depending on the applications. Among them, this
study uses Noah-model-based SM data (GLDAS Noah Land
Surface Model L4 Version 2.1; Chen et al., 1996; Koren et
al., 1999). We only assimilate first-layer SM since satellite
measurements cannot observe deep-layer SM. GLDAS pro-
vides 3-hourly SM at a spatial resolution of 0.25◦× 0.25◦.
As these data are denser than those of NICAM (112 km and
6-hourly resolution), we reduce the data density spatially
and temporally. The original SM data are averaged within
a NICAM model grid so that each observation corresponds
to one model grid point. The original 3-hourly data are also
averaged over 6 h. These spatial and temporal data aggrega-

tion processes are carried out simultaneously prior to data
assimilation.

The GLDAS Version 2.1 simulation is forced with
National Oceanic and Atmospheric Administration
(NOAA)/Global Data Assimilation System (GDAS)
atmospheric analysis fields (Derber et al., 1991), the
disaggregated Global Precipitation Climatology Project
(GPCP) V1.3 Daily Analysis precipitation fields, and the
Air Force Weather Agency’s AGRicultural METeorological
modeling system (AGRMET) radiation fields. Because
GLDAS uses observed precipitation of GPCP, SM in
GLDAS is considered better than that of MATSIRO, which
uses precipitation forecasts from NICAM to drive the land
surface model. Since SM in NICAM has a large bias against
the satellite-based product (Fig. 3), this study assimilates
SM from GLDAS as pseudo-observations as Hoover and
Langland (2017) and verifies forecasted SM compared to
GLDAS.

3 Experimental setting

This study performs 40-member NICAM-LETKF experi-
ments. NICAM ensemble forecasts are performed for 9 h in-
tervals, and observation data from the last 6 h period are as-
similated. The initial ensemble members of the experiments
are obtained from the 1st–40th members of a long-term 128-
member NICAM-LETKF experiment (Terasaki et al., 2019).
This means the initial ensemble spread of SM relies on initial
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conditions perturbed by the ensemble NICAM forecasts. Co-
variance localization in LETKF is applied to the observation
error covariance R so that distant observations have smaller
impacts on the analysis (Hunt et al., 2007; Miyoshi and Ya-
mane, 2007). Gaussian functions are used for horizontal and
vertical localization, given by

f = exp
[
−

1
2

{
(dh/σh)2

+ (dv/σv)2
}]
, (11)

where f is the localization function, and dh and dv are the
horizontal distance (km) and vertical difference (log(Ps)) be-
tween the analysis model grid point and the observation,
respectively. Standard deviations (SDs) of σh and σv are
400 km and 0.4 natural log pressure, as implemented by
Terasaki et al. (2019). The localization function is replaced
by zero beyond 2

√
10/3 · σh,v. Land (atmospheric) observa-

tions are assimilated into the atmospheric (land) model using
the same vertical localization scale. For land observations,
surface pressure (Ps) is assigned for the observed height. This
study uses relaxation to prior spread (RTPS; Whitaker and
Hamill, 2012) for covariance inflation. For atmospheric vari-
ables, the relaxation parameter is set to 0.90, which is de-
termined through sensitivity tests (Kotsuki et al., 2017b). As
mentioned in Sect. 2.2, the original NICAM-LETKF method,
which assimilates only atmospheric observations, is referred
to as the control experiment. These experimental settings
have been widely applied in previous NICAM-LETKF ex-
periments (e.g., Kotsuki et al., 2018, 2019a). In addition to
atmospheric observations, this study assimilates SM data as
hydrological land observations. The observation error SD of
SM is estimated at 0.05 (m3 m−3) based on the innovation
statistics of Desroziers et al. (2005) (cf. Appendix A). We
perform one control experiment and six SM DA experiments,
as shown in the schematic images of Fig. 2.

Maintaining the ensemble spread is important in the EnKF.
We initially expected that ensemble forecasts could suffi-
ciently maintain the ensemble spreads of MATSIRO vari-
ables due to physical coupling with NICAM. However, the
ensemble spread of SM in MATSIRO decreased rapidly after
initiating assimilation of SM from GLDAS in our prelimi-
nary experiment (not shown). We were unable to mitigate this
rapid reduction of ensemble spreads even by applying RTPS
with relaxation parameter α = 0.90. This outcome seems to
be related to two fundamental challenges: (1) the land mod-
els are typically more dependent on external forcing, rather
than being modeled as a chaotic dynamical system depen-
dent on initial conditions, and (2) the timescales for dynam-
ical changes in land models are much longer than those in
atmospheric models. The latter implies that the land model is
likely to have a long memory beyond 6 h for SM. In the case
of assimilating SM with atmosphere–land coupled models,
SM observations correspond to the slow mode, and atmo-
spheric variables correspond to the fast mode. Therefore, of-
fline land DA systems usually inflate the ensemble spread by
adding random noise to atmospheric forcing or observational

data. For example, Reichle et al. (2002) added perturbations
to the ensemble forecasting system, specifically to forcing
and to the model states variables, to account for sources of
model error in the land model forecast to generate an ensem-
ble representative of the model forecast uncertainty. In the
current study, we use RTPS to maintain the ensemble spread
of SM in MATSIRO to avoid the ensemble becoming too
confident. In addition, land DA experiments with the land–
atmosphere system would represent model errors to some
extent since each land model is driven by different forcing.
The relaxation parameter for SM is set to α = 1.00 so that the
analysis ensemble spread is equivalent to the forecast ensem-
ble spread. For further details on creating ensemble spreads
for land models, we encourage readers to review the sum-
mary presented in Draper (2021).

Further, since satellite-borne microwave sensors can mea-
sure only surface layer SM, we explore better DA strate-
gies that will be applicable to satellite observations. Thus,
we only use SM data in the surface layer (0–0.1 m) provided
by GLDAS. In our experiments, GLDAS SM data are assim-
ilated into the topmost layer of MATSIRO (0–0.05 m). Al-
though analyzing deeper layers of SM is essential to take ad-
vantage of land–atmosphere coupling, this study focuses on
the surface layer where feedbacks to the atmosphere would
be more pronounced than in deeper layers. Note that the
present experimental setting for assimilating GLDAS SM
data may result in more significant impacts than the exper-
iments with actual satellite observation intervals.

We first perform a spin-up NICAM-LETKF experiment
from June to September 2014 by assimilating only atmo-
spheric observations. The initial NICAM ensemble condi-
tions are taken from the long-term NICAM-LETKF exper-
iment of Terasaki et al. (2019). DA experiments are per-
formed for 13 months, from 00:00 UTC 1 October 2014 to
18:00 UTC 30 November 2015. The first month (October
2014) is considered a spin-up period, and the results for the
latter 12 months are used for validation.

In Sect. 4.1, the data are used for validation to check if the
assimilation behaves as expected (i.e., the analysis departures
of SM are reduced by the assimilation). In addition, we also
use SM from ERA5 reanalysis data (Hersbach et al., 2020)
as an independent dataset for validation scores. We evalu-
ate atmospheric variables against the ERA5 reanalysis data
in Sect. 4.2. The analysis of land variables is performed sep-
arately from the atmospheric analysis in the ERA5 by as-
similating screen-level temperature, dewpoint, and synoptic
observations with the optimal interpolation. While ERA5 as-
similates no SM observation, it assimilates many more satel-
lite observations than the NICAM-LETKF, such as from the
Microwave Humidity Sounder and Advanced Technology
Microwave Sounder. Therefore, validating NICAM-LETKF
atmospheric fields relative to the ERA5 is reasonable. Fur-
thermore, as described, SM of GLDAS can be considered
better than the NICAM-LETKF because it is derived by ob-
served precipitation. Hence, in the following sections, we
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demonstrate that the assimilation of SM from GLDAS has
a beneficial effect on atmospheric fields in NICAM-LETKF,
as verified by comparison with ERA5.

4 Results and discussion

4.1 Impacts on soil moisture

We first examine the impacts of SM assimilation on MAT-
SIRO. Figure 4 compares the global bias patterns for the prior
state of SM at the near-surface layer (i.e., 0–0.05 m) relative
to GLDAS, averaged over a 12-month period from Novem-
ber 2014 to October 2015. Three panels show the results for
AA×L×× (CTRL; quasi-WCDA), AA×L×L (WCDA), and
AALLAL (full-SCDA). AA×L×× (CTRL) shows dry biases
relative to GLDAS in general, especially in the continents
of Africa, South America, Australia, and central Eurasia
(Fig. 4a). Assimilating SM into MATSIRO successfully mit-
igates these SM biases (Fig. 4b and c). Furthermore, assimi-
lating SM mitigates the wet SM bias in regions where SM is
overestimated in AA×L×× (CTRL). Therefore, the newly de-
veloped coupled land–atmospheric DA system successfully
assimilates SM data into MATSIRO, and we confirm the de-
veloped DA system works well. These results are expected
and not surprising because forecasts are validated using the
same data as observations. No notable differences are ob-
served in global bias patterns between AA×L×L (WCDA)
and AALLAL (full-SCDA) in global bias patterns (Fig. 4b and
c).

Figure 5 shows the time series of global-mean root mean
square differences (RMSDs) for SM relative to GLDAS. All
experiments that assimilate SM have smaller errors in SM
than those in AA×L×× (CTRL; Fig. 5a). Although AA×L×L
(WCDA; Fig. 5b) and AALLAL (full-SCDA; Fig. 5g) show
reduced errors, no clear difference is apparent between the
two experiments. Among the seven experiments, AALL×L
(SCDA; Fig. 5f) results in the smallest SM error. In this
experiment, SM observations are used for updating both
NICAM and MATSIRO, whereas atmospheric observations
are used only for updating NICAM and not for MATSIRO.
Since AALL×L (SCDA) results in better SM estimation than
AALLAL (full-SCDA; Fig. 5g), we can see that updating SM
in MATSIRO through assimilation of atmospheric observa-
tions has a detrimental impact on SM in the experimental
settings of this study.

Such detrimental impacts are also found by comparing
other cases, such as AA×L×L (WCDA; Fig. 5b) and AA×LAL
(SCDA; Fig. 5e). The larger error in AA×LAL (SCDA) than
in AA×L×L (WCDA) arises from inaccurate covariance esti-
mates between atmospheric observations and land variables
due to insufficient ensemble size. Ensemble-based DA can
provide spurious error correlations when the ensemble size is
small. Assimilating observations based on spurious error co-
variances generally degrades the analysis results (cf. variable
localization of Kang et al., 2011). Moreover, the difference

Figure 4. Global patterns of 6 h forecast bias for soil moisture
(SM; m3 m−3) relative to GLDAS for (a) AA×L×× (CTRL; quasi-
WCDA), (b) AA×L×L (WCDA), and (c) AALLAL (full-SCDA),
averaged over 12 months from November 2014 to October 2015.
The blue and brown colors represent overestimated and underesti-
mated SM values relative to GLDAS, respectively.

in timescale between the atmospheric and terrestrial models
may have a dominant influence, which could be verified by
experiments using a short assimilation window. Such further
investigation of the assimilation window is essential for fu-
ture studies of land–atmosphere coupled DA.

AA×LA× (quasi-SCDA; Fig. 5c) shows similar RMSDs to
those of AA×L×× (CTRL; quasi-WCDA), which implies that
atmospheric observations have neither beneficial nor detri-
mental impacts on updating SM. Because many types of at-
mospheric observations are assimilated in this study, clari-
fying impacts of individual observation type is complicated.
The results might be changed if we assimilate only one kind
of atmospheric observation, such as precipitation data, with
the variable localization. Accurate estimation of (Pf)AL by
increasing the number of ensembles might reduce the RMSD
of AA×LA× (quasi-SCDA). Penny et al. (2019) also faced
this kind of problem when assimilating slower ocean obser-
vation data into an atmosphere–ocean model with coupled
DA. Penny et al. (2019) found that it was more difficult to use
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Figure 5. Time series of global-mean forecast root mean square differences (RMSDs) for soil moisture (SM; m3 m−3) relative to GLDAS.
The black, blue, cyan, magenta, green, red, and yellow lines indicate (a) AA×L×× (CTRL; quasi-WCDA), (b) AA×L×L (WCDA),
(c) AA×LA× (quasi-SCDA), (d) AALL×× (quasi-SCDA), (e) AA×LAL (SCDA), (f) AALL×L (SCDA), and (g) AALLAL (full-SCDA)
experiments, respectively. Experiments (a)–(g) correspond to the DA patterns (a)–(g) shown in Fig. 2.

slow-mode observations (from the ocean) to update the fast-
mode observations (atmosphere). They overcame this prob-
lem by using larger ensembles and increasing the analysis
update and observation frequency. As discussed for main-
taining ensemble spreads for SM, SM observations corre-
spond to the slow mode, and atmospheric variables corre-
spond to the fast mode in our experimental settings. There-
fore, applying the approach by Penny et al. (2019) may fur-
ther improve SCDA.

We can say that Fig. 5 represents the error correlation be-
tween the SM observations and the atmospheric model vari-
ables, showing that it is more reliable than the correlation
between the atmospheric observations and the SM variable
from the land model. In terms of reducing the errors in SM,
the optimal coupled DA method in our experimental setting
is AALL×L (SCDA). The errors in SM can be reduced by
updating atmospheric and land variables through the assim-
ilation of SM. Several previous studies have found that it is
important to correct the “upstream” dynamics in the coupled
system (e.g., by Sluka et al., 2016). In other words, since the
atmosphere strongly drives the land via surface forcing, cor-
recting the atmospheric variables would improve forecasts of
the coupled land surface model. From the point of view of the
land model, the SM can be updated accurately by assimilat-
ing the observed SM directly. Attempting to use fast-varying
atmospheric observations for updating SM would lead to
suboptimal analysis because of the non-perfect ensemble-
based error covariance estimate between atmospheric obser-
vations and modeled SM. In contrast, the detrimental im-
pacts of updating atmospheric variables by (Pf)AL cancel out
the beneficial impacts of updating SM by (Pf)LA. Therefore,

for our model configuration and DA design, AALLAL (full-
SCDA) is less effective than AALL×L (SCDA). This problem
might occur because the DA approach degrades the analysis
when assimilating atmospheric data into the land model. The
approaches for atmosphere–ocean coupled DA suggested by
Penny et al. (2019) could solve the problem, which will be
an important future subject to improve SCDA even more.

Figure 6 shows the time series of ensemble spread of SM.
Since RTPS is used with a relaxation parameter of 1.0 for
land variables, the ensemble spread does not change dur-
ing DA. Because no significant difference is observed in
the ensemble spreads among experiments, the difference in
RMSDs relative to GLDAS must originate from the differ-
ence in the update strategy. The ensemble spread of AA×LA×
(quasi-SCDA; Fig. 6c) is the smallest among these cases,
which means the atmospheric observations have collapsed
the spread more than any other configurations. By assimi-
lating the atmospheric observations into the land model, the
impact of the land observations becomes less, leading to the
detrimental effect observed in those cases. This could also be
related to the balance between the errors on the atmospheric
observations and the spread of the land model variables. This
indicates that the atmospheric observation error should be in-
flated when applied to the land DA via SCDA. The process
filters out the impact of high variability in the atmosphere,
similar to adding errors of representativeness in the spatial
dimension.

Figure 7 shows the global patterns of differences in anal-
ysis RMSDs for SM, averaged over a 12-month period from
November 2014 to October 2015. Here, we discuss three
experiments: AA×L×L (WCDA), AALLAL (full-SCDA), and
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Figure 6. Similar to Fig. 5 but showing forecast ensemble spreads of SM (m3 m−3).

AALL×L (SCDA), which are the best three experiments in
terms of errors in SM, as shown in Fig. 5. First, we compare
AA×L×L (WCDA) and AALL×L (SCDA). Figure 7a suggests
that updating atmospheric variables with SM DA generally
has beneficial impacts on SM. In South America, the Ara-
bian Peninsula, and India, beneficial impacts are seen in re-
gions where AA×L×× (CTRL) shows a dry bias in SM in
Fig. 4. Additionally, beneficial impacts are apparent in cen-
tral Africa, where AA×L×× (CTRL) has a wet bias in SM.
In contrast, SM DA has moderate impacts in North Amer-
ica and Eurasia. In these areas, AALLAL (full-SCDA) per-
forms worse than AA×L×L (WCDA; Fig. 7b), suggesting
that assimilating atmospheric observations to update SM in
MATSIRO would be detrimental in the experimental settings
of this study. Therefore, eliminating the updates of MAT-
SIRO with atmospheric observations has beneficial impacts
for SCDA (Fig. 7c).

We also investigate the SM correlations between GLDAS
and the results of the experiments (Fig. 8). We can see that
the correlation to GLDAS is larger in the regions where pos-
itive impacts are observed in Fig. 7. Figure 9 shows the re-
sults of the two-sample t test. Time series of absolute bias of
SM analysis relative to GLDAS are sampled from Novem-
ber 2014 to October 2015. When the p values at a point
are smaller than 5 %, the null hypothesis at the 95 % con-
fidence level is rejected, implying a significant difference.
By the significance test, we can see the significant differ-
ences between the experiments over broad regions. The sig-
nificant differences between methods AA×L×L (WCDA) and
AALL×L (SCDA) are mainly located in the areas where the
bias was relatively substantial in Fig. 4a (Fig. 9a). From
Figs. 8 and 9, we can reconfirm the points described in the
comments about Fig. 7: (1) using SM to update atmospheric
variables has positive effects, especially in areas where there

are dry biases; (2) areas where there are wet biases are mit-
igated by SM DA; and (3) updating SM with atmospheric
observations has detrimental effects, leading to the results of
AALLAL (full-SCDA) experiments.

We also investigate the seasonal differences in the rela-
tionship between precipitation and SM. Figure 10 compares
the difference of SM analysis RMSD relative to GLDAS be-
tween AA×L×L (WCDA) and AALL×L (SCDA; Fig. 10a, c,
e, and g), with observed precipitation of GPCP version 1.3
(Fig. 10b, d, f, and h). The SCDA experiment shows im-
provements in the Sahel and equatorial Africa from May
to October (Fig. 10e and g) compared to the period from
November to April (Fig. 10a and c). These regions are known
to be “hotspots” where SM affects precipitation during June–
August (Koster et al., 2004). SM assimilation by SCDA
would benefit from updating atmospheric variables in the
hotspot regions. On the other hand, the distribution of precip-
itation from November to April tends to shift slightly south-
wards, resulting in decreased precipitation in previously de-
fined hotspots (Fig. 10b and d). Therefore, the advantages of
updating atmospheric variables using SM data are not as ev-
ident in these areas in our experiments (Fig. 10a and c). This
period includes the summer season in the Southern Hemi-
sphere. For instance, we can confirm a notable increase in
precipitation in South America (Fig. 10b and d). Correspond-
ingly, the advantages of using SCDA in that area become
more pronounced. The Arabian Peninsula is another region
where the advantages of SCDA stand out during this season,
despite being an area with scarce rainfall throughout the year
and minimal seasonal differences. Therefore, comparison of
results from November to April (Fig. 10a–d) with those from
May to October (Fig. 10e–h) implies that the locations of the
“hotspots” may vary depending on the season.
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Figure 7. Global patterns of soil moisture analysis RMSD
(m3 m−3) relative to GLDAS averaged over 12 months from
November 2014 to October 2015: (a) difference between AA×L×L
(WCDA) and AALL×L (SCDA), (b) difference between AA×L×L
(WCDA) and AALLAL (full-SCDA), and (c) difference between
AALLAL (full-SCDA) and AALL×L (SCDA). Warm colors indi-
cate that the latter experiments providing smaller scores than the
former experiments, whereas cool colors indicate larger scores of
the latter methods.

From the above results, it is clear that precipitation and
SM are closely related. Given the seasonal variation in pre-
cipitation distribution, the regions that would benefit from
updating atmospheric variables using SM data shift accord-
ingly.

We also use ERA5 SM as an independent dataset for
the validation scores, although so far, we have been using
GLDAS to verify that the experimental setup works as ex-
pected. Figure 11 compares the global patterns of 6 h fore-
cast bias in SM at near-surface layer as in Fig. 4 but relative
to ERA5. We can see that AA×L×× (CTRL) shows large dry
biases relative to ERA5 in South America and central Eura-
sia (Fig. 11a). The dry biases appear mitigated by updating
MATSIRO with the SM of GLDAS. Furthermore, NICAM
has a large dry bias in the center of the African continent
relative to ERA5, which is not the case when compared to
GLDAS in Fig. 4. There is a wet bias at the southern and

Figure 8. Global patterns of soil moisture analysis correlation rel-
ative to GLDAS sampled over 12 months from November 2014
to October 2015: (a) difference between AA×L×L (WCDA) and
AALL×L (SCDA), (b) difference between AA×L×L (WCDA) and
AALLAL (full-SCDA), and (c) difference between AALLAL (full-
SCDA) and AALL×L (SCDA). Warm colors indicate that the latter
experiments providing smaller scores than the former experiments,
whereas cool colors indicate larger scores of the latter methods.

northern ends of the African continent, which increases with
the assimilation of SM, but the global-averaged scores show
improvements compared to AA×L×× (CTRL; Fig. 11b and
c). No notable differences are observed between AA×L×L
(WCDA) and AALLAL (full-SCDA) in global bias patterns
(Fig. 11b and c).

Figure 12 shows the time series of global-mean RMSDs
for SM as in Fig. 5 but relative to ERA5. Similar to the re-
sults in Fig. 5, we can find the following features: all exper-
iments that assimilate SM have smaller errors in SM than in
AA×L×× (CTRL). AA×LA× (quasi-SCDA; Fig. 12c) shows
larger RMSDs compared to those of AA×L×× (CTRL),
whereas AALL×× (quasi-SCDA; Fig. 12d) shows smaller
RMSDs than AA×L×× (CTRL). This validation against
ERA5 SM also supports the previously identified findings:
updating atmospheric variables by SM DA is beneficial to
improving SM forecasts, whereas updating the SM variable
by assimilation of atmospheric observations results in detri-
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Figure 9. Global patterns of soil moisture analysis absolute bias
(m3 m−3) relative to GLDAS: (a) difference between AA×L×L
(WCDA) and AALL×L (SCDA), (b) difference between AA×L×L
(WCDA) and AALLAL (full-SCDA), and (c) difference between
AALLAL (full-SCDA) and AALL×L (SCDA). Only the areas where
the t test gives significant differences (the p value< 5 %) are col-
ored, sampling with time series of soil moisture analysis from
November 2014 to October 2015. Areas without significant differ-
ences are grayed out.

mental impacts. The differences between the other four ex-
periments, in which SM observations update the MATSIRO
variables, are unclear, but they show a significant decrease in
RMSDs compared to AA×L×× (CTRL).

Lastly, Fig. 13 compares the differences in analysis RMSD
of SM relative to ERA5. We can see a meaningful benefit of
having atmospheric model variables updated by SM obser-
vations where there was a robust dry bias, e.g., in the South
American continent (Fig. 13a and b). On the other hand, there
was originally a wet bias against ERA5, i.e., the Arabian
Peninsula and north of the African continent, resulting in a
modification effect. Furthermore, a feature not seen in Fig. 7
is that with ERA5 as reference data, there is no significant
worsening of the MATSIRO variables by updating them with
atmospheric observations (Fig. 13c).

The validation results using an independent dataset sug-
gest that the experiments conducted in this study are func-

tioning reasonably well. These findings support the no-
tion that our experiments, which assimilate SM data from
GLDAS without bias correction, can perform satisfactorily
without violating the underlying assumptions of data assim-
ilation. In this section, the results show that the assimilation
of atmospheric observations can lead to detrimental effects
on soil moisture analysis. It is crucial to note that this is-
sue stems from the experimental setup rather than statistical
aspects. The primary cause of these adverse effects would
be the weak dynamical relationship between the lower tro-
posphere and SM. We will explore the issues related to this
physical relationship in the subsequent section.

4.2 Impacts on atmospheric field

Here, we investigate the impacts of assimilation of SM on at-
mospheric variables. Figure 14 shows the global patterns of
forecast biases for temperature (K) in the lower troposphere
(850 hPa) relative to the ERA5 reanalysis data averaged over
12 months from November 2014 to October 2015. Hereafter,
we discuss the results of AA×L×× (CTRL) and three cou-
pled DA experiments: AA×L×L (WCDA), AALL×L (SCDA),
and AALLAL (full-SCDA). Figure 14a shows that AA×L××
(CTRL) has a warm temperature bias in regions with dry SM
biases, as illustrated in Fig. 4 (e.g., South America, Africa,
and Australia). In these regions, increasing SM values after
assimilation of SM decreases temperature estimates in the
lower troposphere (Fig. 14b–d), since more of the incoming
solar and longwave radiation is converted to latent heat flux
and less to sensible heat flux with greater SM. Compared to
AA×L×L (WCDA), however, AALL×L (SCDA) and AALLAL
(full-SCDA) show an overcooling effect for temperature in
the continents of Africa and Australia (Fig. 14c and d). This
overcooling effect is caused by the assimilation of SM into
atmospheric variables in NICAM. The condition and type of
soil determine the allocation of energy to latent and sensible
heat flux. In areas with sufficient SM, evaporation is limited
by the amount of available water, even though more evapo-
ration is energetically possible. In such a case, the ratio of
latent heat to sensible heat (i.e., Bowen ratio) will be deter-
mined by the surface temperature. In contrast, in a dry area,
the ratio becomes smaller. In addition, the energy balance is
led by the turbulent fluxes of sensible, latent heat, and the
ground heat flux. The energy transfer from the surface to the
atmosphere creates spatial pressure gradients that drive at-
mospheric circulation at various scales. Due to the factors
above, the most appropriate setting was AA×L×L (WCDA)
in our experiments. There are no remarkable changes in tem-
perature over the ocean among the DA methods.

Table 1 summarizes the global-mean scores for bias,
RMSD, and mean absolute difference (MAD) in tempera-
ture. Table 1a and b show these values averaged over the
ocean and land, respectively. The errors in Table 1a differ less
strongly than those in Table 1b, showing that assimilation of
SM changes the temperature field mainly over land. The bias
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Figure 10. Global patterns of soil moisture analysis RMSD (m3 m−3) relative to GLDAS (a, c, e, g) and spatial patterns of observed
precipitation of GPCP version 1.3 (mm d−1; b, d, f, h). Results are averaged over 3 months: (a, b) November 2014 to January 2015,
(c, d) February to April 2015, (e, f) May to July 2015, and (g, h) August to October 2015. Panels (a), (c), (e), and (g) show the difference
between AA×L×L (WCDA) and AALL×L (SCDA). In panels (a), (c), (e), and (g), warm colors indicate that AALL×L (SCDA) is performing
better than AA×L×L (WCDA), whereas cool colors indicate a worse performance of AALL×L (SCDA).

Table 1. Averaged scores for bias, mean absolute difference (MAD), and RMSD for temperature at 850 hPa in Fig. 14. The biases and errors
in (a) and (b) are averaged only over the ocean and only over land, respectively. The smallest errors are indicated by the bold font.

(a) Over the ocean

Temperature (i) AA×L×× (ii) AA×L×L (iii) AALL×L (iv) AALLAL
(K) (CTRL) (WCDA) (SCDA) (full-SCDA)

BIAS –0.352 −0.382 −0.434 −0.443
MAD 1.366 1.363 1.379 1.375
RMSD 1.590 1.583 1.600 1.595

(b) Over land

Temperature (i) AA×L×× (ii) AA×L×L (iii) AALL×L (iv) AALLAL
(K) (CTRL) (WCDA) (SCDA) (full-SCDA)

BIAS 0.200 –0.060 −0.266 −0.268
MAD 1.320 1.287 1.326 1.334
RMSD 1.564 1.510 1.544 1.555
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Figure 11. Similar to Fig. 4 but showing 6 h forecast bias for soil
moisture relative to ERA5 (m3 m−3).

values in Table 1b show that AA×L×× (CTRL) has a warm
temperature bias over land in general. Assimilating SM leads
to a cooling effect, thereby mitigating the warm temperature
bias. However, AALL×L (SCDA) and AALLAL (full-SCDA)
decrease temperature too much, resulting in a cold bias. Con-
sequently, AA×L×L (WCDA) results in the best temperature
field among the four experiments in terms of temperature
bias at 850 hPa. Assimilating SM with AA×L×L (WCDA)
decreases the average temperature bias by 0.26 K over land.
These changes over land do not propagate significantly to the
temperature bias over the ocean.

We also investigate changes in the precipitation field, fo-
cusing on the continent of Africa, where large changes in SM
occur due to SM DA (Fig. 4). Figure 15a–c show the spa-
tial patterns of analysis increments for precipitation amount,
averaged over 12 months from November 2014 to October
2015. Note that DA can be used for analyzing not only model
diagnosed variables (i.e., model state variables) but also other
outputs from the model. For example, Kotsuki et al. (2017a)
analyzed precipitation using NICAM-LETKF, where precip-
itation is not part of the initial condition. Here, we compare
analysis increments of model-like precipitation (cf. Fig. 3 of

Kotsuki et al., 2017a). Since precipitation is classified as an
atmospheric diagnosed variable, we observe increments in
precipitation during the assimilation of atmospheric observa-
tions. The difference in precipitation analysis increments be-
tween AA×L×× (CTRL) and AA×L×L (WCDA) is insignif-
icant (Fig. 15a and b). In contrast, precipitation in AALL×L
(SCDA) can be affected by the assimilation of atmospheric
and SM observations (Fig. 15c). In central Africa, where pre-
cipitation amount changes significantly with SM DA, the
analysis increments shift noticeably. We observe negative
analysis increments where SM in AA×L×× (CTRL) is drier
and positive increments when it is wetter. This suggests that
coupled land–atmospheric DA performs reasonably, as as-
similating SM data increases (decreases) precipitation in ar-
eas where NICAM has a dry (wet) bias (Fig. 4a).

Spatial patterns of forecast and analysis biases in precip-
itation relative to GPCP version 1.3 estimates are shown in
Fig. 15d–i. GPCP, which provides global precipitation data
through the merging of various satellite and gauge datasets,
is considered to include the best global precipitation esti-
mates in the climate research community (Kotsuki et al.,
2019c). First-guess precipitation in AA×L×× (CTRL) has a
positive bias relative to GPCP (Fig. 15d; +0.159 mm 6 h−1),
and this overestimation is intensified in AA×L×L (WCDA;
+0.184 mm 6 h−1). In contrast, the first-guess precipitation
bias in AALL×L (SCDA; +0.176 mm 6 h−1) is smaller than
that in AA×L×L (WCDA), although both experiments assim-
ilate SM (Fig. 15e and f). In AA×L×× (CTRL) and AA×L×L
(WCDA), atmospheric variables are not updated through
SM DA. Therefore, differences between the precipitation bi-
ases of forecasting and analysis occur due to assimilation of
GSMaP_NRT in AA×L×× (CTRL) and AA×L×L (WCDA).
These two experiments result in differing precipitation bi-
ases due to biases in their precipitation forecasts (Fig. 15g
and h). Assimilation of GSMaP_NRT slightly reduces the
bias in precipitation relative to GPCP (from 0.159 to 0.157
in AA×L×× (CTRL) and from 0.184 to 0.177 in AA×L×L
(WCDA)). In contrast, SM DA changes the analysis pre-
cipitation in AA×L×L (WCDA). AALL×L (SCDA) shows
the smallest bias in analysis precipitation. That is, updat-
ing atmospheric variables with SM data plays an important
role in improving the accuracy of precipitation. Compared to
AA×L×× (CTRL), one of the reasons for the larger bias in the
AA×L×L (WCDA) and AALL×L (SCDA) is due to increased
rainfall in areas where NICAM has the dry bias. Originally,
NICAM overestimates precipitation (Kotsuki et al., 2019b;
Fig. 6). Improvements in soil moisture may have reinforced
the bias, which leads to worse scores in those cases. It can
be said that an improvement of the model bias contained in
NICAM is necessary to solve this problem.

Figure 16 compares the forecast biases in precipitation rel-
ative to GPCP averaged over 3 months from June to August
2015. We selected this period to explore SM–atmosphere
coupling, as suggested by Koster et al. (2004). Figure 16a
shows that NICAM tends to overestimate precipitation in
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Figure 12. Similar to Fig. 5 but showing RMSDs for soil moisture relative to ERA5 (m3 m−3).

Figure 13. Similar to Fig. 7 but showing global patterns of soil
moisture analysis RMSD relative to ERA5 (m3 m−3).

convergence regions at low latitudes (0–10◦ N) and under-
estimate precipitation in South America and Southeast and
East Asia. Figure 16b and c show changes in the precipita-
tion forecasts of AA×L×L (WCDA) and AALL×L (SCDA).
The assimilation of SM affects precipitation mainly at low
latitudes. As mentioned in Fig. 10, Koster et al. (2004) found
“hotspots” where SM affects precipitation during June–
August. Koster et al. (2004) noted that the initial condi-
tion of SM was sensitive to rainfall predictability over the
North American Great Plains, equatorial Africa, and India
(cf. Fig. 1 of Koster et al., 2004). These areas correspond
to the locations where forecast precipitation differed sharply
from SM DA, as shown in Fig. 16b and c, particularly
for the Sahel, equatorial Africa, and India. When compar-
ing AALL×L (SCDA) with AA×L×L (WCDA), coupled DA
shows stronger impacts in hotspots where the precipitation
field is sensitive to the initial condition of SM.

Figure 17 shows vertical cross-sections of forecast bi-
ases for temperature and vapor mixing ratio (Qv) relative
to ERA5 reanalysis data along 20◦ E over the continent of
Africa, averaged over 12 months from November 2014 to
October 2015. AA×L×× (CTRL) generally shows a warm
temperature bias and a dry humidity bias near the land sur-
face (1000–800 hPa). With the assimilation of SM, AA×L×L
(WCDA) and AALL×L (SCDA) show decreases in temper-
ature of the lower troposphere at latitudes where AA×L××
(CTRL) has a warm bias (Fig. 17b and c). Since the ver-
tical layers of NICAM are almost the same as those of
the ERA5, the cooling impacts would not be attributed to
the difference in vertical resolutions between NICAM and
ERA5. AA×L×L (WCDA) propagates the impacts of SM DA
for atmospheric variables through the interaction between
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Figure 14. Global patterns of forecast bias for temperature (K) at 850 hPa relative to ERA5 reanalysis values for (a) AA×L×× (CTRL),
(b) AA×L×L (WCDA), (c) AALL×L (SCDA), and (d) AALLAL (full-SCDA), averaged over 12 months from November 2014 to October
2015. Red and blue colors represent warm and cold biases, respectively.

NICAM and MATSIRO during model time integrations. In
addition, AALL×L (SCDA) updates atmospheric variables di-
rectly through SM DA, which means AALL×L (SCDA) alters
atmospheric variables both directly and indirectly. Therefore,
AALL×L (SCDA) lowers temperature too much due to the
strong interaction between SM and atmospheric variables
(Fig. 17c). Figure 17d shows that most land surface areas
have dry Qv biases relative to the ERA5. This corresponds
to the locations where AA×L×× (CTRL) exhibits a moist
bias against GLDAS (Fig. 4a). As shown in Fig. 4, the cou-
pled DA improves this in those areas, which also leads to
an enhancement in the Qv bias in that region. As the moist
bias relative to GLDAS in that area is improved through the
SM DA, the bias in Qv relative to ERA5 in that area is also
improved by coupled assimilation. AA×L×L (WCDA) and
AALL×L (SCDA) correct for the bias caused by increased or
decreased Qv near the surface using SM DA (Fig. 17e and
f). The change for Qv in AALL×L (SCDA) is larger than that
in AA×L×L (WCDA). This is because, as previously men-
tioned, AALL×L (SCDA) makes larger adjustments to atmo-
spheric variables compared to AA×L×L (WCDA).

5 Conclusions

This study aims to explore the optimal coupled land–
atmospheric DA method for improving weather forecasts
through the assimilation of hydrological observations. We
implement a coupled land–atmospheric DA into the NICAM-
MATSIRO model and assimilated SM data from GLDAS.
We perform a series of coupled DA experiments, including

weakly and strongly coupled DA, and reach the following
conclusions.

The assimilation of SM successfully mitigates SM biases.
Updating SM by assimilating atmospheric observations can
have detrimental impacts on SM, due to spurious error cor-
relations between atmospheric observations and land model
variables caused by insufficient ensemble size and the differ-
ence in timescale between the atmospheric and land mod-
els. In contrast, updating the atmospheric model variables
by assimilating SM observations has beneficial impacts on
SM, implying that the error correlation between SM observa-
tions and atmospheric model variables is more reliable. Con-
sequently, the optimal coupled DA method in this study is
AALL×L (SCDA), in which atmospheric and SM data are
used to update the atmospheric variables in NICAM, but
only SM data are used to update the SM variable in MAT-
SIRO. The results of this study indicate that AALLAL (full-
SCDA) is less effective than AA×L×L (WCDA), which is
caused by sampling errors and/or insufficient localization of
the ensemble background-error covariance matrix. As Penny
et al. (2019) have shown, experiments with a simple model to
examine several factors in detail, such as the number of en-
semble members, the scale of localization, the spread of the
ensemble of initial members, and the frequency of coupling
intervals, would yield very important information. With ade-
quate settings, such as those proposed by Penny et al. (2019),
the experiments with AALLAL (full-SCDA) might give a su-
perior performance. In addition, the difference in dynamical
timescales between the atmospheric and land models may
possibly have a dominant influence. Using a shorter DA win-
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Figure 15. Spatial patterns of analysis increments for precipitation (mm 6 h−1; a–c) and precipitation forecast biases (d–f) and analysis
biases (g–i) relative to GPCP version 1.3 (mm 6 h−1), averaged over 12 months from November 2014 to October 2015. Magenta and cyan
colors in panels (a)–(c) represent increased and decreased precipitation with DA, respectively. The green and brown colors in panels (d)–(i)
represent overestimated and underestimated precipitation values, respectively, relative to GPCP. Panels (a), (d), and (g); (b), (e), and (h); and
(c), (f), and (i) show the AA×L×× (CTRL), AA×L×L (WCDA), and AALL×L (SCDA) experiments, respectively.

dow with more linear cross-domain dynamics could be use-
ful to investigate if this would help improve the impact of the
AALLAL (full-SCDA). This will be an important future study.
Further, one possible reason that AALLAL (full-SCDA) did
not always show optimal results in the current study could
be due to the poor and complex physical linkages between
the lower troposphere and soil moisture. This problem has
reasonably positive effects on the atmospheric field but often
results in poor soil moisture analysis. The results presented
in this study seem to indicate that this may be the case for
AALLAL (full-SCDA).

We demonstrate that precipitation and SM are closely re-
lated. Given the seasonal variation in precipitation distri-
bution, the regions that would benefit from updating atmo-
spheric variables using SM data shift accordingly. Assimi-
lating SM provides a proper temperature estimation for the
lower troposphere in areas with a dry SM bias and a warm
atmospheric bias. This effect occurs because more incoming
solar and longwave radiation was converted to latent heat flux
and less converted to sensible heat flux with increased SM.
However, assimilating SM into atmospheric model variables
leads to overcooling effects in regions such as the continents
of Africa and Australia. Furthermore, estimating precipita-
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Figure 16. Spatial patterns of changes in precipitation (mm 6 h−1)
averaged over 3 months from June to August 2014. Panels (a), (b),
and (c) show the difference between AA×L×× (CTRL) and GPCP,
AA×L×× (CTRL) and AA×L×L (WCDA), and AA×L×× (CTRL)
and AALL×L (SCDA), respectively. The green and brown colors in
panel (a) represent overestimated and underestimated precipitation
values relative to GPCP, and the red and blue colors in panels (b)
and (c) represent increased and decreased precipitation values with
SM DA, respectively.

tion based on SCDA is beneficial in Africa. Coupled DA has
stronger impacts on precipitation forecasts in hotspots where
the precipitation field is sensitive to the initial condition of
SM.

This study demonstrates the potential for improving SM
prediction using the NICAM-LETKF system by assimilating
SM in strong coupled DA. SM is an important variable in
land surface models, and its improvement can lead to better
hydrological predictions such as droughts and floods. How-
ever, it is still unclear what atmospheric variables should
be updated using each land observation. Therefore, future
studies will further investigate the effect of variable local-
ization for other land observations. When updating SM in
MATSIRO with atmospheric observations, we obtain unfa-
vorable results due to errors in estimating the error covari-
ance between land model variables and atmospheric obser-

vations. The issue is thought to be caused by experimental
settings, rather than statistical aspects, due to the poor physi-
cal relationships between the lower troposphere and SM. SM
behavior is often highly localized due to spatial differences
such as soil texture, topography, and vegetation. Therefore,
most NWP centers use a point-wise analysis of SM, with-
out considering the horizontal background error covariance
between grid points. The 40 ensemble members used in this
study are close to the number used in operational NWP cen-
ters, but using a larger number of ensembles could lead to
useful conclusions by evaluating the differences in perfor-
mance between WCDA and SCDA. Furthermore, using a
large ensemble could be beneficial for understanding vari-
able localization more accurately by improving covariance
estimation between components. In this study, land observa-
tions are assimilated into the atmospheric model using the
same vertical localization scale as the assimilation of atmo-
spheric observations. Using a smaller localization scale in a
limited ensemble size could help update atmospheric vari-
ables with SM assimilation by reducing errors in the er-
ror covariance estimates. Furthermore, while this study uses
SM data based on GLDAS, assimilating satellite-derived SM
data is an important direction for future research. When ac-
tual GCOMW/AMSR-2 satellite observation data are assim-
ilated, the atmospheric field deteriorates significantly due to
the assimilation of SM (not shown). This suggests that lim-
itations exist in the data assimilation method used in this
study and that technical measures, such as CDF matching
preprocessing, may be necessary to assimilate actual obser-
vation data successfully. Finally, it is found that a resolution
of about 100 km is very coarse to simulate SM accurately.
Note that the assimilation of GLDAS pseudo soil moisture
data is not a realistic operational setting, as it is likely to have
much better spatial and temporal coverage than real satellite
observations. When actual observation data are assimilated
at this resolution, the representation error becomes large and
can cause a problem. In addition to using actual satellite ob-
servation data, using higher-resolution models is an impor-
tant future direction.
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Figure 17. Vertical cross-sectional plots of differences in (a–c) temperature (K) and (d–f) water vapor mixing ratio (g kg−1) averaged over
12 months from November 2014 to October 2015 along 20◦ E over the continent of Africa. Panels (a) and (d), (b) and (e), and (c) and
(f) show the differences between AA×L×× (CTRL) and the ERA5 reanalysis, AA×L×× (CTRL) and AA×L×L (WCDA), and AA×L××
(CTRL) and AALL×L (SCDA), respectively. The vertical and horizontal axes show the pressure level from 1000 to 100 hPa and the latitude,
respectively.

Appendix A

This study diagnoses the observation error SD of SM by us-
ing innovation statistics (Desroziers et al., 2005). The inno-
vation statistics is given by(
σ o

estimation
)2
=

〈(
yo
−Hxa)(yo

−Hxf
)〉
, (A1)

where σ o is the observation error SD. Subscript estima-
tion means the estimation by the innovation statistics. The
bracket 〈·〉 denotes the statistical expectation. Here, we as-
sumed the observation error SD is globally constant and
time independent for SM (Rodríguez-Fernández et al., 2019).
With NICAM-LETKF, we performed preliminary WCDA
and SCDA experiments over 2 months from October to
November 2014 and later used 1-month period data for the
innovation statistics. Here we introduce a measure factor,
given by

factor= σ o
estimation/σ

o
prescribed, (A2)

where the subscript prescribed denotes the prescribed obser-
vation error SD of SM used in the preliminary experiments.
If the prescribed SD is optimal, then the diagnosed factor ap-
proaches 1.0. Table A1 summarizes the prescribed observa-
tion error SD and factor values for five different observation

SDs with assimilation of GLDAS SM. As noted by Ménard
et al. (2009), when the prescribed observation error SD is
too small, the estimated observation error SD is underesti-
mated, whereas large SDs can lead to overestimation. Based
on these preliminary experiments, this study set the SM ob-
servation error SD at 0.05 (m3 m−3), which gave the factor
value closest to 1.0 among the preliminary experiments.

Table A1. Observation error SD diagnosed using innovative statis-
tics. “Factor” is the ratio of estimated error SD to the prescribed
value (Eq. A2). The diagnostic values from A×

−
L−
×

(WCDA) and
A×
×

L×
×

(SCDA) averaged over 2 months are shown.

Prescribed obs. Factor

Error SD A×
−

L−
×

A×
×

L×
×

(m3 m−3) (WCDA) (SCDA)

0.01 9.263 5.716
0.03 1.881 1.515
0.05 0.898 0.775
0.07 0.543 0.509
0.09 0.373 0.359
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