
Point-to-point response 
We thank two reviewers for their construc5ve comments and have addressed all comments with 
addi5onal analyses and clarifica5ons to the manuscript. We start the response with a summary 
of changes for both reviewers. Our point-to-point responses are highlighted in blue with track 
changes in blue/red and reviewers’ comments in black.  
 
General responses to both reviewers 

Two main cri5cisms from the two reviewers include: 
1) Omission of chemical pathways and processes 

(heterogeneous NOx chemistry, NO + HO2/RO2);  
2) Lagrangian atmospheric mixing (mixing scales in 

PBL, mixing between FT and ML).  
We also iden5fied a minor bug in the es5mated NOx net 
5mescales and reran simula5ons. The main difference 
from the ini5al submission (upper right panel) is the 
5mescale over NOx-limited regimes at high SZA bins (NOx 
< 0.1 ppb and SZA > 50 degrees in the lower right panel).  
 
As changes in the TROPOMI version and model 
parameters may affect model-data comparisons, we 
summarize the model-data slopes for all overpasses over the New Madrid power plant based on 
each configura5on (Fig. R1 below). All simula5ons presented here used EPA emissions and 3km 
HRRR meteorological fields. Similar to Fig. 6, not accoun5ng for NOx chemistry results in a 
posi5ve model bias of tNO2 (blue crosses in Fig. R1); and using the latest TROPOMI version (v2.3 
from v1.3) has largely reduced the model-data mismatches (orange circles to orange dots). The 
minor correc5on in the derived net loss 5mescale and the mixing 5me scale (from 3 to 1hr) only 
slightly alter the model-data slopes (orange dots vs. purple dots vs. purple crosses). 

 
Figure R1. Model-data comparisons informed by the linear slope between the two using different versions (v1/v2) 
are explained as follows: TROPOMI: v1.3 or v2.3 of the TROPOMI L2 NO2 retrieval. CHEM: v1 vs. v2 for runs using 
NOx curves from the iniNal vs. revised manuscript (as shown in the above comparison). MIX: inter-parcel mixing 
with two different horizontal mixing Nmescales tested (3 vs. 1 hr) over a 1km box. Tests with a spectrum of mixing 
parameters have been conducted in response to the 1st comment of reviewer 2.  



Comments from reviewer #1 
Satellite retrievals of NO2 columns are used to determine NOx emissions from power plants and 
ci5es. They are increasingly used alongside CO2 retrievals to calculate emissions from these 
sources. However, the effect of NOx chemistry and transport on NO2 columns is oben 
overlooked. To address this issue, Wu et al. have developed a model that incorporates a 
simplified representa5on of NOx chemical loss within the STILT Lagrangian par5cle dispersion 
model. It includes addi5onal features such as a column weigh5ng module to account for retrieval 
averaging kernel profiles and an error analysis module. The model is evaluated against TROPOMI 
NO2 observa5ons from three power plants and two ci5es. The manuscript covers the model's 
advantages, limita5ons, and applica5ons such as using NO2-to-CO2 enhancement ra5os to 
es5mate CO2 emissions and iden5fying wind biases in meteorological data. 
 
While this work is generally sound and well-presented, there are areas that I think need 
aden5on. 
We appreciate the construc5ve comments from Reviewer #1 and tried to address all concerns via 
addi5onal suppor5ng analyses.  
 
NOx chemical tendency (Sect. 2.1): 
1. It appears that the model excludes heterogeneous NOx chemistry in aerosols. If this is indeed 

the case, it is important to discuss the resul5ng errors arising from this omission. 
Alterna5vely, if heterogeneous NOx chemistry is included, please clarify, and modify Fig. 1 
accordingly to reflect this informa5on. 

The gas-aerosol chemistry of NOx was not 
turned on in WRF-Chem as properly 
addressing such reac5ons requires knowledge 
about aerosol loading and composi5on as well 
as uncertain5es in the dependence of 
reac5on probability on water vapor and 
temperature (e.g., Real et al., 2008), which 
remain challenging topics. Certainly, the N2O5 
hydrolysis is an important NOx pathway 
during nighhme. Essen5ally, we did not enable the arrow from N2O5 to HNO3 given our choice 
of WRF-Chem (see simplified diagram above). Note that RACM considers the thermal 
decomposi5on of N2O5 (Stockwell et al., 1997). 
 
As a result, more NOx will survive the night and appear in the morning due to the photolysis and 
thermal decomposi5on of N2O5 instead of being par5ally lost to HNO3. The omission of N2O5 
hydrolysis generally causes a high bias in NO2 concentra5on and a resul5ng slow bias in the 
chemical loss of NOx over urban environments. In other words, the NOx chemical tendency 
(RNOx = PNOx - LNOx) is larger in the atmosphere (i.e., faster NOx loss rate) than in the model.  
 
To address this comment, we added a simple sensi5vity experiment to understand the impact of 
the omission of N2O5 hydrolysis via simple sensi5vity analysis. For this experiment, we simply 
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assume that all exis5ng N2O5 in the current 
setup of WRF-chem photolyzed into NO2 
during the day (SZA < 90), despite those N2O5 
being extracted from the non-hydrolysis runs. 
We then update the bin-averaged NOx 
chemical tendency and compare it with the 
original. Reduc5on in chemical tendency is 
found for each 2-deg SZA bin and a maximum 
reduc5on occurs at SZA of ~90 degrees (blue 
dots in the figure to the right).  
 
Nonetheless, considering the local overpass 
5me of TROPOMI of ~1 pm, we expect the 
impact to become progressively small as the 
plume disperses. In other words, it becomes 
more of a background issue/bias, which may not greatly affect the future emission es5mates if 
the background is properly subtracted from both TROPOMI and the model.  
 
2. The NOx chemical tendency is parameterized as a func5on of NOx concentra5on and the 

solar zenith angle. It is unclear why these were the only two variables chosen and whether 
they account for most of the varia5on in the NOx chemical tendency. Knowing the frac5on of 
varia5on explained by these variables would be useful. I expected temperature (as a proxy for 
seasons) and the NO2/NO ra5o to be poten5ally important variables. 

We agree that we did not explicitly show to what degree the variability in NOx chemical tendency 
is explained by the chosen two variables. Although adding feature variables to the NOx curves 
will necessarily explain more variability of NOx chemical tendencies (RNOx) when training RNOx, 
some feature variables are difficult to “obtain” or only have a marginal effect in predic5ng RNOx. 
Our ra5onale is to choose environmental variables compared to atmospheric concentra5ons of 
other tracers like ozone unless possible “proxies” are available for those tracers’ abundance.  
 
To jus5fy our choices and inform the “frac5on of varia5on explained by these variables” as 
suggested by the reviewer, we conducted sensi5vity analyses. The grid-level RNOx is grouped and 
averaged into bins of feature variables so that the variability in ini5al RNOx will be damped aber 
grouping. Here we compared the ini5al RNOx derived from WRF-chem and the bin-averaged 
RNOx and reported their Pearson correla5on coefficient and RMSE (see figure shown below, 
now as Fig. S2a and S2b in the revised manuscript). Those two sta5s5cal metrics were reported 
for every choice of variables and four scenarios with higher vs. lower NOx levels (orange vs. blue 
bars) and day vs. nighhme (empty bars vs. bars with stripes).  
 
The variability in RNOx is beder preserved as more variables are considered especially when NOx 
is high, i.e., >= 1 ppb (orange bars in Fig. S2a). Although the correla5on remains low for lower 
NOx condi5ons (< 1 ppb), the chemical tendencies stay low, leading to small absolute random 
errors (Fig. S2b). Nonetheless, including NO2/NO ra5o and VOCR seems to have marginal impacts 



on preserving RNOx variability over polluted regions. Introducing ozone concentra5on would 
help, but the predic5on of ozone is arguably more complicated than the predic5on of NOx. The 
correla5on coefficient improves when adding air temperature, but RMSE does not largely reduce. 

 
Figure S2 (ab) CorrelaNon coefficient and RMSE between the raw RNOx directly derived from WRF-Chem and 
the bin-averaged RNOx based on 8 combinaNons of feature variables. The number in front of the feature 
variables on the x-axis denotes the total # of variables used when grouping the raw RNOx. The combinaNon we 
used (2-NOx+SZA for NOx concentraNon and solar zenith angle, SZA) is highlighted in bars with black outlines. 
AddiNonal variables tested include air temperature (Ta), NO2-to-NOx raNo (NN), ozone (O3), and VOC reacNvity 
(VOCR). Results are reported separately for higher or lower NOx levels (orange or blue) during the day or night 
(empty bars or bars with strips).  

 
In conclusion, we chose two variables in this version: 1) NOx concentra5on for ini5a5ng its non-
linear dependence on chemical tendency, and 2) SZA for indica5ng photolysis rates. We have 
acknowledged that these NOx curves/rela5onships can be improved and replaced using more 
variables or different chemical schemes. In par5cular, the addi5on of background ozone if 
properly constrained would be an important advance (which also helps constrain the NO2-to-
NOx ra5o). We now added a brief explana5on in Sect. 2.1: 

 



3. The calcula5on of the NOx chemical tendency was based on WRF-Chem simula5ons for three 
ci5es: Los Angeles, Shanghai, and Madrid. The ra5onale behind selec5ng these specific ci5es 
seems arbitrary. They are unrelated to the power plants and ci5es that were chosen for 
model evalua5on. It would be helpful to have an explana5on for this choice. 

LA, Shanghai, and Madrid represent typical megaci5es in North America, Asia, and Europe 
and are chosen given their dis5nct sectoral emissions of GHGs, NOx, and VOCs. The fact that 
the three training ci5es don’t overlap with the targets for predic5ons is in turn a benefit, 
which avoids possible overfihng of the NOx tendency rela5onships with feature variables. If 
we trained and then tested over the same three ci5es, it would be less convincing in terms of 
the generaliza5on of the model parameteriza5ons. We add a brief explana5on In Sect. 2.1: 

 
 

4. The assump5on of the NOx chemical tendency being independent of height (Eq. 2) is not 
accurate considering the ver5cal gradients of NOx near the surface during nighhme and 
early mornings. It seems important to discuss any limita5ons arising from this. 

We apologize for the misleading text and Eq.2 and clarify that NOx chemical tendency (RNOx) 
is not assumed to be independent of height. Since RNOx relies on NOx concentra5on (CNOx) 
and CNOx varies ver5cally, RNOx varies with al5tude. We clarify that both RNOx and CNOx 
were extracted from each WRF-Chem model grid and from 12 levels within the boundary 
layer. Those RNOx and CNOx were further grouped up to create those NOx curves in Figure 3. 
When it came to predic5ng CNOx in STILT-NOx, modeled NOx concentra5ons vary between 
STILT air parcels at different ver5cal levels because STILT footprint takes care of the 
atmospheric transport, and RNOx is further prescribed as a func5on of NOx concentra5on. 
We have now modified Eq. 2 and the relevant text:  

 



5. It would be useful to assess the consistency of the NOx chemical life5me from WRF-Chem to 
the available observa5ons, although limited. 

We agree that assessing WRF-Chem against observa5ons would be useful. However, the main 
goal of this study is not to determine if the RACM2 chemical scheme in WRF-Chem is correct, but 
to inves5gate if a simplified model can replace a sophis5cated chemical scheme, assuming it is 
correct. There had been numerous studies aiming to evaluate and improve WRF-Chem chemical 
schemes. Lastly, we recognize that our simplified NOx curves can be improved and replaced.  
 
NO2-to-NOx ra5o (Sect. 2.2): 
1. The reac5ons of NO + HO2 and NO + RO2 to form NO2 are excluded, but they are important 

in the boundary layer. 

We agree that RO2/HO2 are addi5onal sources to oxidize NO, which is missing from the es5mate 
of the NO2-to-NOx ra5o (that relies on modeled NOx values and a prescribed Ox level of 50 ppb, 
which neglects local Ox variability with VOC reac5vity as discussed in Sect. 5.3.1). Properly 
resolving such reac5ons requires knowledge/input of VOC emission and chemistry, which would 
be even more challenging and essen5ally requires a full chemistry model. Yet, there may be room 
for simple parameteriza5ons as further discussed in Sect. 5.3.1, including 1) adding background 
ozone, tracking ozone or its produc5on rate along trajectories by leveraging satellite column 
observa5ons of HCHO, and 2) parameterizing the NO2-to-NOx ra5o as a func5on of feature 
variables including VOCR. Relevant modifica5ons to Sect. 5.3.1 are adached as follows:  

 

 



2. Line 242: Please clarify how the NOx chemical tendency in the model change when ozone is 
5trated near high emiders. 

We clarify that in STILT-NOx, only NOx (no ozone) is tracked and updated per 5mestamp along 
the trajectory; and the calcula5on of NOx chemical tendency relies on NOx concentra5ons and 
SZA. Thus, RNOx would not change as ozone decreases in the model. See our sensi5ve analysis 
above about the performance of es5ma5ng RNOx using addi5onal variables (see our earlier 
response to the second comment).  
 
The ini5al text was to explain how the NO2-to-NOx ra5o parameterized separately from RNOx 
would decrease when NOx emission/concentra5ons become extremely high (5tra5ng ozone). 
Such 5tra5ons near high NOx emiders are controlled by the prescribed total oxidant level, [Ox] = 
[O3] + [NO2], despite a simple constant value being assigned (see response above for limita5on of 
this constant Ox level). For example, if a STILT-NOx air parcel passes by a larger emider like a 
power plant, its tagged NOx concentra5on will be largely enhanced but its final NO2 column at 
the receptor/sounding loca5on may stay low given limited oxidant capacity.  
 
Eq 1: The processes of NO2 dry deposi5on and mixing between the mixed layer and the free 
troposphere seem to be neglected. 

We thank the reviewer for poin5ng out those physical processes. We agree that neglec5ng the 
dry deposi5on of NO2 or NO may overes5mate their concentra5ons and alter the es5mated 
chemical tendency of NOx along the trajectories that further feedback to the concentra5ons. 
Previous studies implemented the deposi5on module that relies on the key es5ma5on of “dry 
deposi5on velocity” for air parcels residing within the lower 50 m from the surface layer (e.g., 
Wen et al., 2011). Moreover, the mixing between the mixed layer and the free troposphere (FT) 
was neglected and requires future model modifica5ons, such as 1) quan5fica5on of the 
entrainment zone and 2) the choice of ver5cal mixing 5me-/length- scales at the PBL-FT 
interface. Although issues with mixing and deposi5on were not fully resolved in this study, we 
acknowledge these limita5ons and discuss possible future improvements in Sect. 5.3.2: 

 



 
Eq. 5 assumes that the model transport and chemistry errors are independent, when in fact 
these errors are related. 

While it is difficult to fully separate the transport error from the chemistry error (since the 
physical and chemical processes are fully coupled), our transport error analysis that involves 
perturbing wind fields and recalcula5ng [NOx] along trajectories implicitly contains errors in tNO2 
due to errors in wind and chemistry. This can be explained as follows: 
 
Imagine a modeled air parcel/trajectory passing over a point source in the default run. With a 
small perturba5on to the model winds, the air parcel no longer passes over that point source. 
The NOx concentra5on of these two air parcels would be different for two reasons:  



1) the wind fields are perturbed à leading to changes in emissions and NOx concentra5ons 
(e.g., lower values for the perturba5on run); and  

2) the associated feedback involving chemistry à lower NOx concentra5on in the end 
simula5on leads to changes in chemical tendency (and so on for further 5mesteps). 

 
Our linear combina5on of three error sources would likely have been a conserva5ve es5mate 
given the nature of the transport error analysis. An alterna5ve approach is to perturb the wind 
fields and the chemistry simultaneously to account for the covariance between the two sources 
of uncertain5es, which is hard to realize with exis5ng tools.  
 
Fig. 5 and elsewhere: Please clarify how tNO2, the tropospheric NO2 column, is converted to a 
volume mixing ra5o. 

Thanks for this comment. We clarify that “tNO2” denotes the tropospheric NO2 mixing ra5o that 
is derived from the ini5al tropospheric NO2 ver5cal column density (VCD). We now add a brief 
explana5on to the introduc5on sec5on when tNO2 is first brought up:  

 
 
Line 382: Considering the model’s sensi5vity to errors in the wind direc5on and speed, it may be 
beder to use winds from reanalyses datasets or to bias correct the model using nearby 
observa5ons. This seems important for the inversion work planned in the future. Are there other 
ways to reduce this error? 

Yes – as emphasized in Sect. 5, wind biases affect the interpreta5on of the model-data alignment 
of column NO2 and other species and possibly the corresponding inverted fluxes/emissions. We 
note that meteorological reanalyses with rela5vely coarse spa5otemporal resolu5ons are not real 
observa5ons and are associated with uncertain5es. For example, the GFS meteorological field 
driving STILT is a data assimila5on (reanalysis) product but s5ll cannot resolve highly fine-scale 
wind paderns. Moreover, the nearby observa5ons are spa5ally limited, e.g., the radiosonde 
observa5ons used for regional wind assessment and transport error es5mates (Sect. 3).  
 
We may further differen5ate random wind errors from systema5c wind biases. The former error 
can be quan5fied (Sect. 3) and usually be propagated into the observa5onal error matrix during 
the inversion. It is the wind biases that have hardly been addressed in inversion studies. Possible 
approaches as we discussed in Sect. 5.2.1 include the rota5on of plumes or a more sophis5cated 
data assimila5on approach to correct emissions and wind altogether (e.g., Liu et al., 2017). In the 
ongoing inversion work, we will design and conduct OSSE to inves5gate the quan5ta5ve impact 
of wind biases on inverted fluxes and explore ways to explicitly address the wind error.  
 
Lines 564-570: These lines are unclear. 

As shown in Fig. 1, the two essen5al compe5ng loss pathways of NOx are NO2 + HO -> HNO3 and 
NO + RO2-> RONO2 with a minor branching ra5o (typical value of 0.04 and further depends on 



the R groups). In other words, when VOCR stays high and NOx is limited, there is a tendency to 
form RONO2 over HNO3, which explains why the trough of the NOx curves shibs to the higher 
end of NOx concentra5on as shown in Fig. 10. We have reworded these lines as follows: 

 



Comments from reviewer #2 
This paper introduces STILT-NOx, a Lagrangian chemical transport model, evaluates it against 
satellite-based column observa5ons of NOx, and presents various sensi5vity studies. The paper is 
well wriden, and I recommend publishing aber the following minor comments are addressed. 

We thank reviewer #2 for the posi5ve feedback and have tried to address all the comments. 
Please also refer to the general comments for both reviewers on the first page if neccesary.  
 
General comments: 
Interparcel-mixing: I was a bit surprized to see the 3-hour 5mescale for mixing within a volume 
with a horizontal of 1km x 1km and a ver5cal extend from surface to PBL top described as 
“rela5vely fast mixing”. Given the fact that the plume emided from a power plant, when 
transported over 3 hours (or 30 km for typical winds speeds of 10 m/s within a well-developed 
PBL), and given the shape of typical plumes seen from satellite imagery, can the mixing 5me scale 
not be es5mated from that? Based on that I would expect that within three hours mixing likely 
occurs over much larger “boxes”. This is along the thought that dispersion/mixing is similar when 
running LPDMs backward and forward as shown in the Lin et al. 2003 paper, so forward mixing as 
needed for chemistry should be similar to backward mixing (or spreading of par5cles emided at 
the same 5me). Would a smaller mixing 5mescale increase the impact of mixing, as with a 3-hour 
5me the impact was found to be less than 5% (line 356)? Was that assessed when comparing no-
mixing (i.e. infinite 5mescale) with mixing turned on? I think this deserves a bit of aden5on, as it 
keeps puzzling me that given the quite nonlinear property of NOx chemistry mixing at those 
scales does not seem to mader in chemistry-transport simula5ons. 

What maders here is the horizontal turbulent mixing/diffusion scales as the rapid ver5cal mixing 
in STILT is realized by dilu5ng emissions from the surface to the mixed layer. If horizontal mixing is 
not accounted for, individual air parcels will not “communicate” with their neighbor parcels for 
mass exchange. Indeed, previous studies have used a Gaussian plume model to fit the observed 
plumes, especially of CO, to determine the horizontal diffusion rate from observed 
concentra5ons and their horizontal distribu5on (e.g., along the across-wind direc5on). However, 
the chemical decay and column observa5ons of NO2 make it challenging to accurately separate 
diffusion 5mescales from chemical 5mescales.  
 
To address the ques5on of inter-parcel mixing, we have added a sensi5vity test of modeled 
tropospheric NO2 to various horizontal mixing length- or 5me- scales. Three mixing length scales 
of 1, 3, and 10 km are tested, considering the typical km scale of satellite sounding, emission 
grid, or high-resolu5on meteorological fields.  
 
According to Seinfeld and Pandis (2016) and several prac5cal horizontal diffusion treatments 
(e.g., either the simple constant diffusion coefficient or the Smagorinsky scheme in WRF), the 
typical diffusion 5me scale ranges from minutes to a few hours for a mixing box of 1 km. For 
example, Seinfeld and Pandis (2016) suggested that under stable met condi5ons, the horizontal 
diffusion coefficient Kyy is on the order of 50 to 100 m2 s-1, which translates to approximately 2.7 
hrs in terms of a characteris5c diffusion 5mescale (dx^2 / Kyy).  
 



Furthermore, we tested a range of 5me scales from 0.1 to 100 hours over three receptors from a 
summer5me New Madrid power plant overpass (see plot shown below, now as Fig. S20). Three 
receptors differ in the number of trajectories influenced by the single power plant emission. 
Since STILT-NOx tracks modeled tNO2, xCO, and xCO2 with mixing and without mixing, we can 
calculate the normalized difference in the modeled tNO2 between the mixing runs and the non-
mixing runs, i.e., = ( tNO2_mix – tNO2_nomix ) / tNO2_nomix.  

 
As a result, for the receptor close to the power plant emission (where 61% of the trajectories 
were affected by power plant emissions for at least 1 min, in the middle panel in Fig. S20), the 
reduc5on in tNO2 is as minimal as about 2% regardless of the mixing length scale. In contrast, 
when trajectories are not influenced by power plant emissions (i.e., receptor/sounding sihng on 
the edge of the plume, in the leb- or right-most panels in Fig. S20), the changes between 
mixing and non-mixing simula5ons appear to be larger, i.e., reaching 5%. The larger discrepancy 
is reasonable as mixing would exchange the NOx concentra5on between trajectories 
experiencing the plume and trajectories in the background.  

In summary, mixing tends to “smooth” the gradient in NOx concentra5ons among air parcels but 
to a less extent if a larger frac5on of the total 2000 air parcels is contaminated by the plume.  

We now added relevant discussions of horizontal PBL mixing and other mixing in Sect. 5.3.2 
(see track changes adached on the following page).  
 



 
 
Rota5on of wind: As the wind changes significantly within the atmospheric boundary layer with 
height (the Ekman spiral), differences between modelled wind direc5on and the direc5on 
apparent from the observed plume can also be related to inaccuracies in the plume release 
height distribu5on, poten5ally associated with plume rise of the buoyant exhaust. I would 
recommend this to be discussed. 
 
We have overlooked the impact of inaccurate emission profiles on the modeled plume shapes 
(not just on column concentra5ons) and quan5fied near-field wind direc5onal biases. One can 
examine the ver5cal wind shear from trajectories output for the near-field region between 
receptor and emission sources for more clues.  

We now add the following text in Sect. 5.3.2 (the limita5on sec5on on emission profiles and 
mixing).  



 

 
 
Specific comments: 
Fig. 3: which WRF-Chem runs were used? Before three different ci5es were men5oned, are all 
those simula5ons included in Fig. 3? 

Yes – chemical tendency derived from every WRF-Chem model grid around the three ci5es (LA, 
Madrid, and Shanghai) from all monthly simula5ons (4 days in each month across Jan to Dec with 
the first day as the spin-up 5me) are included and aggregated into SZA and NOx bins as shown in 
Fig. 3. We did remove model grids with extreme values (5mescale > 72 hours) to avoid skewing 
the average values per bin.  
 
L200: Were the WRF-Chem simula5ons also selected for cloud-free condi5ons? 

Good ques5on - we did not explicitly remove cloudy scenes from WRF-Chem. During revisions, 
we re-examined the cloud mixing ra5o es5mated by WRF-Chem to address the impact of cloud 
covers on the non-linear RNOx ~ NOx + SZA rela5onship. For Shanghai or LA, the average frac5on 
of cloudy pixels ranges from 0.03% (or 0.02%) in winter to 3.6% (or 4.8%) in the spring/summer 
months. On an annual basis, the cloudy pixels only occupy ~1.8% to 2.1% of the select near-field 
model pixels for three ci5es. We might expect the impact on NOx curves to be minimal especially 
since millions of grid cells are considered to create the NOx curves.  
 
Fig. 5 b and d: the color code is missing, or am I overlooking something? 

The color legend for Fig. 5b and 5d is labeled at the bodom of Fig. 5d. The four different colors 
represent linear fit and slope when TROPOMI is compared with four STILT-NOx runs using 1) 



meteorological fields (GFS vs. HRRR), 2) emission (EDGAR vs. EPA), and 3) chemistry (default 
chemistry vs. non-chemistry).  
 
L394: in table S1 the RMSE values range from 0.11 to 0.25 ppb 

We clarify that range of RMSE is reported for only the simula5ons with NOx chemistry enabled. 
The highest RMSE of 0.25 ppb corresponds to simula5ons without NOx chemistry. We modify 
the text as: 

 
 
L412: “fast-growing” is rela5ve, Baotou certainly has a faster growth in popula5on than Phoenix 

Corrected – Phoenix sees a high popula5on growth rate of 2.5% since 2020, one of the “fast-
growing” ci5es in the US. We now revised the text as: 

 
 
Fig. 8a: What does RMSP stand for? 

Corrected – the y-axis on Fig. 8a represents the spa5al mean of the sounding-wise products of 
two NO2 plumes with the former one being the ini5al unrotated observed plume and the lader 
one being the rotated plume (either from TROPOMI or STILT-NOx using GFS or HRRR). We’ve now 
fixed the 5tle and cap5on for Fig 8a.  
 
Table 1 in the supplement should be named “Table S1” 
Corrected.  
 
Fig. S6: please use axis 5tles that clearly indicate v1 and v2 in all figures 
Corrected.  
 
Fig. S7: the symbols in the legend don’t quite fit with those in the figure. Triangles should be 
should only for EDGAR es5mates, not for EPA. 
Corrected.  
 
Fig. S10 a and b: please use fewer x-axis labels 
Corrected.  


