
Thank you very much for your very thorough review. We provide below some answers to the 
reviewer’s remarks. 

 

Major comments 

1. Methods: I think that showing the impact of transformations on ranks, rather than on 
the actual absolute errors that were used to generate those ranks, may hide the real 
effect that the choice of mathematical functions has on streamflow simulations and, 
more importantly, may distort a lot the differences in performance (and their 
perception) among the various types of transformation. For example, what is the 
difference in mean absolute error between rank 1 and 10? I encourage the authors to 
show the effects of transformations more directly; for example, they could use a 
normalized mean absolute error for different streamflow categories, to make the 
results comparable among catchments. 

A1: We thank the reviewer for this interesting comment. The idea behind choosing to work 
with ranks, instead of direct (normalised) errors was to i) be less impacted by different 
orders of errors magnitudes between catchments or ranges of streamflows, and to ii) answer 
the question of what are the best transformations, rather than how good transformations 
are. We recognize that assigning ranks can have the effect that a rank difference of 1 can 
both signify a small error or a larger one. We however want to stress out that ranks are 
accounted for time step by time step, meaning that if differences between two simulations 
are very low, there can be changes in the order quite easily, which then results in similar 
average ranks over the intervals.  

In order to provide some food for thoughts, we processed as suggested by the reviewer: 

1. the hydrological model is calibrated against observed streamflows for a catchment and 
with a given objective function, successively with different transformations, 
2. for each time step, the absolute error is calculated for the simulations obtained with the 
nine (or 11) transformations, 
3. the time series of daily errors are sorted according to the sorted observed streamflow 
time series, 
4. the sorted errors are aggregated over 200 sequential intervals of an equal number of time 
steps to smooth the results and facilitate the visual analysis.  
5. the aggregated sorted errors are normalised by the average of errors over the nine (or 11) 
transformations, interval by interval.  
 
Applying that to the same example station as in the manuscript, using GR4J calibrated with 
NSE and results shown over the calibration period, leads to the following plot (which is 
similar to Figure 6 of the article; please note we use here the new representation as 
introduced in answer A20 to the reviewer’s remarks):  



Figure 6 with calculations as suggested by the reviewer: 

 
Actual Figure 6 from the submitted manuscript:  

 
 
While the general shape of these curves are similar to the one prepared with ranks, it is clear 
in this new figure that some discrepancies are visible: transformation -2 seems rather far 
from other transformations most of the time. Another notable difference is that many 
transformations seem to remain close together for most of streamflow ranges. While this 
could lead to the conclusion that these transformations can be used interchangeably 
because they seem to lead to very similar errors, we must note that the very high 
normalised MSE of one or two transformations leads to smaller differences for the other 
transformations. In other words, this procedure is impacted by the large error of some 
transformations and leads to less informative results.  
We then automatized this procedure to all 325 stations, with GR4J calibrated with NSE and 
results shown over the calibration period, and averaged the normalized errors, which gives 
the following plot (which is similar to Figure 9 of the article):  

Figure 9 with calculations as suggested by the reviewer:  

 



Actual Figure 9 from the submitted manuscript:  

 

Here again, we find some similar results as when working with ranks: the general 
conclusions are not changed. The same groups of transformations still are the best over the 
same ranges of streamflows.  

As a consequence, we prefer not to change the whole methodology used in the manuscript 
and we will stick to the one proposed so far. We will however mention this other option and 
discuss it in the revised version.  

 

Additional suggestions to make their analysis more impactful: 

 Since NSE is formulated as a function of the sum of squared errors, the authors could 
report the fractional contribution of the total squared error for the 1, 10, 100, 1000 
largest error days obtained with the various transformations (see Figure 10 in 
Newman et al. 2015). This could provide quantitative support to some statements 
that the authors make (e.g., L192-193, L338) referring to the number of days where a 
specific transformation has more weight. 

A1.2: We thank the reviewer for this suggestion.  

We therefore calculated the fractional contribution to the squared error for the various 
experiments, to verify if the assertions we made were sound.  

First, we want to stress out that the methodology proposed by the reviewer and by Newman 
et al. (2015) is strictly valid only when we calibrate a model with the NSE objective function, 
and non-composite transformations. Indeed, NSE and MSE relate to a linear function, as 
shown by Gupta et al. (2009), in their equation 2: 

  



Therefore, NSE relates to the squared error (SE) with a linear function too, and the fractional 
contribution to the SE, for a given time step t1, as written in the following equation, 
corresponds to the contribution to the NSE:  

 

Frac_contr(t1) =  
(Qobs(t1) –  Qsim(t1))² 

∑ (Qobs(t)–  Qsim(t))²𝑛
𝑡=1

 

In addition, for combined transformations QinvQ and QlogQ, we considered the fractional 
contribution of a time step as the average of the fractional contributions of the two 
transformations (1 and -1, or 1 and log transformations).  

This leads to the Figure below for illustrating our assertion of lines 192-193. This figure gives 
the fractional contribution of squared error for the 1, 10, 100, 1000 days with the most 
error, for the 11 transformations for GR4J calibrated with NSE on the Fecht River, and over 
the calibration period. This illustrated very clearly that for transformations 2 and -2, there is 
a large weight on very few days for the objective function calculation. For instance, more 
than 60 % of the contribution rely on 10 days for these transformations, whereas it is lower 
than 20 % for other transformations. This figure will be added as a supplementary material 
to justify our assertion.  

 

This analysis was extended to all 325 catchments and is presented in the figure below. In this 
figure, we still use the GR4J model calibrated on NSE. N1 to N1000 represent the number of 
time steps having the highest fractional contribution. Cal and Val mean respectively 
calibration period and validation period. It is here again very clear that extreme 
transformations rely on a more limited number of time steps than other transformations. 
This figure will be added as a supplementary material to justify our assertion. Similar results 
are obtained with GR5J and GR6J, but they will not be shown in the supplementary material.  



 

 

Finally, as the KGE cannot be written as a linear function of MSE, there is no such 
straightforward relationship between the term above and the objective function, when the 
objective function is the KGE or KGE’. Still, we produced these analyses also for KGE and 
KGE’-based calibrations. As they lead to very similar plots, we chose not to add them in the 
supplementary material.  

 

 Show the impact on some streamflow characteristics (e.g., Pool et al. 2017), also 
known as hydrological signatures (e.g., Addor et al. 2018; McMillan 2020). 

A1.3: Thank you for your comment. In addition to the already-present mean annual 
streamflow and baseflow index signatures, we will add the central slope of the flow duration 
curve as recommended by reviewer 1, but also the aridity index and the center mass of 
annual runoff (see answer A25).  

 

2. In my opinion, some figures are incredibly complex (e.g., Figures 5 and 8), making the 
communication of the main messages unnecessarily cumbersome. What do the 
numbers 1 to 11 represent? Are they related to the number of transformations? 
Figures 6, 9, 10, 11 and 12 are better to show inter-method differences, though these 
could (should?) show results of actual mean absolute errors. Additionally, Figure 10, 
11 and 12 could be merged into one to facilitate the comparison (the same comment 
applies to Tables 3, 4 and 5). 

A2: We apologize for those complex figures, which we believed would provide additional 
information to other figures. The numbers 1 to 11 represent the ranks, as written in the y-
label and in the caption. They are therefore indeed related to the number of 
transformations, as the best transformation is ranked first, and the worst is ranked 11th. 
Figures 6, 9, 10, 11 and 12 show the average ranks. It means that they show an aggregated 
information compared to Figures 5 and 8, which rather show the distribution of ranks. If the 



reviewer believes that Figures 6, 9, 10, 11 and 12 are sufficiently informative, we will stick to 
these ones and remove Figures 5 and 8. 

We could merge Figures 10, 11 and 12. However, it means that we would have to reduce 
their size and therefore their readability would be worse. In addition, and maybe more 
important, the reader will have to go back and forth in its reading, which could make it 
uncomfortable. The same goes for the Tables 3, 4 and 5. For these reasons, we would prefer 
not to merge them.   

  

Minor comments 

3. L9-10: “…can sometimes be different from what could be expected…”. I recommend 
the authors avoid including vague sentences like this throughout the manuscript, 
especially in the abstract. 

A3: We propose the following: ‘… can sometimes be different from their expected 
behaviour”.  

 

4. L19-20: From my view, there is general consensus in the community that no universal 
hydrological model structure exists, since each one is an assembly of hypotheses on 
the functioning of a specific hydrological system (Clark et al. 2011). This has 
motivated a proliferation of flexible modeling platforms such as FUSE (Clark et al. 
2008), SUPERFLEX (Fenicia et al. 2011), Noah-MP (Niu et al. 2011), SUMMA (Clark et 
al. 2015a,b, 2021), MARRMoT (Knoben et al. 2019), Raven (Craig et al. 2020) and 
even airGR with its variants GR5J and GR6J. I think this is a good place to make this 
point. 

A4: We do agree about this consensus and this is what we tried to express here. We will 
rephrase with the reviewer’s proposition ‘there is consensus in the community that no 
universal hydrological model structure exists’ and we will add the references the reviewer 
provides.  

 

5. L24: This is a good place to cite previous studies showing the impact of subjective 
calibration criteria selection on hydrological modeling applications (e.g., Mendoza et 
al. 2016; Fowler et al. 2018; Melsen et al. 2019). 

A5: Thank you for these suggestions, we will cite these references.  

 

6. L33: I think you should refer to Figure 1a. 



A6: We do not understand this comment, as we wrote ‘This is illustrated in Fig. 1, where in 
panel a, the larger errors’.  

 

7. L52-58: I suggest citing these studies in chronological order. 

A7: We will modify the order of sentences to cite these studies in a chronological order.  

 

8. Figure 1: I suggest including the model being used and the simulation year in the 
figure caption. 

A8: We did not specify the model and simulation year as we believed that this information 
was not useful here, as what we wanted to show was not actual events, but the behaviour of 
streamflow transformations. However, we will add it in the revised version of the 
manuscript.  

 

9. L70-72: This sentence is very confusing. "Alteration" may be interpreted by some 
readers as human intervention. I suggest re-wording. 

A9: Thank you. We propose “with specific streamflow selection procedures such as…”.  

 

10. L82-83: Did the authors examine whether the calibration and evaluation periods are 
hydroclimatically different? Please clarify. 

A10: We wrote in lines 87-88, “This table also shows that the climatic conditions are similar 
between the two periods, with the evaluation period being only slightly warmer and wetter 
than the calibration period ». To further investigate potential hydroclimatic differences 
between the two periods, we propose below boxplots showing the difference of annual 
precipitation (left), air temperature (middle) and discharge (right) between the two periods. 
The boxplots are composed of 325 values, i.e. one for each catchment. These boxplots 
confirm our assertion as the differences for the median are limited for precipitation and air 
temperature and very low for discharge. Some catchments show larger differences, but 
those are in a limited number. The boxplots are shown below but will not be included in the 
manuscript.  



 

 

11. I think that much of the text in section 2.2 corresponds to methodology, and 
therefore should be included in the methods section. 

A11: We understand the reviewer’s concern. We propose some renaming of sections and 
subsections, as follows:  

2. Material and method 

2.1. Catchment set and data 

2.2. Hydrological model 

2.3. Optimization criteria 

2.4. Streamflow transformations 

2.5. Evaluation methodology (former section 3 Methods) 

Then section 4 Results becomes section 3 Results.  

 

12. L98: Can you please clarify how you determined snowfall occurrence in your basins? 

A12: We made the approximation that if the daily temperature is below 0 °C, then this is 
snowfall (as in Knoben et al., 2018). We will clarify this in the manuscript.  

 

13. L101: Why did you choose five elevation bands and not more/less? Did you try other 
configurations? I think this needs a proper justification, given the large effects that 
this decision may have on simulated states and fluxes (Murillo et al. 2022). 

A13: This choice was based on the previous works led by our colleagues in the past, who 
assessed the added value of using different numbers of elevation bands and concluded that 
this number represents a good compromise between time calculation, model efficiency and 
data quality (see Valéry et al., 2014 and Valéry, 2010). Since the focus of the article is not on 



this issue, we think that the cited reference provides sufficient information to the reader to 
justify this choice. 

 

14. Table 1: I think it would be more informative to show these attributes as maps with a 
color bar (see, for example, Addor et al. 2017; Alvarez-Garreton et al. 2018). 

A14: We made some tests to investigate whether it was possible to replace this table with a 
figure as requested by the reviewer. We show in the answer A25 these maps. In order to 
keep the number of figures limited, as requested by the reviewer, and because we believe 
that maps are less readable than the table, these figures will be inserted as a supplementary 
material.  

 

15. L111: please specify whether your simulations consider a spin-up period. 

A15: We definitely used a spin-up period. A 1-year period, corresponding to the year 
preceding the calibration or the evaluation period, was used. We will add this information.  

 

16. L160-163: I think this text should be in the methods section. 

A16: We saw this text as an introduction about how the results will be presented in the 
following. As the reviewer thinks that this is clearer to put this information in the Methods 
section, we will move it there.  

 

17. Figure 3d: the numbers in the y axis are not legible. 

A17: Sorry for that, the numbers were somehow cut during the production process, we will 
correct that.  

 

18. Figure 5 (caption): is CemaNeige implemented in this basin? 

A18: No, we did not use CemaNeige here. We will specify it in the caption.  

 

19. L185: ‘average rank of transformations’. How do you compute that average? 

A19: Each value of each curve is simply the average of the ranks of transformations over all 
the time steps of the concerned interval. We will specify it in the text.  



 

20. L185-190: all these comparisons are very hard to visualize. You could use symbols in 
Figures 6 and 9 to 12 to help readers to see what you want them to see. For example, 
use X for negative transformations, square for log, circle for Box-Cox, etc. 

A20: Thank you for this suggestion. We propose the following visualization, here replacing 
Fig. 6 of the manuscript. All similar figures will be replaced with this visualization.  

  

 

21. L261: this sentence is unclear. What do you mean? 

A21: We mean that over the calibration periods, the transformations can lead to simulations 
that are relatively good for their supposed target (e.g. transformation -2 has a low average 
rank over low flows), but since this average rank is higher for the evaluation period, we can 
consider that the transformations are less specific, i.e. worse for their supposed target, and 
closer to each other. We will rephrase and we propose the following:  

‘To phrase it differently, over the evaluation period, the transformations lead to simulations 
that are less specific, i.e. closer to each other.’ 

 

22. L279: ‘to behave much worse’. Note that you are judging based on the ranks, and not 
on the actual sum of absolute errors. I think it would be much more honest if you 
showed the latter. 

A22: We understand the concern of the reviewer. We will rephrase this sentence to be fairer 
with what is actually shown. We propose the following: “which appears to show much worse 
ranks than…”.  

 



23. L296: You have ranks for 9/11 transformations. Did you obtain the same number of 
correlations? 

A23: In this section, we discuss results for the GR4J model calibrated with NSE, which means 
that we have 11 ranks. Correlations were also calculated for GR4J calibrated with KGE, 
resulting indeed into 9 correlation values, but we did not discuss these results as no further 
informative result arose.  

 

24. L301: Are these correlations statistically significant? 

A24: We thank the reviewer for this suggestion.  

First, we must mention that we calculated the correlations for the new characteristics 
suggested by the reviewers (see the Table provided in A25). Unfortunately, no outstanding 
correlations were found. We observed that the central slope of the flow duration curve 
shows correlations of the same order of magnitude, but opposite to the one shown by the 
BFI, with exactly the same transformations. This indicates that these indicators are somehow 
well related.  

Second, the p-values were calculated for all the calculated correlations using the 
stats::cor.test() function in R. We found that the correlations lower than -0.11 and higher 
than 0.11 were all significant (i.e. p-values < 0.05), whereas none of the other ones were 
significant. Consequently, this does not change the related analysis.  
We will add this information in the revised manuscript.  

 

25. Section 4.3: I suggest the authors adding to their analysis the aridity index, the 
seasonality of aridity (Knoben et al. 2018) and maybe the center of time of runoff 
(Stewart et al. 2005). 

A25: We calculated these indicators as suggested (in addition to flow signatures already 
mentioned) and added them to our analysis and to Table 1. We assume that the “center of 
time of runoff” mentioned by the reviewer corresponds to the “timing of the center of mass 
of the annual runoff” as introduced by Stewart et al. (2005).  

Table 1 will therefore be modified as shown below. We can see that for the four new 
indicators the catchments show some variability between each other, but also that the two 
periods seem to face rather similar conditions, as was already the case for other indicators. 
This will be mentioned in the paper.  



 

Table 1: Same as in the article, with the addition of the suggested characteristics 

In addition, these characteristics will be represented as maps, and provided in the 
supplementary material.  



 

Fig: Maps of physical characteristics 

 



 

Fig: Maps of indicators on the calibration period 

 



 

Fig: Maps of indicators on the evaluation period 

 

Some suggested edits 

26. L30: ‘have been’ -> ‘has been’ (‘a wide panel’ is singular). 

27. L36: I suggest deleting ‘more specifically’. 

28. L44: ‘some other works’ -> ‘other studies’. 

29. L48-49: delete ‘Nevertheless, some authors tried to investigate this issue. For instance,’. 

30. L59: ‘Still, most of the time’ -> ‘To the best of our knowledge’. 



31. L59: ‘are not’ -> ‘have not been’. 

32. L61-62: I strongly encourage the authors to write that finding with their own words 
instead of quoting. 

33. L63 and anywhere else: I recommend the authors using past tense (i.e., ‘used’ and 
‘justified’) when referring to previous studies. 

34. L68: ‘tends to illustrate’ -> ‘illustrates these assertions to some degree’. Delete ‘we feel 
that’. 

35. L69: delete ‘in this article’. 

36. L75: ‘Data’ -> ‘We used data from…’. I strongly motivate the authors to use active voice. 

37. L95: ‘Maximal’ -> ‘Maximum’. 

38. L101: ‘take into account the catchment heterogeneity’ -> ‘consider intra-catchment 
variability’. 

39. L103: delete ‘while GR4J is the main model used’ and write ‘In this work, we also use the 
GR6J model to assess the transferability...’. 

40. L124: ‘with N the total number’ -> ‘being N the total number’. 

41. L131: ‘as this focuses’ -> ‘as it focuses’. 

42. L300: Delete ‘Unfortunately, only a few correlations could be identified’. 

43. L301: ‘Anti-correlations’ reads really awkward. I suggest writing ‘negative correlations’ 
instead. 

A26-43: we will consider all these edits during the revision phase, thank you for suggesting 
them.  
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