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Abstract. Bedrock incision by rivers is commonly driven by the impacts of moving bedload particles. The speed of incision

is modulated by rock properties, which is quantified within a parameter known as erodibility that scales the erositherate to
erosive action ofhe flow. Although basic models for the geotechnical controls on rock erodibility have been suggested, large
scatter and trends in the remaining relationships indicate that they are incompletely understood. Here, we conductkd dedicate
laboratory experimets measuring erodibility using erosion mills. In parallel, we measumeaxial compressive strength,
tensile strength, Youngos amatdforlthe eestedbtholbghies. We findthat updeathe dame h e
flow conditions, erosiomates of samples from the same lithology can vary by a factor of up to sixty. This indicates that rock
properties that may vary over short distances within the same rock can exert a strong control on its erosional praperties. Th
geotechnical properties the tested lithologies are strongly crassrelated, preventing a purely empirical determination of
their controls on erodibility. The currently prevailing
modulus and inversely witthé square of the tensile strength. We extend this model usingriimsiple physical arguments,

taking into account the geotechnical properties of the impactor. The extended model provides a better description of the dat
than the existing model. Yet,dHit is far from satisfactory. We suggest that the ratio of mineral grain size to the impactor
diameter presesé strong control on erodibility that has not been quantified so far. We also discuss how our laboratory results
upscale to real landscapes dontfy timescales. For both a revised stream power incision modeland a seftiimeietpe nde nt

incision model, we suggest that leteym erosion rates scale linear with erodibility and that, within this theoretical framework,

relative laboratory measuremsmof erodibility can be applied at the landscape scale.

1 I ntroduction

Rivers can cut rock, which usually is a slow process (Koppes and Montgomery, 2009; Molnar, 2001), sometimes carving deej
canyons over thousands of years (Karlstrom et al., 2014)fl¥&s | bedrock erosion can also be rapid, with centimeters or
even meters of incision within a single flood (e.g., Cook et al., 2013; Hartshorn et al., 2002; Nativ and Turowski, 2020;
Turowskietal., 2008; Lamb and Fonstad, 2010). Erosion rates witiodlerivers result from a competition between driving

and resisting forces, quantified by erosivity and erodibility, respectively. Consequently, they can be expected to tlegend on
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properties of the eroded rock. Rock property control on erodibilitypbas qualitatively suggested from many morphological

field observations. For example, rivers are commonly narrower and steeper in hard rock than they are in soft rocka(elg., Broc
and van der Beek, 2006; Bursztyn etal., 2015; Wohl and Ikeda, 1998 andMerritt, 2001 ; Montgomery, 2004). However,
empirical joined datasets of erodibility and rock properties that adjoantitativeanalyss of rock property controls on
erodibility are rare. In the fielduch datasetre notoriously difficulto acquire due to multiple controls on erosion rates that

are hard to disentangle, spatial and lithostratigraphic variability, local alterations of the rock due to weathering, weak
preservation, or poor exposure. Experimental approaches have been usegkie.gnd Dietrich, 2001, Sunamura et al.,
1985), but present challenges in the scaling of flow properties (Attal et al., 2006; Lewin and Brewer, 2002), comparability,

and in covering a broad range of different rock types.

The controls of physical rékproperties on erodibility can be expected to be specific to a particular erosion process. For impact
erosion, it has been suggested that erodibility sstial es
response, and inversefith the square of the tensile strength, the maximum tensile force the rock can endure without breaking
(Sklar and Dietrich, 2004). This scaling is currently used as the state of the art in theory and experiments (Auel'&t al., 20
Beerand Lamb, 2021nbue etal., 2017; Miller and Jerolmack, 2021; Sklar and Dietrich, 2004). However, there are a number
of observations and considerations that suggest that it does not give a full description of the observations. For eéxample, th
experimental data from therosion mills of Sklar and Dietrich (2001) and the flume of Inoue et al. (2017) show around an
order of magnitude of scatter in erosion rates for rocks with similar tensile strength. In addition, a relationship igith tens
strength remains if the data amerrected for the proposed inversguare relatonshigMiller-Ha g mann et al ., 20
modulus is often not measured on the sampled rocks, but estimated from measurements of similar rock types, and it i
frequently assumed to vary only little (g.¢gklar and Dietrich, 2004). Some flume experiments suggest a control of
compressive rather than tensile strength on erodibility (Sunamura and Matsukura, 2006; Sunamura et al., 1985), and a negati
correlation with Youngods ncretedScdttiand Safiaddin, 2085 i addidop, @xpériemehts bno r
wind-driven impact erosion have yielded more complicated relationships than are currently used for fluvial processes (e.g.,
Momber, 2016; Verhoef, 1987), despite the similarity in the proglgsics. Finally, observations from experiments suggest

a dependence on mineral grain size (Hobley, 200%han also be expected that the geotechnical properties of the impactor
play a role, because they affect the fraction of the kinetic energy ahgi@ct that is transferred to the rock (e.g., Dietrich,
1977; Finnegan et al., 2017; Johnson et al., 2009). Neither of the latter effects is accounted for in current modetaamthe m

As a result, erodibility and its geotechnical controls remain papréntified.

Here, we describe dedicated experiments to shed light on rock property controls on erodibility in fluvial impact erosion. We
measured erosion rates for a range of lithologies in mills specifically designed to hold the erosivity of the $tamtcon
(Turowski et al., 2023). In parallel, we recorded geotechnical properties that have previously been suggested to contro

erodibility. We evaluate the observations in the light of existing theory based on brittle fracture, and further de tiedopythis

2



65

70

75

80

85

using firstprinciple physical argumentfn addition, we discuss the upscaling of the results to natueak within the two
currently competing theoretical frameworks of the stream power model and setlimed#pendent bedrock erosion.

2 MetadhmdilsMateri al s

Here, we give an overview over the methods and sample materials. A detailed description of the mill experimental protocol
has been given by Turowski et al. (2023). All dartel scriptsaare available through the publication by Pruf? et al. 3202

2.1 Sample sourcing and preparation

Rock samples were collected in northern Switzerland, complemented by few samples from the more southern, alpine regior
and southern Germany, covering a broad range of rocks from 18 lithologic units (Fig. 1, Tablestldf Mhe rocks are
sedimentary, including mudstones, sandstones and limestones, but some crystalline rocks are also included. Withir
heterogeneous sedimentary units, typically the harder beds were sampled, since weaker sequences (e.g. marls, mudston
were difficult to impossible to be properly drilled. Cores were drilled with a wadefed, 200 mm diamond core bit, if
necessary broken free from the bedrock with a chisel, and lifted out of the hole. Dowels were placed into the top face of the
specimen tdoist it out of the borehole when required. The obtained core diameter varied between the lithologies and ranged
from 191 mm to 193 mm. In some cases, cores were sourced from blocks that were already detached from the bedrock, eith
in situ or after tragport to the laboratory. Some sites allowed sampling of two different units (e.g., GR, J, see Table 1). We
therefore distinguish between a lettwased site id (e.g., GR), a numerical unit id, which follows the alphabetical order of the
site ids, and a sgpte id, which is the combination of the site id and a number identifying the core (e.g., GR1, J3, see Table 1).
At some locations, multiple cores of the same unit were collected, either to cover variations of the rock in grain size or
composition, or to dain cores both parallel and perpendicular to major structural planes, such as bedding planes. The cores
were subsampled for erodibility and rock property measurements as described below.
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Figure 1: Overview map with sampling locations. Sampling locatios are labelled as detailed in Table 1. The tectonic map is based
on Nagra (2014), showing a subset of the structures in the current display (selected main and regional thrust and normal tkualt
surface). Differentiation of sedimentary and crystalline unis in the alpine region has been added following Kuhni and Pfiffner

90 (2001). The background digital terrain model corresponds to the Shuttle Radar Topography Mission (SRTM) 1 Ar8econd Global
(NASA 2016).

With the exception of the Opalinus Clay samplesit(lU2), which was too soft, all cores were cut with a watesled diamond
saw to obtain discs with a thickness of about®b for the mill experiments (mill samples) and 1@t for geotechnical
testing (core samples). If possible, multiple discs were ymad from the same core. Subsequently, both faces of the mill
95 samples were ground to a lengthadfout50 mm, to ensure that they were planar, parallel, and had a comparable surface
roughness. At least one core sample was cut for each of the lithologitsakdcept thesandy limestone of thBasswang
Formation(Unit 1) due to insufficient core dimensions, and the Opalinus Qjt 12), because its clagich structure means
that standard protocols for geotechnical testing do not work (Giger et al. MbE8di et al., 2021).
To obtain samples for compressive and tensile strength testing, the 120 mm core samples were subsampled to obtain cor
100 with 50mm diameter, yielding a maximum of eight samples from each core segment. Half of these were designated f

compressive strength testing and half for (indirect) tensile strength testing. For tensile strength testing, the sariypthewere



cut to obtain discs of 2B m thickness. For compressive strength testing, the cores were first cut to a length ofi 204 m

then ground on both sides to obtain a length of @0 and to ensure planar and parallel faces.

105 Table 1: Sites, units and samples used for the experiments. For further details on lithostratigraphic units see Jordan & Dapbs

(2019), unless otherwvée indicated. Lithostratigraphic names are used according to the specified references.

# Lithological unit Rock type Location Location id | Core id

1 Passwang Formation (Sandy) limestone | Bottstein B B1, B2

2 Lower Freshwater Molasse Group Sandstone Fisibach F F1, F4,F5

3 Klettgau Formation, Gansingen Member Dolomite Gruhalde GR GR1

4 Staffelegg Formation, Beggingen Member Limestone Gruhalde GR GR2

5 Hauptrogenstein (Oalitic) limestone | Jakobsberg J Ji,J7

6 Wildegg Formation Limestone Jakobsberg J J2, 33

7 Schinznach Formation, Liedertswil Member Limestone Liedertswil L L1

8 Schinznach Formation, Stamberg Member Dolomite Liedertswil L L2

9 Central Aar Granite (Nagra, 2019) Granite Felslabor Grimsel (Alps)| L (GTS) L206

10 | GrimselGranodiorite (Nagra, 2019) Granodiorite Felslabor Grimsel (Alps)| L (GTS) L502

11 | Oberer Muschelkak (LGRB, 2021) Limestone Minseln (Baden | M M1, M2
Wirttemberg, Germany)

12 | Opalinus Clay Mudstone Felslabor Mont Terri O (FMT) 01, 02

13 | QuintenFormation (Gisler et al., 2020) Limestone Lammi (Alps) Q Q1

14 | Klettgau Formation, Ergolz Member Sandstone ROt R R1

15 | "Massenkalk Limestone Thayngen T T1, T6

16 | "Felsenkalke" Limestone Thayngen T T2, T4

17 | AbtalGranit (LGRB, 2021) Granite Tiefenstein (Baden| Ti Ti
Wirttemberg, Germany)

18 | MurgtalGneisanatexiEormation (LGRB, 2021) Gneiss Wickartsmihle (Baden| W W
Wirttemberg, Germany)
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2.2 Mill erosion experiments
2.2.1 Mill design

Our erosion mills, simulating the motion of bedload partiolesr a bedrock bed in a river, were specifically designed for the
project (Turowski et al., 2023), based on devices previously described in the literature (Sklar and Dietrich, 2001; &heingro
et al, 2015; Small et al. 2015). While erosion mills dofadhfully produce the flow patterns in mountain streams during
floods (Attal et al., 2006), they provide the advantage of easy handling and low costs, a homogenous experimental environmen
and a tight, direct control on experimental conditions via osnall number of control variables. We utilized these advantages

to construct experimental devices that fuffil four main priorities in the design (Turowski et al., 2023): (i) keepingyerosivi
within the mills as constant as possible, (ii) simple and cheaptruction to allow easy reproduction, (iii) easy handling and

a straightforward experimental protocol, and (iv) avoiding the need of special equipment, infrastructure or fixtures. The mills
are made from acrylic polymer (polymethyl methacrylate, PMM#)ich is impervious to corrosion, sufficiently tough, and
allows visually monitoring flow patterns and turbidity changes caused by the suspension of the erosion products. The
dimensions of the mill are 208 mm in internal diameter and 228 mm in heigitt. Wbperation, the three main parts of the

mill - wall, base plate and lidare clamped together with four threaded rods and knurled screws (Fig. 2). An electrical engine
is placed 50nm above the center of the lid and connected to the stainlesprsieeller shaft with a rigid clutch. The opening

for the propeller shaft is protected with a seal ring and the-thlesled brass propeller is placed at a height of 153 mm above

the mill bottom, i.e. about 100 mm above the initial surface of the samm@eproipeller has an outer diameter of 70 mm and

a pitch of 71.7 mm. A detailed description of the mill design including technical drawings and experimental protocois has bee

given by Turowski etal. (2023).
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Figure 2:Erosion mills in use for experimens, with specimens from different lithologies. The turbidity indicates the concentration
of erosion products in the water. Top row: Massenkalk (Unit 15) T11B, Lower Freshwater Molasse(Unit 2) F4-1A, Staffelegg
Formation, Beggingen Member (Unit 4) GR21A, Murgtal -GneisanatexitFormation (Unit 18) W-4A. Bottom row: Schinznach
Formation, Stamberg Member (Unit 8) L2-1A, Passwang Formation (Unit 1) B11A and B2-1A, Klettgau Formation, Ergolz

Member (Unit 14) R1-3A.

2.2.2 Experimental protocol

Before the experient, the samples had to be saturated with water. Otherwise, the gain of mass by uptake of water would
conceal or even exceed the loss of mass due to erosion. To saturate the material, the samples we rio\plaatsiy
polyethylene (DPE) zipper storag bags with about 1.8 litres of tap water. Trapped air was rentmyvpdshing out bubbles,

and the samples were stored in lightof boxes to inhibit the growth of microorganisms like algae. In total the soaking
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procedure lasted for at least 14 days. Samwere regularly weighed to a precision of §.4nd considered to be saturated

when their mass was the same in two successive weighings.

Each experiment, for a given sample, consisted of six runs with identical experimental conditions to consiesistiement

error and to track the constancy of erosivity during experiméstabrasive tools in the mills, we ussphericablass beads

with a diameter of hm,originally designed for the grinding of pigments. For each experiment two independesstteafl

1509 each were prepared to run in alternation. To keep track of bead abrasion, after each run the bead sedneasfoven

24 hours at 40°Gandweighed toa precision of 0.01 g to obtain the total weight of the beadMear was compensated for

by exchanging glass beads or adding new dfese or several beads abraded to a diameter less thamgiée. themesh

size of the sieve used separate the beads after each thimcomplete bead set was replaced by beads.

During the experiments, the propeller speed was set to 1000+£10 rotations per Rumutiration was set depending on the
erosion rates to betweerhés and 52 days to achieve a total mass loss-df0ly. The turbidity of the mill water and prior
generdexperience were used as indicators to seta suitable run duration for the first run of a given sample. After each run, the
mill was opened, the sample rinsed, and the water was exchanged. To measure sample erosion, the water was filtered usi
0.2e m tdr paper, the captured materialwas dried for atleast 24 hours at 40°C, and the dry solids were weighed to a precisio
of 0.01 gand corrected for glass bead abrasidre mean erosion rate of all six runs is used as a representative value for the
expeiment, the standard error of the mean as a measure of the uncertainty.

The erosion measurements of the Opalinus Clay (Unit 12), ariclaynudstone, provided challenges that did not exist for the
other rock types. In our standard protocol, the rock sgatdmvere saturated with water prior to experiments. However, the
Opalinus Clay quickly swells up when wetted, and loses structural integrity as a resutt (cf. Thury, 2002). As a conequence,
was not possible to saturate the sample with water beforedhsumements, and the corresponding part of the protocol was
skipped. Instead, the runs were immediately started after placing the unsoaked specimens into the erosion mill and addin

water.

2.3 Geotechnical measure ments

For the present study, we recorded tensils t r e ngt h, compr e s s i ammlPosdon raetimsing standardo u n g
protocols (DGGT, 2008; Mutschler, 2004) usinglaS Load Frame 315.03 equipped with a load cell 661.31 (10008dNK

density was measured from the cgllital samples before geotechnical testing. Samples were left to dry at room temperature
for several months after cutting before they were tested, and all measurements were performed on dry samples.

We measured the height in four positions around the rim, at approximately 90° to each other, with a digital caliper to a
precision of 1& m. Similarly, we measured the dchatme \Weusedthaavdrage p c
of these measurements as representative for height and diameter, and calculated the volume of the sample using the equat
for the volume of a cylinder. Sample mass was measured on a digital scale with a precisign afdthe bulk density was

obtained as the ratio of mass to volume, assuming a cylindrical geometry.

8
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Uni-axial compressive strength (UCS) was measured following ISRM standards (Mutschler, 2004), with a constant
displacement rate (the eadit which the piston advanced$)).001mm/s Compressive strength was assumed to be the maximal
recorde dstressbeforestress drop

Tensile strength was measured using the Brazilian nut splitting test (BZL). In general, we followed the recommendations for
sample preparation and protocol (DGGT, 20@8)wever, it was not possible to test under constant fiatee Instead, we
tested wih constantconstant displacement ragé 0.4mm/min. Tensile strength was calculated as the ratio of twice the

maximum force recordeduring thefracture divided by the volume of the samds3GT, 2008.

The static Y @& wequgl &os the nstopk uof thes stremin plots of the unconfined compressive strength
measurements. We used the tangent method to calculate the slope atalkithem stress recorded before the stress drop

due to failure

Poissoi® gtio is the ratio of the axial and circumferential length change recorded with strain gauges during the compressive
strength experiments. It was calculated as the negative ratio of the slopes of the axial and lates&rbstressres. We
prepared a total of 89 samples with strain gauges. Of these, 65 yielded usable data, between 1 and 4 for each litihological ur
apart from the Passwang Formation (Unit 1) and the Opalinus Clay (Unit 12), for which no suitable samples vkl avai

We used strain gauges ofthetype FGCBB 1 by Tokyo Measuring I nstruments Lab

tangent method to calculate the slope at half the maximum stress recorde dhee$tiress drop due failure.

To comparaock properties to mill erosion rates, if available, we used average rock property values from the same core as the
mill sample. If no rock property values were available from the same core, we used the average for the lithological unit. The
standard erroof the mean was used as a measure of uncertainty. Errors of compound quantities were calculated using Gaussia

error propagation.

3 Results
3.1 Erosion rate measure ments

Sample erosionmates varied over approximately six orders of magnitude aclasfstiae tested samples (Fig. 3). The erosion
rates measured on samples from the same unit showed some variability, best seen for the six samples of the Lower Freshwa
Molasse (Unit 2) with variabilities of up to nearly two orders of magnitude, bufaridbe Wildegg Formation (Unit 6) and

the Quinten Formation (Unit 13), with a variability of more than one order of magnitude XFig. 3
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Figure 3:Measured mill erosion rates for all samples (A) and lithological units (B). Gray boxes show the medi@entral horizontal
line), and the 28" and 75" percentiles (bottom and top of the box). White squares show the mean, and whiskers the maximum and
minimum erosion rates. The display follows the order of Table 1 (core ids, numerical unitidColouring denote lithology classes.
Sample ids are composed of the leading core id, followed by a letter indicating the position of the sample within the coreasured
erosion rates vary over approximately six orders of magnitude across the different lithologies.

Mass loss of the beads was mostly negligible, varying between#gxaad 8.9y in 182 runs, with a mean of 1g2a standard
devation of 1.7g,and a median of 0.g. Mass loss of the beads exceedinggl(5% of the total bead mass) was observed for
43 runs. High mass loss of the beads was associated with slowly eroding rocks, due to a combination of higher bead abrasic

due to rock strength ctmasts and long run timeBor most of the lithologies, mill erosion rates were comparable over the six

10
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runs (Figs. 3A, 4)Slowly erodingrocksshowed higher variabilityFig. 3,seealsoTurowski et al., 2023)probably due to

smaller total eroded volurseand larger relative chanigebead mass due to longer run times in comparison to quickly eroding
rocks The standard error of the meafithe measured erosion rassged between 1.2% and 35%ith a mean value of 8.5%

anda median value of 4%. Uncertainties scale with measured erosion rate8,(&igShe results indicate that erosivity was
constant in the experiments and the variation in erosion rates across samples is due to variations in erodibility (Tarowski e
2023). Erosion rate can therefore be used as a proxy for relative erodibility. Erosion rates can vary substantialiyefor sampl
from the same core, and for cores from the same lithological unit. For example, erosion rates measured on six samples frol
the Lower Freshwater Molasse (Unit 2), with two samples each cut from three different cores, show minimum and maximum
erosion rates of (0.20+0.0@)h and (12.40+1.03)/h, respectively (Fig. 4), which corresponds to a factor of about 63. For a
single corewe see a maximum deviation of a factor of 2.5 in core@ther units for which values of several cores were
measured yield maximal deviation factors of 2.3 for the Hauptrogenstein oolitic limestone (Unit 5), 11.6 for the Wildegg
Formation limestone (Ut6), 1.3 for the Stamberg Member of the Schinznach Formation, a dolomite (Unit 8), and 1.1 for the
Massenkalk limestone (Unit 15). For samples from the same core, we obtained maximal deviation factors of 1.8 for the
Hauptrogenstein oolitic limestone (Wrh), 9.9 for the Quinten Formation limestone (Unit 13), and 1.0 for the Klettgau

Formation sandstone (Unit 14).

We conducted experiments with three samples from the Opalinus Clay (Unit 12), two from the shaly facies (02), and one from
the sandy facies (©. In a pilot experiment on a shaly facies sample, the rock had lost all structural integrity after only
15minutes of run time. By the end of the experiment, the initially 5 cm thick sample had expanded to a thickness of more thar
7 cm. In addition to e¥sion on the upwarefacing sample face, material had detached from the sides of the sample. Due to
the lack of structural integrity, weighing the sample or separating the sediment produced by impact erosion was not possible
The erosion rate could not beeasured. For all further experiments with Opalinus Clay, we decided on run times of 2 minutes
and slightly adapted the protocol used to empty the mills. Similar problems as in the pilot experiment persisted fodthe seco
sample from the shaly facie®@nly the first 2minute run yielded a value of 108 for the erosion raté-or the sample from

the sandy facies, we were able to measure six erosion rate values in runs operatedack-rom the six runs, we obtained

an erosion rate @883+107g/h. In addition to the short run time, swelling, loss of structural integrity due to water uptake and
slaking erosion contribute to the uncertainty in the impact erosion measurements of the Opalinus Clay. As a consequence, tf
uncertainty is large in comparistmmeasurements on other rock types and cannot currently be quantified. The Opalinus Clay
erosion rates thus cannot be directly compared to the other erosion rates and are not considered in the quantitafive analysis
the remainder of the paper.

11
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Figure 4:A) Mass evolution over six runs of six samples from the Lower Freshwater Molasse (Unit 2). Two samples each were tested

from three cores, all sourced from the same site. Erosion rates vary considerably, by a factor of up to 63 between coresugtb 2.5

between samples from the same corB) Mass evolution over six runs of three samples from the Hauptrogenstein oolitienestone

(Unit 5), cut from two different cores. Here, much less variability has been observed, with a factor of up to 2.3 betweenesgrand
250 1.8 between samples from the same core.

3.1 Rock geotechnical properties and their relationship to erosion rate

Almeasured rock geotechnical properties are correlated,
modulus, withKendallUrank correlation coefficientsiostly exceeding 0.6Fig. 5, Table 3. The correlation with Passo n 6 s
ratio is weaker, witliank correlation coefficients between 0.15 and (Tzble 2)
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260 Table 22 Ke n drank todedation coefficientsbetween erosion rate and geotechnical parameters

Erosion rate | Uni-axial compressivg Tensile Density Young|Poi ss

strength strength modulus ratio
Erosion rate 1 -0.6471 -0.5826 -0.6148 -0.6900 0.1477
Uni-axial compressive strength -0.6471 1 0.8256 0.5531 0.8365 -0.2534
Tensile strength -0.5826 0.8256 1 0.5858 0.8147 -0.3297
Density -0.6148 0.5531 0.5858 1 0.6403 -0.2425
Youngds modul us -0.6900 0.8365 0.8147 0.6403 1 -0.3188
Poissonbés ratio 0.1477 -0.2534 -0.3297 -0.2425 -0.3188 1
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Erosion rate scales with the inverse of rock compressive strength (Fig. 6a). A similar relationship can be observed for rock

tensile strength, densit vy wihaimilar correlation gtrérgth (abk. Bowe\er, thisseengs. 6 b

to be due to the strong correlation between these rock properties (High®. cor r el at i on pesitivehbutP oi s ¢
265 weak (Kendall=0.15).
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4 Discussion
4.1 General remarks andcomparison to previous measurements

For different rock types, erosion rates scatter over nearly six orders of magnitude for constant experimental condBipns (Fig
with weakly consolidated sandstones or mudstones showing the highest erosion rategstatide rocks such as granite
showing the lowest. More remarkable, erosion rates vary by a factor of up to 63 for samples sourced from the samd lithologica
unit, but different cores drawn at the same locatlomwer Freshwater Molasse, Unit,2)nd by a factor of up to ten for
samples cut from the same c¢@uinten Formationinit 13)(Fig. 4). Measured mill erosion rates plot on a similar trend with
tensile strength as previously reported, with lower erosion rates for similar values ofdasigh (Fig. 7). Even though, for

a given tensile strength, erosion rates vary by up to three orders of magnitude. The high variability indicates thgt isrodibil
very sensitive at least to some rock parameters other than tensile strength thay @aevahort distances within the same
lithology, such as grain sizes, mineralogy, cement, local fractmes fraction and shaper, flaws.

Generally, our experiments yielded smaller erosion rates for similar tensile strength than has been prepust. r
Specifically, the erosion rates measured in our mills are on average only about 6% of the erosion rates measured by Sklar al
Dietrich (2001) for rocks with similar tensile strength (Fig. 7). We used a similar mill design as Sklar and Die@ih (20
similar propeller rotation speed and the same sediment mass gf(486 also Turowski et al., 2023}he difference thus

likely arises from the use of spherical glass beads as abrasive tools, rather than natural quartz pebbles. In addiionr some
rocks show very small erosion ratesilling down the relationship.

Previously, tensile strength (Beer and Lamb, 2021; Sklar and Dietrich, 2001 20@imura and Matsukura, 2006; M{Hler
Hagmann et al.,, 202@&nd compressive strengtBunamura et al1985) have been suggested to control rock erodibility to

i mpact erosion. Youngo6s modul us Skiaaand Bidtrisho 200$cettand Safigddire s t e ¢
2015), but is usually assumed to vary within a small range for natura| eowk has thus not been systematically investigated.

For the rocks tested here, compressive strength, tensile strength,,dembifyo u n g 6 s arealicorelated to each other

(Fig. 5, Table 2, as has been previously regatfor rocks (e.g., Chang etal., 2006; Horsrud, 2@01g to erosion rate (Fig).
Correlation strength as measured by Kedd&llank correlation coefficierdre similar to each othéTable 2) As a result, it

is not possible to empiricallfistinguish rock property controls on erodibility. Instead, we turn to a theoretical approach to
evaluate the relationships.
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Fig. 7: Erosion rates measured in the mills (black dots, Fig. 3) in comparison to literature datzompiled by Miiller-Hag mann etal.,
2022, showing erosion rates as a function of tensile strength for rock (black circles, grey triangles), concrete (white symbadds)]
foam (stars). The data were measured in erosion millesing natural quartz pebbles as impactorsby Sklar and Dietrich (2001)
eroding rock (grey triangles) and concrete (white triangles)and by Scheingross et al. (2014roding foam (stars) Auel et al. (2017)
measured in a linear flumeusing natural quartz pebbleseroding concrete (white circles), andHelbig et al. (2012)measured in
tumbling mills using steel ballseroding concrete (white boxes). For completeness, we added the erosion rates measured for the
Opalinus Clay (Unit 12; gray-filled circle s), using tensile strength as determined by Bossart and Thury (2008). The solid line indicates
the inverse square trend expected from theoryNote that the experimental setup, flow conditions and total sediment mass also
varied between the experiments.

4.2 Evaluation and extersion of the brittle fracture theory

4.2.1 Critical elastic energy of the substrate

Following Sklar and Dietrich (2004), who based their arguments on the brittle fracture theory by Engle (1978), we postulate
that fracture upon impact occurs in tension. €nheded volume is assumed to be proportional to the energy delivered to the
rock by impacts, as has been established for impact erosion of brittle materials (e.g., Bitter, 1963; Beer and Lavwilte 2021;

and Jerolmack, 2021Following Sklar and Dietrici{2004), we assume that the erosion rate is the product of the energy
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delivered to the substrate per unit area and unit time, which can be expressed as the product of four factors. Fiegfethe ave
kinetic energy delivered by a single imp&zt, secondthe impact rate per unit area and tirse and third, the fractiohof
the kinetic energy thatis actually transferred to the rock upon the impact, as tensile elastic energy. These thremEdce¢ors ¢
to make up the erosivitg of the process. Finallyfourth, the erodibility is the volume eroded per unit eneggihus, the
erosion rateée is given by:
O -..-0Q0 8
)
The impact rate and kinetic energy have been previously evaluated by Sklar and Dietrich (2004) andlA(®)17), and
will not be further discussed here. The erodibility can be assumed to be inversely proportional to the maximum elastic energy
per unit volumeE; that the rock can experience without fracturing (Engle, 1978). This is proportional sgubes of the

fracture strengtin here tensile strengti, because failure occurs in tensiodivided byY o u nrgoduusY:

)

(3)
The rock esistance coefficiemt, has previously been assumed to be cong&ldhr and Dietrich, 2004put may capture
other controls on erodibility (e.g., Turowski et al., 2013; Auel et al., 20fL8}. (3) is correct, we expect that trends with
geotechnicaparameters vanish when measured erosion rates are normalized by erodibility. This is not the case (Fig. 8), and
trends with compressive strength, tensi |MilesHagramgtah ,6h You
2020) This indicatestat there are further rock property controls on erodibility that are not yet accounted for by theory. We

attempt to constrain them using an energy conservation argument in the next section.
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4.2.2 Elasticpotential energy in the impactor and substrate

Consider the impact of a bedload particle on the substrate. We are interested in the maximum tensile deformation in the
substrate, which, in the context of tensile fracture, has been related to the maximilenetastic potential energy in the
substratess (eq. 3; see Engle, 1978; Sklar and Dietrich, 2004). This elastic potential energy can be written as thedfaction
the kinetic energ¥in of the impactor at the time of impact, given by the equation

O ™ 8

4

Following Sklar and Dietrich (2004), we focus on the vertical component of the impact. Both the particle and the rock deform
elastically until all kinetic energy is converted to elastic potential energy. At this point, the particlaoiloasve for an
instant, and both the particle and the rock experience the maximum compressive stress due to thedfege! magnitude

and opposite directiorEquating the kinetic and the elastic potential energies of the impBciod the subsite Es, we can

write
o o o P B BP P g
CO ¢ ¢ ® O
)
HereYis Youngés modulus of tdhyelds mpactor. Solving eq. (5)
(0]
” C78
p P
(6)
Using eq. (4), we can also write eq. (5) as
D €, D p" ”
O O O —-—— Q0 8
W
(7

Here f. is the fraction of the kinetic energy that appears as the maximum compressive elastic potential energy in the substrate
The introduction of. is necessary to take into account the Poisson effect connecting congdegsrmationwhich istreated
in egs.(6) and (7), to the indirect tensile deformation relevant for erosion (elg.is}yelatedtdby t he square o
ratio 3
Q 1Q
(8)
By substituting eg. (6) into eq. (7) to eliminaltg we get
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(9)

After cancelling ouEin, we can solve eq. (9) féyto give

&
Q —38
O
370 (10)
Substituting egs. (8) and (10) into eq. (1) yields a new expression for the dependence of erosion rate on rock propertie
0 ﬁi i - ‘0 8
Qo o,

(11)
Here k; is a rock resistance coefficient. Using eq. (11) on our mill data results in reduced scatter and better fits (Fig. 9), with
375 the adjusted Rincreasing fron9.245 to 0.375.
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Figure 9: Erosion rates measured in the mills compared to theoretical predictions. The dashed lines show a linear fit to the

logarithmized data, with the slope fixed to one, corresponding to a proportional relationship. A) Erodibility according to Slar and

Dietrich (2004), based on Engleob6s (1978) t he?of0245%ahd alprefactot | e f
380 0of1.58x103. B) Erodibility according to the extended model (egl1). The fitgives an adjusted Rof 0.375 and a prefacdr of 9.66x10

3. For the plots, the rock resistance coefficientk; ;andkg were set to one.

4.2.3 Further controls on erodibility

While the extension of the model provides some improvement when compared to our data, the fit is far from being satisfactory
We conclude that other rock properties that are not investigatedi hfme example, microstructure, composition and
385 mineralogy, lhe presence or absence of a mapore fraction and shapgtain size, or the grain boundary shépexert a
strong or even dominant control on the erodibility of rocks in fluvial impact ero&gsuming that fractures preferentially
occur along graindundaries, w suggest that mineral grain size plays an important role, as has been previously put forward
by Hobley (2005). Specifically, we can assume that only in a narrow area around the impact location, the deformation of the
rock is strong enough toield tensile stresses sufficiently large to cause fracture. The extent of the deformed zone with
390 sufficiently high stresses can be assumed to scaleiwihct energyd.g.,Wilson & Lavé, 2013), and thus withe size of
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the impactoD, and densityln the following argument, we focus @) noting thathe relationshipshould differfor different
lithological groups(cf. Hobley, 2005) As such,the fracture behaviour is controlled by the fraction of area within this
deformation zone that is occupied by grain boundaviés assume that for a given type of rdclastsupported rocksthe
width of the weak zones along theain boundaries is small in comparison to the diameter of the mineral grainsatrix
supported rocks, the relevant grain size would be that of the matrix, rather than thd lodastde vant dimensional group for
the problem is the ratio of mineratdn sized and impactor siz®, d/D. We expect that the erosion rate described by eq. (11)
is further modified by a dimensionless funct@(d/D), such that
‘0G0 S ATA]
Q O ©,

0 ‘00

(12)
We can identify two competing effects bétrelative size of impactor and mineral grgffig. 10) First, the fraction of energy
delivered to a particular area element of the boundary decreases with the number, total length or total area of gr&s boundar
on a unit surface area. The more bauniek are present within the deformation zone, the less energy a particular boundary will
receive when an impact occurs. In this case, we expedbtbedles with the area of the boundaries, Ge+,d/D. Second, as
mineral grains increase in size in qoamison to the zone of deformation, the probability that a grain boundary is directly hit
by an impact decreases. In the limiting case, if the impact hits in the centre of a very large grain, the deformagjon atthe 6 s
boundaries may be too small tousa damage. In this case, we expect@sdales with the likelihood of the impactor hitting
on or close to the boundary, i.e., inversely with, implying G ~ D/d. Consequently, we expect tHats a humped function
with a maximum at an intermediate walofd/D.

dD =1
A

D>d D<d

Erosion rate

d/D

24



410

415

420

425

430

435

440

Figure10:1 I l ustr ati on of t he abnfemson rate.Rracturbsere assumn&ddosprefgrentiallyroccsr alangthe
grain boundaries. If the impactor size D is much larger than d, the impact energy driving erosion is distributed to multiple
boundaries, and the length of boundaries decreases with increasind/D. Thus, the energy delivered per unit boundary length and
therefore the erosion rate increases with icreasingd/D. If the impactor size D is much smaller thand, the likelihood of hitting a
grain boundary and causing fracturesi and thus the erosion ratei decreases with increasing/D. As a result, the erosion can be
expected to be maximised for an intermediate value ofD.

4.3 Application of the laboratory experiments to natural rivers

The erosion rates measured in the mills are proportional to erodibility, since erosivity was higdtcétmvever, absolute

values for erosivity are not known, so we obtained only relative information on erodibility. Here, we suggest two theoretical

frameworks to scale up relative erodibility values from the process scale to the spatial and tempsrafisbahnel evolution.

These are based on (i) erodibility, energy delivery and stream power (Section 4.3.1), and (i) explicit upscaling of sediment

flux-dependent erosion laws to long time scales (Section 4.3.2). We then touch upon the implicatatibdifyeon the

channel long profile in both models (Section 4.3.3). Finally, we discuss the application of the measurements to plucking, the

other common erosion process in natural rivers (Section 4.3.4).

4.3.1 Erodibility, energy delivery, and stream power

The stream power incision model (SPIM) states that fluvial erosion rates are an increasing function of stream power (e.g..
Lague, 2014; Seidl et al., 1994). It is routinely used to model thetémng evolution of river systems in mountain regions
(e.g., Banhartet al., 2020). Most commonly, the SPIM is written as
O Qo' "Y8

(13)
Here,E is the erosion ratSis the channel bed slopA,is the drainage area, alidandt are dimensionless constants. The
scaling factolk. is often referred to as the erodibility, but also subsumes effects other than rock property controls, such as
hydrology, channel morphology, and sediment supply (e.g., Gaspariniand Brandon, 2011; Lague, 2014).
We have already used the linear dependeneapact erosion of erosion rate on the energy delivered to the substrate to obtain
theoretical relationships between erodibility and rock mechanical properties (see Section 4.2, eq. 1; Bitter, 19637&ngle, 19
Sklar and Dietrich, 2004). Such a linealationship has also been suggested for other erosion and fracture processes of brittle
materials (e.g., Brantut etal., 2014; Cerfontaine and Collin, 2018). As before (eq. 1), the erosion rate can in tivigitage be
as the product of erosivity theamount of energy per unit time and area that is transferred to the rock, and eregiviityh
describes the rockbés response to energy input. Thib ide.
¥ describes the maximum amouwftenergy available in the river per unit area and time, and thus has the same units as
erosivityc. Generally, only a small fraction of this energy is used for bedrock erosion (e.g., Turowskietal., 2013). In a revised
version of the SPIM, erosivity cahus be expressed as the product of unit stream poyanrd adimensionless facta that
guantifies the fraction of energy used for erosion. The latter can take values between zero and one. The erosion rate is the
given by
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O - 8
(14)
The fractionof energy available for erosiom can be expected to depend on-specific parameters, including channel
morphology, discharge, its variability, sediment load, or stream pdvesuming that variablea and¥ are independent of
erodibility 6 equation {4) implies that the erosion rate in natural systems is proportional to erodiilithin the stream

power paradigm. The relative values measured in the mills can thus be applied to natural stream systems.

4.3.2 Explicit upscaling of sedimentflux-dependent eosion laws

Turowski (2021) explicitly upscaled a sediméink-dependent erosion law of the form

. .U "
O v—p O
@
(15)
to long time scales by integrating over the distribution of water discharge. Kisre, constant of proportionalit@s is the

sediment supphWis the channel width and the fraction of the channel bed covered by sediment. The upscaledeiomg

erosion ratéDis given by

(16)
Here,f)_ is the longterm mean sediment supply, alRds a dimensionless function that depends on climate, channel geometry
and bedload transport dynamics (e.g., the threshold of motion). Again, from eq. (16), it is clear thattteri@rgsion rate

in natural systems is proportional to erodibiltyThe relative values measured in the mills can thuapied to natural
stream systems.

4.3.3 Implications for the channel long profile

Despite the agreement in the dependence on erodibility ofteongerosion rates in the revised SPIM (eq. 14) and a sediment
flux-dependent incision model (eq. 16), both erosion laws lead to contradicting predictions for eraldip#itydence of the
channel long profile. Both the revised SPIM and the upscaled seefimeste pendent incision model of Turowski (2021)
predict a stady state channel long profile of the form

Y Q6 8

17)

Here,d is the concavity index, and the steepness indelepends on discharge variability, channel geometry, and sediment
dynamics in the channel in the upscaled model of Turowski (202d)perosion rate and in the standard formulation of
the SPIM (see eq. 13). In the revised SPIM (eq. 14),eq. (17) becomes (Appendix A)
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(18)
Here, the steepness ind€x and—are constants (Appendix A). From eq. (18), in teeised SPIM, channel bed slope in a

steady state channelis inversely proportional to erodilgili#yg., if erodibilitys is reduced by a factor of ten, slope is expected
to increase by a factor of ten.

For the sedimeriux-dependent incision model, Turowski (2021) derived an explicit solution for eq. (17). Here, we use a
simplified version of this solution, assuming that bedload transport rates are inde pendent of channel width ,gmilimg
Turowsk 6 s (2021) notation. This seems to be a common obser

2001). In this simplified version, the slopeea relationship becomes

(19)
Here,n is the slope exponent in the bedlo@ansport equation, which typically has a value of 1.5 to 2 (e.g., Rickenmann,
2001, see also the discussion of Turowski, 2018). The steepnes&indsx function mainly of discharge variability, channel
cross section geometry and the thresholthofion (see Turowski, 2021, for more details). In this simplified model, channel
slope is independent of erodibility. Even though the model of Turowski (2021) permits some other solutions that introduce an

erodibility dependence into the slepeesa relatinship, this dependence is, in general, much weaker than linear.

4.3.4 Potential application to plucking

In our erosion mills we simulated the process impact erosion, which is often termed abrasion in the fluvial bedrock erosion
literature. Next to impact erosiofluvial plucking is a common erosion fluvial process (Whipple, 2000b). Plucking consists

of the mobilization of bedrock particles larger than pebble size (medium diameter >4mm), which are detached from the bedroc}
by fracture propagation in situ. It cha a dominant erosion process in some river environments instead of abrasion, especially
in highly jointed and fractured rocks (e.g., Beer et al., 2017; Bretz, 1924; Dubinski and Wohl, 2013; Whipple et al., 2000b).
Here, we briefly discuss conceptually @rhthe laboratorglerived values can be used to describe erodibility in the plucking
process. Chatanantavet and Parker (2009) conceptualized plucking asstage/grocess including (i) the production of
pluckable blocks and (ii) their mobilization by tFlew. In the block production stage, cracks need to expand until a block is
completely detached from the bedrock. This can happen by chemical and physical weathering, either of which can be the
dominant process of block production in natural settings. Wirack propagation by physical weathering is driven by the
impacts of moving bedload particles, it is termed madrmasion. Using simplified laboratory experiments, Beer and Lamb

(2021) demonstrated that the amount of fine and coarse erosion productstfed same general trend with impact energy
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normalized by the square of the tensile strength of the rock. This indicates that the geotechnical controls on emditlity ar
same for both processes of impact erosion and rrlmassion. Beer and LambQ21) also identified an energy threshold as

the transitory regime between impact erosion and rabrasion. Whether and how these laboratugle investigations
translate to natural environments is currently unclear. However, from the available mgsuspect that the relative
erodibility measured in our mills is representative also for systems where erosion by plucking dominates, and in which macro
abrasion processésin contrast to chemical weathering or {amesting tectonically formed joints arfthcturesi lead to the

formation of pluckable blocks.

5 Concl usi on

We have extended the theoretical description of erodibility in the process of fluvial impact erosion, and tested ia¢gainst d
raised in dedicated experiments to measure relative ertdiaiid geotechnical properties of the rock. Geotechnical
parameters such as compressive and tensile strevay,t h,
preventing a purely empirical evaluation of the geotechnical controls on ergdbifiuvial impact erosion. We therefore
assessed our data in the context of the brittle fracture theory suggested by Sklar and Dietrich (2004), and exteratgd this the

with physicallyb a sed arguments. | n additi on oftoeestbstrats gshad baaopeviduslys a
suggested (Sklar and Dietrich, 2004 ; Beer and Lamb, 20
ratio, its mineral grain size, and Yo ulfragnéveorismioect the relstiveo f t

erodibilities measured in our mills scale linearly to field situations, based on (i) a revised stream power incisiomehodel, a
(i) on a sedimenflux-dependent incision model including the tools and cover effects. As thachelative erodibilities
measured in the laboratory can be applied to scale erosion rates over long time scales. However, both approaches lead
contrasting predictions regarding the dependence of channel bed slope, and thus chapnefillongn lihology. In the

revised stream power model, slope is inversely proportional to erodibility. Given that erodibility varied over neargrsix ord

of magnitude even for the limited range of rock types investigated in this study, this prediction impteg aependence of
channel bed slope on rock properties. The sedifi@nide pendent model predicts an independence of or at most a weak
dependence of channel bed slope on erodibility, which arises due to toegsaifsation of the river channel in an sooal

steady state. These contrasting predictions may provide a convenient way of testing various models against each other usir
field data.
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Appendi x -aA:eaSlreedeati onship in the revised SPI M

In the revised SPIM (eq. 14), erosion rate is given by

O - 8
(A1)
Unit stream power is defined by
" QYD
1 ——3
W
(A2)

Here ] is the water densityg the acceleration due to graviy, the channel widthQ a representative water discharge, &nd
the channel bed slope. Width is assumed to scale with water dis¢baygé.eopold and Maddock, 1953)
® QU 8
(A3)
Here ky is a dimensional coefficient ara dimensionless constant with a valueo@f0.5. Likewise, discharge is related to
drainage areé by (e.g., Seidl et al., 1994)
0 Qb8
(A4)
Here ko is a dimensional coefficient ardh dimensionless constant. Substituting equations A2, A3, and A4 into Al yields

Q
O " 0% 8
Q
(A5)
Solving eq. A5 for slope gives
.. O .
Y Q — 6 h
w_
(A6)
with
. KO R
Q h
g
(A7)
and
— 00 p8
(A8)
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Note thata possibly depends on discharge, slope or sediment supply. Taking this dependence into account would change the
scaing exponent in the relationship between slope and drainage area.
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