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Abstract. 

 

Current formaldehyde (HCHO) measurement networks rely on the TO-11A offline chemical derivatization technique, 10 

which can be resource intensive and limited in temporal resolution. In this work, we evaluate the field performance of 

three new commercial instruments for continuous in-situ formaldehyde monitoring: the Picarro cavity ringdown 

spectroscopy (CRDS) G2307 gas concentration analyzer and Aeris Technologies’ mid-infrared absorption (MIRA) 

Pico and Ultra gas analyzers. All instruments require regular drift correction, with baseline drifts over a 1-week period 

of ambient sampling of 1 ppb, 4 ppb, and 20 ppb for the G2307, Ultra, and Pico, respectively. Baseline drifts are easily 15 

corrected with frequent which is accomplished through instrument zeroing using DNPH scrubbers, while -coated 

cartridges, Drierite, or molecular sieves, and while heated hopcalite failfailed to remove all incoming HCHO. Drift-

corrected 3σ limits of detection (LOD) determined from We show that a modified precision estimate accounting for 

regular instrument zeroing were relatively comparable at results in values of 0.05509 ppb (Picarro G2307),, 0.06520 

ppb (Aeris Ultra),, and 0.0822 ppb (Aeris Pico) forat a 20 min integration time. We find that after correcting for a 30-20 

40% bias in the Pico measurements for the G2307, Ultra, and Pico, respectively. After applying standard addition and 

dynamic dilution calibrations, all instruments agreeagreed within 513 % and arewere well correlated with each other 

(all R2≥r ≥ 0.70). Picarro G230790). TO-11A HCHO observations are more than 50% higher than co-located TO-11A 

HCHO measurements (R2 = 0.92, slope = 1.47, int = 1 ppb HCHO), which is resulted in contrast to previous 

comparisons where measurements were biased low by 1–2 ppb. We attribute this discrepancy to the previous versions 25 

of the spectral fitting algorithm as well as the zeroing method. The temperature stabilization upgrade of the Ultra 

offers improved baseline stability over the previously described Pico version, reducing the maximum drift rate by a 

factor of 13 and improves precision of a 10 min average by 13 ppt.a normalized mean bias of -58% compared to co-

located Picarro G2307 measurements (r = 0.62, slope = 0.38, int = 0.07 ppb HCHO). Using a 6-month deployment 

period in the Atlanta metropolitan area, we demonstratedetermined that all instruments provide a reliable measurement 30 

of ambient the Picarro G2307 and Aeris units have sufficient accuracy and precision to capture the Atlanta spatial 

HCHO gradient. We find that midday HCHO concentrations in an urban environment and, when compared with 

previous observations, find that midday summertime HCHO concentrations have reduced by approximately 50%have 

decreased by 22.3 % since 1999 in the last two decades.city’s urban core, and DNPH measurements at a nearby PAMS 

site show a greater decrease of 53 %. 35 
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1 Introduction 

 

Observations of formaldehyde (HCHO) provide useful insight into the photochemical formation of secondary 

pollutants and the sources and fate of volatile organic compounds (VOCs). While direct emissions of HCHO from 

wildfires, the biosphere, and anthropogenic activities can contribute to ambient mixing ratios (Parrish et al., 2012; Lui 40 

et al., 2017; Luecken et al., 2018; Alvarado et al., 2020; Wu et al., 2021), regional HCHO abundance is generally 

governed by secondary production (Parrish et al., 2012; Zhang et al., 2013; Zhu et al., 2014; Luecken et al., 2018; 

Zeng et al., 2019). Because HCHO is a sourcephotolysis and oxidation are sources of HOX radicals, HCHO loss can 

further propagate oxidative chemistry (Tonnesen and Dennis, 2000; Lin et al., 2012; Valin et al., 2016; Wolfe et al., 

2019; Yang et al., 2021). Additionally, HCHO is a known carcinogen ranking highest in health risks among the 187 45 

hazardous air pollutants listed by the US Environmental Protection Agency (EPA) in the Clean Air Act (Scheffe et 

al., 2016; Strum and Scheffe, 2016; Zhu et al., 2017b). Due to its central role in atmospheric chemistry, HCHO 

observations areis a target molecule at EPA Photochemical Assessment Monitoring Station (PAMS) and National Air 

Toxics Trends Station (NATTS) network sites, and for which observations are typically included in chemically 

comprehensive field intensives. 50 

 

Since 1990, the EPA-standard EPA approach for HCHO measurements is collection on 2,4-dinitrophenylhydrazine 

(DNPH) coated cartridges followed by offline derivative detection via high performance liquid chromatography 

(HPLC), known as the TO-11A method (Riggin, 1984). Sample collection and analysis is resource and labor intensive 

with measurements typically reported over long sampling times. EPA TO-11A measurements(U.S. Environmental 55 

Protection Agency, 1999). Sample collection and analysis are resource and labor intensive with measurements 

typically reported over sampling times that are on the order of hours. EPA TO-11A measurements in the PAMS and 

NATTS are 8 or 24 h integrated samples collected every three or six days, respectively. The low time resolution limits 

the usefulness of observations for studies of both photochemistry and air toxics exposure. Previous approaches have 

used modelled diel cycles or satellite-based observations in combination with the TO-11A method to infer ground-60 

based diel cycles (Zhu et al., 2017a; Zhu et al., 2017b; Wang et al., 2022). However, thethis DNPH method of capturing 

HCHO has known interferences from NO2 and O3 (Karst et al., 1993; Achatz et al., 1999; Tang et al., 2004), is not 

suitable for sampling in conditions with lowcan be impacted by relative humiditieshumidity (RH) (Wisthaler et al., 

2008; Uchiyama et al., 2009; Ho et al., 2014), and has had mixed results in comparison to research-grade observations 

(Hak et al., 2005; Wisthaler et al., 2008; Dunne et al., 2018), making the accuracy of these inferred diel cycles difficult 65 

to determine. While other studies have demonstrated the feasibility for continuous measurements via various 

spectroscopy-based methods (Yokelson et al., 1999; Cardenas et al., 2000; Dasgupta et al., 2005; Hak et al., 2005; 

Spinei et al., 2018; St Clair et al., 2019; Dugheri et al., 2021), the number of long-term (longer than 1 multi-month),, 

ground-based, continuous, in-situ HCHO measurements is limited to a handful of studies, all of which employ either 

the multi-axial differential optical absorption spectroscopy measurement technique (Tian et al., 2018; Kumar et al., 70 

2020; Hoque et al., 2022) or a proton-transfer-reaction mass spectrometer, for which HCHO measurements are 

sensitive to humidity fluctuations (Warneke et al., 2013; Hansen et al., 2014; Coggon et al., 2021). 
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A more suitable long-term A HCHO monitoring instrument more suitable for long-term deployment would reduce 

manual labor and required knowledge for operation, provide continuous observations, experience little or correctable 75 

drift in instrument baseline and sensitivity, and have low uncertainty and sufficient precision at typical ambient 

concentrations. In recent years, several commercially available instruments have been developed towards that goal, 

including a cavity ring down spectroscopy (CRDS) instrument from Picarro, a photoacoustic gas analyser from 

Gasera, and Tunable Diode Laser Spectroscopy (TDLS) instruments from Aeris Technologies and Aerodyne 

Research, Inc. Here, we focus on the Aeris mid-infrared absorption (MIRA) and Picarro CRDS G2307 instruments, 80 

which have been compared against other instruments in a small number of informal (Whitehill et al., 2018; Furdyna, 

2020) and peer-reviewed (Shutter et al., 2019; Glowania et al., 2021)  intercomparison efforts. Since those efforts, the 

Picarro G2307 instrument implemented updates to its spectral fitting algorithm, and the Aeris MIRA instrument has 

offered improved thermal stabilization.intercomparison efforts. Glowania et al. (2021) is the only peer-reviewed work 

to employ a G2307 using the current spectral fitting algorithm (version 1.6.015), which updates the procedure for 85 

fitting at low-humidity. The Aeris Ultra, which offers improved thermal stabilization over the Aeris Pico, has not 

previously been examined in literature. Whereas previous comparisons were conducted either in controlled chamber 

studies or through analysis of short-term ambient observations, a full characterization of instrument suitability in 

measurement networks requires long-termmulti-month deployment. 

 90 

Previous intercomparisons involving either Aeris MIRA or Picarro CRDS instruments have highlighted concerns with 

measurement accuracy as a function of ambient humidity. The Aeris MIRA technique relies on thea HDO line (located 

at 2931.8413 cm-1) for spectral referencing. At low humidity (< 2000 ppm0.2 % H2O), the Aeris Real-Time (ART) 

fitting algorithm cannot reliably reference theits HDO spectral feature and the instrument fails to produce 

measurements (Shutter et al., 2019). Including CH4 as a secondary spectral reference in data post-processing extends 95 

the range of conditions under which the Aeris instruments work, though the instrument’s precision decreases by a 

factor of 1.2 ± 0.3. While the G2307 can make use offitting algorithm uses both H2O and CH4 spectral references, 

thisCH4 fitting currently remains a research approach for ART. Whitehill et al. (2018) found an inverse correlation 

between Picarro HCHO measurements and instrument-reported water mixing ratios at typical, ambient concentrations 

and, along with Furdyna (2020), observed that the G2307’s measurements were lower by 1-2 ppb HCHO compared 100 

to DNPH-based measurements. Glowania et al. (2021), using a spectral fitting algorithm updated after the Whitehill 

et al. (2018) intercomparison (released Sep. 2019), found that low humidity conditions can lead to changes in reported 

HCHO concentrations as high as 1.75 ppb. These offsets are most significant at ≤ 0.2% H2O where the H2O spectral 

feature is not clearly observed. This updated algorithm was designed as an improvement to the spectral fitting 

procedure in low-humidity conditions.  found that variable humidity can decrease reported HCHO concentrations by 105 

as much as 1.75 ppb with the most significant offsets at ≤ 0.2% H2O where the H2O spectral feature is not clearly 

observed. 
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Both Picarro and Aeris instruments rely on periodicperiodically sample HCHO-free air to determine an instrument 

baseline zeroing by sampling HCHO-free air. Several scrubbers are capable of removing HCHO – the most common 110 

of which are DNPH-coated cartridges, (DNPH), heated catalytic hydrocarbon scrubbers like oxides of copper and 

manganese (hopcalite, HO), calcium sulfate (Drierite, DR), and molecular sieves (MS) ((Herndon et al., 2007; Cazorla 

et al., 2015; Pei et al., 2015; Shutter et al., 2019; St Clair et al., 2019; Fried et al., 2020) . These methods differ in 

removal mechanism, molecular selectivity, and desiccation efficiency. DNPH-coated cartridges are recommended by 

Aeris Technologies, and are chemically selective for carbonyls, thus allowing the majority of H2O to pass through. 115 

Heated HO is expected to oxidize HCHO to CO, forming H2O as a by-product and providing a humidified airstream 

that may also be suitable for baseline determination. Picarro Inc. recommends instrument zeroing via adsorption by 

DR. A column of MS is often plumbed in upstream of a DR column (DR+MS) as it both desiccates the gas flowing 

through it and, with the right pore size, removes molecules with kinetic diameters greater than that of HCHO. This 

both prevents the DR from becoming saturated and prolongs its HCHO-removal efficiency as only smaller organic 120 

compounds can interact withadsorb to it. HO and DR+MS may be less cost-intensive, longer-lasting, and have 

comparable HCHO-removal efficiency to DNPH-coated cartridges. AsHowever, since humidity is previously known 

to impact HCHO concentrations, impact of scrubber choice on overall measurement accuracy is unclear. 

 

We use long-term HCHO measurements taken over one year in Atlanta, GA from the Picarro G2307 and the Aeris 125 

instruments with aims to determine anbest calibration procedures, optimal measurement configurationconfigurations, 

and to assess suitability for remote, continuous deploymentoperation. We compare co-located observations from (1) 

Picarro G2307 and Aeris Pico, (2) the two Aeris instruments (Ultra and Pico), and (3)all three monitors as well as 

observations from the Picarro G2307 and TO-11A measurements.DNPH analysis. For each instrumentcontinuous 

monitor, we assess the performance over a range of zeroing methods and ambient humidities. Finally, we demonstrate 130 

the use of Picarro G2307 and Aeris Ultra and Pico measurements for long-term, continuous observations of HCHO 

spatial gradients in an urban environment and discuss the feasibility of deploying these instruments to form a 

spatiotemporally comprehensive network. 

 

 135 

2. Instrument descriptionsDescription 

 

2.1 Picarro G2307 description and calibration  

  

2.1.1 CRDS operating principles 140 

 

The operating principle of cavity ringdown spectroscopy as used by the G2307 is described fully in  Glowania et al. 

(2021), and briefly summarized here. Air is pulled through a temperature and pressure-controlled cavity at a rate of 

0.4 standard liters per minute (SLPM). Laser light is directed into the resonance cavity, where three high -reflectivity 

mirrors create effective pathlengths on the kilometer scale. After the laser is shut off, the small amount of light 145 
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transmitted through one mirror is monitored via photodetector. Detected light exponentially decays, with faster decay 

rates corresponding to higher absorption of light in the cavity. An on-board wavelength monitor measures the absolute 

laser wavelength with a precision that is three order of magnitude narrower than the HCHO spectral linewidth. The 

instrument can change the voltage applied to the laser and tune it to wavelengths that HCHO is known to either 

minimally or maximally absorb at, producing closely clustered spectral features at and around the HCHO absorption 150 

peak. The laser scans the 5625.5 to 5626.5 cm-1 wavelength range at 100 Hz repetition rate, while the length of the 

cavity is adjusted to achieve resonance. On-board spectral fitting and signal averaging results in measurements of 

HCHO, CH4, and H2O reported at 1 Hz. The unit assessed in this work utilizes the same spectral fitting algorithm 

described in Glowania et al. (2021). 

  155 

 

  

2.1.2 Determining instrument baseline 

 

The G2307 measurements reported here differ from prior studies primarily in that we employemployed an external 160 

zeroing system. The system is equipped to sample from either DNPH-coated cartridges (Sigma Aldrich (Supelco 

LpDNPH S10L), DR (Drierite, 8 mesh, >98% CaSO4, <2% CoCl2), or DR+MS (Sigma Aldrich Molecular Sieve, 0.3 

nm zeolite beads) to regularly monitor and correct for instrument drift (shown in Fig. 2a). Thisthe instrument’s 

baseline. Baseline is defined throughout this work as the signal reported by the instrument when sampling from a 

HCHO-free source and drift as the rate of change of the baseline. This setup was accomplished by connecting the 165 

G2307 inlet to a 3-way PFA solenoid valve which alternated between thean ambient sampling line and a zeroing line. 

The zeroing line was then connected to another 3-way PFA solenoid valve to which the scrubbers were attached. The 

instrumentsinstrument sampled from DR or DR+MS for 5 min of every hour. Every fourth hour, the instrument 

sampled for 5 min from thethrough DNPH line either directly before or after sampling from DR. The relative order of 

DR/DNPH sampling was found to have no impact on reported instrument baselines.  170 

  

We create averaged HCHO datasets at variable time resolutions (1 – 60 min) from the 1 Hz data using the following 

data processing procedure: All data taken within 30 s of a valve change are removed and the remaining 4.5 min of 

zero data is averaged to a single point. The zeros are 

 175 

2.1.3 Humidity-dependence 

 

Two trials were performed to quantify the impact of humidity on G2307 measurements. HCHO-free air was provided 

by either a zero-air (ZA) generator (Tofwerk) with DR column (trial 1) or an ultra ZA cylinder (trial 2). A portion of 

the ZA stream was humidified by using a bubbler containing Milli-Q water. The fraction of ZA humidified was varied 180 

using a mass flow controller such that measured H2O concentrations ranged from 0.05-1.7%. 
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Fig. 1 shows the reported HCHO concentrations in HCHO-free air as a function of measured % H2O. As reported in 

Glowania et al. (2021), data fell into two linear regimes with a demarcation at 0.2 % H2O. Data were averaged to 5 

minutes and each regime fitted using a York regression (York et al., 2004) with standard deviations of the 185 

measurements used as uncertainty. We find significantly smaller slopes (lower H2O influence) than Glowania et al. 

(2021), indicating that humidity-dependencies may be instrument-specific. The HCHO offset is defined in Eqn. 1: 

 

[𝐻𝐶𝐻𝑂]𝑜𝑓𝑓𝑠𝑒𝑡 = {
(−5.67 ± 0.47) ∗ [𝐻2𝑂] + (0.13 ± 0.02), % H2O <  0.2

(−0.40 ± 0.02) ∗ [𝐻2𝑂] − (0.01 ± 0.02), % H2O ≥  0.2
  (1) 

 190 

where [HCHO]offset (ppb) accounts for the HCHO signal lost at some % H2O and [H2O] is the corresponding 

instrument-reported % H2O mole fraction. 

 

Depending on the instrument zeroing method, ambient and baseline humidities may be very different. These 

differences could lead to signficant biases in reported HCHO differential measurements. For example, Fig. 1 suggests 195 

the use of a dessicant such as DR, for sampling ambient air at 1% H2O would generate a bias of -0.4 ppb if the humitidy 

dependence is not corrected. We emphasize the importance of experimentally determining a correction factor for 

humidity-effects before deployment. 

 

Figure 1 – Picarro G2307 HCHO concentrations as a function of measured H2O concentrations. Regressions for the two 200 

H2O spectral fitting regimes are plotted alongside the slopes from Glowania et al. (2021). Error bars are the standard 

deviation in instrument baseline or % H2O for each 5 min averaged point. 

 

 

2.1.4 Data processing 205 

 

Averaged HCHO datasets at variable time resolutions (1 – 60 min) were created from the 1 Hz data using the following 

procedure: first, all 1 Hz data were corrected for humidity-effects by subtracting the [HCHO]offset from Eqn. 1. 
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Observations made within 30 s of a valve change were removed and baseline measurements were then averaged to 

4.5 min points and linearly interpolated to create an instrument background on the same time basis as ambient data. 210 

The interpolated baseline iswas subtracted from the 1 Hz ambient measurements. Baseline-corrected ambient data 

iswere averaged to the desired time resolution with any periods missing ≥having <50 % data completeness discarded. 

Data iswas further screened to exclude points where instrument baselines arescrubbers were exhausted and therefor 

unreliable due to breakthrough or saturation in the scrubbers. . 

 215 

2.1.5 Impact of scrubber choice – DNPH, DR, and DR+MS 

 

Before comparing scrubbers, we first examine the HCHO-removal efficiency of DNPH compared to a ZA generator. 

We find instrument baselines were on average 14 ppt larger than those measured using a ZA generator. This difference 

was consistent whether sampling the indoor conditions or ambient air. This difference is not statistically significant 220 

given the instrument precision and accuracy determined later in Sect. 3. We note DNPH initially off-gases material 

that produces spectral interferences that subside after a “burn-in” period of ~2 hrs. It’s possible that off-gassing 

material could have negative effects on instrument performance if used long-term (e.g., mirror degradation). These 

impacts were not seen in our study and would require further investigation. 

 225 

The impact of DR and DR+MS on the Picarro G2307’s baseline was then assessed using ambient measurements taken 

from the consecutive sampling of DNPH and DR/DR+MS in the ambient sequencer schedule. We combine the DR 

and DR+MS measurements as we find the two methods produce baselines with a relative difference that is within 

instrument measurement uncertainty. The 4.5-min averaged baselines are shown in Fig. 2. Both scrubbing methods 

produced normally distributed baseline measurements with means and standard deviations of -0.39 ± 0.14 ppb (DNPH) 230 

and -0.38 ± 0.15 ppb (DR/DR+MS), and an average absolute difference of <0.03 ppb HCHO. This difference is finer 

than the 5 min precision of the instrument and demonstrates a comparable performance between the two scrubbings 

methods. 

 

 235 
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Figure 2 – Picarro G2307 baselines determined using the DR, DR+MS, or DNPH scrubbing methods. Each data point 

represents a consecutive, 4.5-min averaged DNPH and DR baseline measurement. 

 

Previous studies have noted that derivatization of hydrazine to hydrazone, which is the reaction that functionally 240 

captures HCHO in the DNPH-coated cartridge, is slowed or stopped at RH < 15 % (Wisthaler et al., 2008; Uchiyama 

et al., 2009).   

Instrument calibrations were performed before the measurement period using a cylinder containing 1.019 ppm ± 5% 

of HCHO in N2 (Apel-Riemer) and at the end of the measurement period using a cylinder with 1.031 ppm ± 10% of 

HCHO in N2 (Airgas). We determined instrument sensitivity using two points: a zero, determined from scrubbed air, 245 

and a point sampling directly from the tank. Instrument response is assumed to be linear in this range. This setup 

avoids interactions between the calibration gas and mass flow controllers (MFCs). While the standard dilution-method 

calibrations using a HCHO cylinder and synthetic air showed linearity at ambient levels (1-10 ppb HCHO), measured 

concentrations were consistently 7% lower than expected, likely due to long timescales of surface passivation for 

HCHO in the MFC. The calibrations from the two cylinders were in good agreement (sensitivities within 2.5 %), 250 

suggesting no change in instrument sensitivity during our measurement period. We apply the sensitivity derived from 

the Apel-Riemer cylinder to all data shown here. Measurement uncertainties in the analyses below are assumed to be 

equivalent to the manufacturer reported values (10%). 

 

Few days throughout the G2307’s deployment fell below this threshold, and RH (converted from instrument-reported 255 

% H2O using indoor conditions) was always ≥ 25 %. While low RH likely did not affect our measurements, we note 

this is a limitation on DNPH as deployment in arid locations could hamper performance whereas DR/DR+MS would 

operate unaffected. 

 

Ho et al. (2014) found that high temperatures (>22 °C) and RH (>50%) led to DNPH-HPLC analysis underestimating 260 

ambient HCHO by 35-80%. This could inflate instrument baselines as summer 2022 in Atlanta regularly exceeded 

these values, with DNPH-derived baselines in Fig. 2 having RH values in the range of 7-87%. As DR-baselines are 

determined using desiccated air and the average baseline difference with DNPH is within instrument precision, we 
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conclude measurements are not significantly affected at high RH. These results lead us to conclude that either 

DR/DR+MS or DNPH usage with the G2307 is advisable so long as humidity corrections are applied. 265 

 

2.1.6 Instrument calibration 

 

Single-point and dynamic dilution calibrations were conducted at the beginning, middle, and end of the G2307’s 

deployment.  Single-point calibrations were performed by flowing a concentrated standard (either Apel Riemer: 1015 270 

ppb ± 5%, Airgas: 1031 ppb ± 10%, or Airgas: 1044 ± 10%) through a silonert-coated stainless steel (SS) regulator 

and directly into the instrument. This configuration avoids interaction between the calibration gas and stainless steel 

surfaces, thereby reducing passivation times to sub-hour lengths. However, this technique relies on the assumption 

that observations are linear from 0-1 ppm HCHO. The single-point measured concentration was determined as the 

instrument-reported concentration mutiplied by an N2/air matrix conversion factor of 1.0625 (Bent, 2023). 275 

 

Dynamic dilution calibrations were performed by diluting the HCHO standards with ZA from either a Tofwerk ZA 

generator or an ultra ZA cylinder. After a 5 hr passivation time at ~200 ppb HCHO, concentrations were varied in the 

0-40 ppb range. Each concentration step was 3 h in duration with 5 min zeroing periods conducted hourly . 

 280 

Slopes from all calibrations (single-point, dynamic dilution, and original factory calibration) agreed within 10 %, with 

no systematic bias between calibration method. This indicates both that G2307 measurements are linear up to a ppm 

range and that sensitivity remained stable during the 2021-2023 period. Ambient measurements are processed 

according to the temporally closest calibration. We determine the uncertainty in ambient measurements to be 10  % 

per the uncertainty associated with the standards used for calibration. 285 

 

 

2.2 Aeris Pico and Ultra MIRA Instrument description and standard addition tests 

 

2.2.1 MIRA operating principles 290 

  

The operating principle of the Aeris MIRA instruments is described fully in Shutter et al. (2019). Air is pulled air at a 

rate of 0.45 – 0.75 SLPM into a folded Herriott detection cell, which achieves a path length of 1.313 m. The laser 

scans over the HCHO feature at 2831.6413 cm-1, as well as the nearby HDO spectral feature at 2831.8413 cm -1. The 

ART algorithm corrects for broad slope in the raw signal of the instrument baseline, and then calculates measured 295 

HCHO and H2O concentrations based on absorption features. We use the two commercial Aeris MIRA models in this 

work: the Pico and the newer Ultra model. The Ultra is identical in operation but offers higher optical cell temperature 

stability and is designed for longer-term, low-drift measurements. 

  

 300 
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2.2.2 Instrument baseline 

 

The Aeris instruments have a two-inlet design allowing for determination of instrument baseline throughout the data 

collection process. We run the instruments in the “programmed” mode, which allows the user to select the duration of 

sampling through each inlet. The instruments also have a “differential” mode, which produces ambient HCHO 305 

concentrations using on-board baseline subtractions. The zero line isinlet was connected to either a DNPH-coated 

cartridge or a heated HO (United Filtration) scrubber, and then teed with the ambient inlet to the main sampling line 

(Fig. 2b). Scrubbing ambient air rather than indoor air (as was done for the Picarro, Fig. 2a) ensures that H2O is present 

in scrubbed air, which is necessary for spectral referencing.per the manufacturer’s recommendation. We sample 

ambient air for 180 s and scrubbed air for 30 s. This sequence was determined through visual inspection of Aeris time 310 

series with the intention of minimizing DNPH-sampling time while maintaining sufficient precision for ambient 

monitoring. We found 180 s to be the longest length of time between zeroes that either unit achieved where the 

remained consistently stable. Both units were then set to the same schedule. This led to DNPH-coated cartridges 

lasting 5-8 days, corresponding to a breakthrough time of 17 – 27 h. Variability in breakthrough time is dependent on 

ambient conditions and atmospheric chemical composition. 315 

 

2.2.3 Impact of scrubber choice – heated HO and DNPH for Aeris MIRA 

 

Stated previously, the Aeris ART fitting algorithm requires the presence of H2O as a spectral reference for finding the 

HCHO absorption peak. We therefore do not consider desiccating scrubbers as an option. Throughout deployment, 320 

the Aeris instruments reported an ambient range of 0.18-3.3 % H2O while sampling through DNPH with only a few 

days in winter falling below the 0.2 % H2O threshold. The heated HO airstream produced humidities in a similar range 

to DNPH. 

 

Ambient measurements of HCHO-scrubbed air from the Pico were used to assess the HCHO-removal efficiency of 325 

heated HO as compared to DNPH. The zeroing inlet on the Pico was teed to a DNPH-coated cartridge and a stainless-

steel column (length of 8 in, radius of 0.75 in) containing 215 cm3 of HO. The HO column was wrapped in high 

temperature heat tape, insulated in a fiberglass sleeve, and heated to 180 °C.  Pei et al. (2015) found HO at this 

temperature achieved nearly 100 % HCHO removal and preserved the scrubber bed from H2O poisoning. A 

condensation trap and second PF were placed downstream of the HO column to protect the instrument against potential 330 

liquid H2O and particulate matter. Two mass flow controllers were placed upstream of the scrubbers and used as 

valves. The Pico sampled from its zeroing inlet while the incoming flow alternated between scrubbers in 40 s intervals. 

The first 10 s of data after every switch was removed to preclude any effects from valve-switching. This removal 

period was determined experimentally. 

 335 
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DNPH-scrubbed baselines exhibited a normal distribution centered around a mean and standard deviation of -13.63 ± 

0.54 ppb. HO-scrubbed baselines exhibited a normal distribution with a larger mean of -12.92 ± 0.34 ppb resulting in 

an absolute difference of 0.71 ppb, which falls outside of the instrument’s precision (discussed in Sect. 3)  and indicates 

less efficient HCHO removal. Since ambient humidity perennially remained sufficiently high in the Atlanta area, we 

recommend the use of DNPH for zeroing the Aeris instruments. 340 

 

 

2.2.4 Data processing 

 

We We generategenerated temporally averaged datasets with variable time resolutions (1–60 min) using a data 345 

handling scheme like that used to process of the Picarro G2307 observations (zeroes. Zeroes are averaged to single 

pointpoints and interpolated to a 1 Hz resolution, subtracted from the previous 1 Hz ambient periodsdata, and ≥50 % 

data completeness is required). for any averaging interval. We discard the first 5 s of measurements after a valve 

switch. 

  350 

Instrument calibrations with gas standards in N2 prove difficult for the Aeris instruments as they require an addition 

of H2O in the calibration mixture. Aeris instruments arrive pre-calibrated from the manufacturers with sensitivity 

expected to be relatively stable. Factory calibration occurred roughly 15 months before the observations outlined here, 

during which time the instruments had operated periodically under a range of conditions. We performed two 

assessments of the factory calibration: the first was a standard addition test, in which HCHO from the Airgas standard 355 

was added in sequentially greater concentrations to the sample line at flow rates less than the intake of the instrument. 

The second was a cross-comparison of the Pico instrument with the calibrated Picarro G2307 instrument, discussed 

fully in Sect. 4. 

  

 360 

Figure 1 – Results from Aeris standard additions. Each point is a 45 min average. Corrected Pico concentrations use the 

Pico v. G2307 regression in Sect. 4. Error bars represent uncertainties in the measured and expected concentrations. 
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Results from the standard addition calibrations are shown in Fig. 1. The Pico and the Ultra instruments were co-located 

and sampling ambient  365 

2.2.5 Instrument calibration 

 

In Sept 2023, both Aeris instruments were calibrated using dilutions of a HCHO gas standard (either Apel Riemer: 

1015 ppb ± 5%, or Airgas: 1044 ppb  ± 10%) with humidified ultra-ZA. The configurations for humidifying air during 

the standard addition tests. Expected concentration was determinedand diluting the gas standard were as described in 370 

sections 2.1.3 and 2.1.6. Both instrument calibrations produced slopes within 5 % of the original factory calibration, 

which occurred in Feb. 2021. Intercepts were in the range of -0.03-0.12 ppb. These results indicate that the calibration 

throughout the instruments’ respective deployments remained stable. 

In Oct 2022 and Sept 2023, standard addition calibrations were performed by adding small amounts of the gas standard 

to the ambient line. Expected concentrations are calculated as the flow weighted average of the gas standard 375 

concentration and the ambient concentrationsconcentration. Ambient concentration is measured by the othera co-

located reference instrument. However, as shown both in Fig. 1In Oct. 2022, the two Aeris units were co-located and 

later in Sect. 4., the Pico consistently producedinformed one another. In Sep. 2023, Picarro G2307 measurements with 

a high bias and indicated that significant were used as the reference. 

 380 

Results for the standard addition calibrations are shown in Fig. 3. York regressions (not plotted) incorporated the 1-

min standard deviation in sensitivity had occurred since its last factoryof the measured concentrations, cylinder 

concentration uncertainty, and, for the standard addition calibrations, the measurement uncertainty associated with the 

corresponding reference instrument. 

 385 

The Pico’s standard addition calibrations agreed closely with the ZA dynamic dilution calibration. To reliably provide 

an ambient reference point for the Ultra during its standard addition, all Pico observations were first corrected  and 

produced slopes of 0.94 ± 0.16 and 0.97 ± 0.16, intercepts of 0.13 ± 0.61 and 0.16 ± 1.18, and normalized mean biases 

(NMB) between measured and expected concentrations of -4.9% and -5.5% in 2022 and 2023, respectively. The high 

uncertainty with the 2023 intercept is attributed to issues with the instrument’s thermo-electric cooler which began in 390 

Aug. 2023. All Pico data was processed according to the Pico v. G2307 regression shown in Fig. 7 of Sect. 4standard 

addition calibration closest in time. 

 

The uncertainty in all Pico and Ultra measured concentrations incorporate the (10% + 0.3) ppb instrument accuracy 

determined in The Ultra’s 2022 standard addition calibration produced a slope of 0.86 ± 0.16 and a NMB of -13.2% 395 

between measured and expected concentrations. This calibration and the Ultra’s 2023 dynamic dilution calibration 

agree within the uncertainties of both techniques. However, the 2023 standard addition calibration produced a slope 

of 0.77 ± 0.08 which has relative decreases of 10.5% from 2022 and 19% from the dynamic dilution calibration, and 

a NMB of -22.8% between measured and expected concentrations. This NMB persisted in the Ultra’s ambient 

observations and could not be related to any measured instrument parameters. 400 
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These results suggest that standard addition calibrations are useful as a secondary check on instrument sensitivity once 

in the field. All ambient data for the Ultra data were processed using the 2023 standard addition calibration. This 

decision is owed to the intercomparison results presented in Sect. 5 wherein application of this calibration most 

effectively reduces the NMB relative to the G2307 and Pico. Correspondingly, a 14 % relative uncertainty from 405 

propagating the measurement uncertainties of the G2307 and Ultra in quadrature. A 0.3 ppb offset is added per the 

Pico/FILIF comparison in Shutter et al. (2019). The expected concentrations in the standard addition tests additionally 

incorporate the 10% uncertainty in the standard concentration. Uncertainties introduced from the Pico v. G2307 

regression, instrument flow rate variability, and cylinder flow rate variability were all found to be negligible and were 

not included. The Ultra’s standard addition test shows that measured concentrations have a normalized mean bias 410 

(NMB) of 9.01%, which is less than the uncertainty of the standard and our technique, so we conclude  its sensitivity 

has remained relatively stable over 15 months. Correcting the Pico’s measured concentrations reduced the normalized 

mean bias from 27.8% to -1.98%. 

 , which falls within the range of calibration offsets seen in this work. 

 415 

 

Figure 3 – Results from Aeris standard addition calibrations. Error bars are the uncertainty in each data point, with 

measured concentrations using the standard deviation of each averaged concentration step and expected concentrations 

using the cylinder uncertainty. For the standard addition, the measurement uncertainty of the reference instrument is also 

incorporated. 420 

 

 

2.3 DNPH (TO-11A)  

  

Method TO-11A outlines in detail the EPA guidance on preparation of DNPH-coated cartridges and subsequent 425 

analysis through HPLC (Riggin, 1984).(U.S. EPA, 1999). Formaldehyde was measured using an ATEC Model 8000 

Toxic Air Sampler over three consecutive eight-hour periods spanning a full 24 hours with samples collected every 

three days. Ambient air was drawn at a rate of 0.9 – 1.1 L/min through a KI-coated copper inlet heated inlet and anto 
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50°C to remove O3 denuder before passing through a DNPH-coated cartridge (Supelco DNPH-C-18LpDNPH S10) 

which collected carbonyls in their non-volatile, carbonyl-hydrazone derivative form. The denuder is necessary as it 430 

minimizes potential O3-related interferences in the resultant HPLC chromatograms (Vairavamurthy et al., 1992). At 

the end of the sampling period, the cartridges were capped and stored in a refrigeration unit at ≤ 4  °C until analysis. 

The cartridges were then eluted with 10 mL of acetonitrile (ACN) and the eluent analysed via a Waters HPLC-UV 

system with a temperature stabilized (25 ± 1°C), reversed phase C18-coated silica gel (1.7 µm particle size) column 

(Bridged ethyl hybrid, 2.1 mm x 50 mm ID) at 360 nm wavelength. The eluents used in the HPLC process were 435 

deionized H2O and ACN. The HPLC system was calibrated before each use with known concentrations of HCHO and 

field samples are analysed in comparison to blank cartridges. 

 

Prior works determine uncertainties in the range of 9-15% for this method (Hak et al., 2005; Wisthaler et al., 2008; 

Dunne et al., 2018). An uncertainty of 15% is assumed per the uncertainty of the standard used for calibration of the 440 

HPLC instrument. We note that this does not account for any biases caused by interfering species such as NO 2 or 

issues brought on by variable sample flow rates or ambient RH (Karst et al., 1993; Herrington and Hays, 2012; Ho et 

al., 2014; Souza et al., 2020). 

 

 445 

3. Instrument precision and baseline drift 

 

The precisions of the three analyzers were characterized in two ways. First, the instruments’ inlets were overflowed 

using a ZA source for 24 h and precision was calculated via an Allan-Werle curve, as in prior instrument 

characterization studies (Shutter et al., 2019; Glowania et al., 2021). Results are shown as the solid lines in Fig. 4. The 450 

G2307 achieves precisions of 0.09 ppb, 0.05 ppb, and 0.03 ppb for integration times of 5, 20, and 60 minutes. This 

performance is similar to the 5 min 0.06 ppb precision reported by the manufacturer and results determined in 

Glowania et al. (2021). The Ultra achieves precisions of 0.20 ppb, 0.20 ppb, and 0.28 ppb for the same periods. The 

best precision achieved by the Pico is 0.66 ppb at a 30 s integration time. At longer integration times, fluctuations in 

concentrations reported by the Pico instrument can be attributed to thermal instability. Internal instrument 455 

temperatures varied by ±0.3-0.4 °C over the course of 7 h and were well-correlated (r > 0.85) with the instrument 

baseline. Resultingly, precisions past 40 s integration times quickly became unsuitable for ambient monitoring. During 

deployment, the Pico’s internal temperature was more stable compared to the ZA tests performed in the laboratory. 

When using 30 s zeroing periods from the Pico’s ambient time series, a precision of 0.40 ppb HCHO is determined, 

which is comparable to that of the Ultra for the same integration window. 460 

 

 

 



 

15 

 

 

Figure 4 – Allan-Werle curves for a) Picarro G2307 b) Aeris Ultra and c) Aeris Pico instruments. Uncorrected precisions 465 

(solid lines) are calculated without accounting for baseline variation, whereas corrected precisions (dashed lines) use the 

same baseline-characterization method used to process ambient data.  

 

As Allan variance is not meant to address systematic errors like temperature effects, we developed a modified, or 

corrected, Allan-Werle curve that better characterizes the precision of ambient measurements. Still sampling ZA, we 470 

replicated the sampling sequences and data processing methods used for ambient measurements (i.e. the 1 Hz data is 

drift-corrected by averaging and subtracting out each zeroing period). We then treated the 1 Hz data measured on the 

“ambient” inlet as contiguous. Results are shown as dashed lines in Fig. 4. For the Picarro G2307 (Fig. 4a), there is 

no change in precision using this method, as the baseline is relatively constant in this period. Both Aeris units benefited 

significantly from this correction, reaching 40 min precisions of 0.140 ppb and 0.154 ppb for the Ultra and Pico, 475 

respectively. The Pico’s modified precision is within 15 ppt of the 40 min precision of 0.14 ppb observed in Shutter 

et al. (2019). The corrected Aeris Allan-Werle curves trend similarly to the G2307’s, achieving lower precisions with 

longer integration times. These results indicate that the ambient sampling sequences used for each instrument are 

sufficient to account for the influence of any physical instrument-variables on the baseline. As the precision of the 

ambient measurements (which are calculated differentially) is impacted by both the precision of the ambient and zero 480 

baselines, the modified Allan-Werle curves do not account for the precision of the zero measurement. In our ambient 

dataset, we are limited to a 30 s integration time per the sampling sequence of the Aeris units. The 30 s Allan deviation 

while sampling through DNPH in our ambient dataset is 0.45 ppb for the Ultra. For the Pico, observations prior to 

Aug. 2023 have a precision of 0.41 ppb and 0.66 ppb otherwise. This is taken as the true precision of the ambient 

dataset. Longer zeroing times may achieve higher precision in the dashed lines of Fig. 4 if the baseline has sufficiently 485 

low drift through the sampling period. 

 
To quantify instrument baseline drift, we show a typical time series of scrubbed-air observations for all three 

instruments. The period chosen spans from 3 – 8 Sep 2022 and are shown in Fig. 5. The zero measurements are 

averaged according to the respective data scheme for each instrument and plotted differentially relative to the first 490 
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value of each time series. The G2307 exhibits comparatively little drift with a max difference of 1.3 ppb when 

sampling DR-scrubbed air, occurring late on 4 Sep. Over the same timeframe, the Aeris Ultra’s baseline can shift up 

to ± 6 ppb while the Aeris Pico baseline exhibits the most variability, changing by as much as ± 20 ppb  just over the 

course of 12 h. This significant drift necessitates more frequent zeroing, thus reducing total time spent sampling 

ambiently and exhausting scrubbers faster. At their fastest drift rates (1.67 ppb HCHO h-1 for the Pico and 0.125 ppb 495 

HCHO h-1 for the Ultra), the improved thermal stability reduces drift by a factor of 13.36. From our observations, we 

determined that the Pico should be zeroed at least every 3 min and the Ultra every 10 min under typical indoor-

deployment configurations. For the G2307, observations of the instrument baseline drift obtained using DR suggest 

that hourly zeroing is sufficient. 

 500 

  

Figure 5 – Instrument baseline time series for all three HCHO monitors plotted differentially to the first point in the time 

series. The Ultra and G2307, equipped with better thermal stabilization, show significantly less drift than the Pico. 

 

  505 

Data here were reported to have minimum detection limits (MDLs) of 98 – 172 ng (minimum signal-to-noise ratio of 

3). The relative difference in mass collected between the primary and duplicate samples ranged from -5.4 – 0.3 % (n 

= 7 pairs of observations). We estimate a measurement uncertainty of 12 % by incorporating the average difference 

between duplicates and the allowed flow rate variability (± 10% of the design flow). This does not account for any 

biases caused by interfering species such as NO2 (Karst et al., 1993). 510 

 

 

3 

4 Intercomparison 

  515 

4.1 Field deploymentssite descriptions 
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3 

4.1.1 South DeKalb: Aeris Pico and Picarro G2307 

  520 

The locationslocation of the South Dekalb (SDK) PAMS site and Georgia Tech (GT) field sites areis shown in Fig. 

26. The sites aresite is located approximately 12 mi apart with GT situated in the center of the city’s urban core and 

SDK located southeast of the university campus in a less industrialized area with comparatively greater tree coverage. 

The G2307 and Pico instruments were The G2307 was permanently stationed at SDK, with two intercomparisons 

performed during its deployment. First, the Aeris Pico was co-deployed at SDK from 28 July to 13 Sept 2022 525 

according to the configuration shown in Fig. 3a7a. Then, the Aeris Ultra and Pico were co-deployed from 21-29 Aug. 

2023 in their standard ambient configurations without sharing ambient lines. Instruments were housed in a climate-

controlled trailer with an indoor temperature maintained at 21-23 °C. All tubing was 0.25 in OD (0.125 in ID (0.25 in 

OD) PTFE with 7.5 m extending from inside the trailer and up a mast, where the inlet was situated 5 m above the 

ground. BothThe G2307 and Pico instruments had a flow raterates of 450 cm3 min-1, leading to a residence time of 530 

approximately 4 s. A when teed together, and 8 s when separate. The Ultra had a flow rate of 800 cm3 min-1 with a 

residence time of 5 s. 1µm particulate filter (PFfilters (PFs) in a Savillex holder washolders were used, and the inlet 

wasinlets were shielded by a PTFE funnelfunnels covered bywith PTFE mesh. The indoor portion of the sampling 

line waslines were heated to 46 °C (≥1 °C above the cavity cell temperature of the instruments) to avoid condensation 

in the sampling lineplumbing. 535 

 

 

Figure 26 – Locations of the two field sites in the Atlanta, GA area where the Aeris Ultra, Aeris Pico, and Picarro G2307 

were deployed.  

  540 
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The Aeris Pico baseline wasinstruments’ baselines were determined solely using DNPH-coated cartridges while the 

Picarro G2307 sampled between DNPH, DR, or DR+MS. When scrubbing only with DR, air was passed through two 

adsorption columns (length of 16 in, radius of 2 in) in series containing 0.5 kg of material each. For DR+MS, the 

column first in the series was replaced with the MS material. When the adsorption columns arewere exhausted, the 

scrubber bed iswas replaced with either new or regenerated material. DR iswas thermally regenerated according to the 545 

manufacturer instructions. 

 

 

Figure 7 – Configurations of instruments during their respective intercomparisons. (a) shows the teed setup used from 28 

July – 13 Sep 2022 for the Aeris Pico and Picarro G2307.  550 

3.2 Georgia Tech: Aeris Pico and Ultra 

When not co-located, the G2307 has the same configuration without being teed to the Pico. (b) shows the setup used for the 

Aeris instruments while deployed at GT from 25 – 28 July and 4 – 17 Oct 2022. For each panel, “0” references HCHO-

scrubbed air, “1” is ambient air, and “PF” is a particle filter. 

 555 

 

4.1.2 Georgia Tech 

  

The Aeris instruments were co-deployed in the penthouse laboratory of the Ford Environmental Science and 

Technology building (GT) from 25 – -28 July 2022 and 4 – -18 Oct 2022 with the setups used during their co-located 560 

periods shown in Fig. 3b7b. Ambient temperature of the lab was maintained at 22 °C. A total of 7 m of 0.25 in OD 

(0.125 in ID) PTFE line ran from the instruments through a wall port, where the inlet was suspended 3 m above the 

outdoor roof floor. As before, a 1µm PF in a Savillex holder was attached and, the inlet shielded with a PTFE funnel, 

and indoor tubing was insulated to prevent condensation from forming. The Aeris instruments solely used the DNPH-

scrubbing method for zeroing. 565 
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4.2 Instrument intercomparisons 

 

4.2.1 Continuous HCHO monitor comparison 

 570 

Fig. 8 shows all HCHO observations from the Aeris and Picarro G2307 instruments from their co-location periods. 

York regressions of 20-min averaged data incorporate the measurement uncertainties defined in Sect. 2. Observations 

correlate strongly (r ≥ 0.9) for each comparison. 

 

The Pico had a NMB of 12-13% relative to the G2307 (Fig. 8a), with slopes ranging from 1.01 to 1.09. Fig.   575 

The Aeris Ultra solely used the DNPH scrubbing method for zeroing. The zeroing inlet on the Aeris Pico was teed to 

a DNPH-coated cartridge and a stainless-steel column (length of 8 in, radius of 0.75 in) containing 215 cm3 of HO 

(shown in Fig. 3b). The HO column was wrapped in high temperature heat tape, insulated in a fiberglass sleeve, and 

heated it to 180 °C.8b shows a Pico NMB of 13% compared to the Ultra, with slopes ranging from 1.04 to 1.13. Before 

applying a standard addition calibration factor, the Ultra’s observations were consistently lower compared to the other 580 

instruments. The good agreement in the Ultra v G2307 comparison (Fig. 8c, slope = 0.99, NMB = -1%) supports the 

use of the standard addition calibration. Intercepts for all regressions range from -0.11-0.41 ppb, which is near to or 

less than the intercomparison offsets observed in Shutter et al. (2019) for ART-fitted measurements. 

 

The scatter around the lines of best fit is primarily owed to the low precision of the Aeris ambient measurements, 585 

which is determined by the 30 s zeroing intervals. There are occasional periods of large deviations from the lines of 

best-fit. These periods typically lasted multiple hours, suggesting accuracy (rather than precision) is the cause of the 

deviations. Specifically, on four separate occasions the Aeris instruments both measured 10-15 ppb HCHO while the 

Picarro observations remained at ~10 ppb. Reasons underlying this behavior could not be traced to measured 

instrument parameters or ambient variables. 590 

 

 

Figure 8 – Comparison of ambient observations from the three HCHO monitors assessed in this work. (a)  Pico and G2307 

observations taken at SDK in 2022 and 2023, (b) Pico and Ultra with 2022 measurements taken at GT in 2022 and SDK in 

2023 (c) Ultra and G2307 observations at SDK 2023. 595 
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4.2.2 Picarro G2307 and TO-11A DNPH comparison 

 

Fig. 9 compares G2307 observations from June-Aug. 2022 with those from co-located TO-11A measurements. 1 min 600 

integrated G2307 concentrations are averaged to the 8 h TO-11A sampling window. We find moderate correlation (r 

= 0.62) and a -58 % NMB of TO-11A observations relative to the G2307 (slope = 0.38 ± 0.02). Previous studies have 

demonstrated DNPH-based observations being up to 25 % lower relative to continuous HCHO observations (Hak et 

al., 2005; Dunne et al., 2018) Pei et al. (2015) found HO at this temperature achieved nearly 100 % HCHO removal 

and preserved the scrubber bed from H2O poisoning. A condensation trap and second PF are placed downstream of 605 

the HO column to protect the instrument against potential H2O formed in the HO catalyst during VOC oxidation. To 

compare the DNPH and HO scrubbing methods, two mass flow controllers were placed upstream of the scrubbers. 

The Aeris Pico sampled solely from its zeroing inlet while the sample flow alternated between scrubbers in 40 s 

intervals. A slight modification is made to the data processing scheme presented in Sect. 2.2 in that the first 10 s of 

data after every switch is removed. This removal period was determined experimentally to fully exclude any sampling 610 

effects. 

 

   

Figure 3 – Configurations of instruments during their respective field deployments. (a) shows the teed setup used from 28 

July – 13 Sep 2022 for the Aeris Pico and Picarro G2307. (b) and (c) shows the two setups used for the Aeris instruments 615 

while deployed at GT with the configuration in (b) used from 25 – 28 July and 4 Oct to present, and the configuration in (c) 

used to quantify differences in the HO and DNPH scrubbing methods. 
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4. Results 

4.1 Instrument precision and drift 

Precision of the three analysers was characterized with Allen-Werle curves using instrument baselines measured while 620 

sampling through a DNPH-coated cartridge. This scrubber is chosen both because it is well regarded  for use with 

absorption-based HCHO-sensing techniques and because it was the only zeroing method used across all three 

instruments assessed in this work. The G2307 valve sequencer was set to the same sampling schedule as the Aeris 

instruments (180 s sampling ambient, 30 s sampling scrubbed air) for one week, accumulating a non-continuous 24 h 

period of scrubbed air. A field precision is calculated by correcting ambient data for instrument drift. The average of 625 

each 25 s zeroing period is subtracted out from the 1 Hz baseline data, which are then treated as contiguous when 

calculating each instrument’s Allen-Werle curve (Fig. 4). 

  

The Picarro G2307 and the Aeris Ultra have comparable precisions for averaging windows between 5 – 20 min, with 

the Aeris Pico exhibiting a slightly lower precision. The first local minima for the Aeris instruments occur at the 20 630 

min averaging window with precisions at 0.065 ppb and 0.08 ppb for the Ultra and Pico, respectively. At the same 

averaging time, the Picarro G2307 achieves a precision of 0.055 ppb. Picarro Inc. report a precision of 0.06 ppb over 

5 min for the G2307, for which we find our instrument performs closely reaching a value of 0.07 ppb over the same 

integration period. Shutter et al. (2019) determined an LOD of 0.42 ppb (equivalent to a precision of 0.14 ppb) over a 

40 min integration period when using the ART fitting algorithm. The better precision in this work is owed to the drift-635 

correction of the data, whereas Shutter et al. (2019) calculated a lab precision by flowing humid, ultra-zero air into 

their instrument for 20 h and using the uncorrected data. When integrating ambient data at different time resolutions 

(1-20 min), the Ultra produces precisions that are on average 95 ppt HCHO lower than the Pico. 

 

 640 
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Figure 4 – Allen-Werle curves for each of the instruments assessed in this work, derived using drift-corrected zeros from 

scrubbed, ambient air. The DNPH zeroing method is used for all instruments with baseline data taken over 1 week and 

treated as a contiguous 24 h period. 

 645 

To quantify instrument drift, we show a typical time series of scrubbed-air observations for all three instruments. The 

period chosen spans from 3 – 8 Sep 2022 (Aeris Pico and Picarro G2307 at SDK, Aeris Ultra at GT) and are shown 

in Fig. 5. The zero measurements are averaged according to the respective data scheme for each instrument and plotted 

differentially relative to the first value in each time series. The G2307 exhibits comparatively little drift with a max 

difference of 1.1 ppb when sampling through either DNPH- or DR-scrubbed air, occurring late on 6 Sep. Over the 650 

same timeframe, the Aeris Ultra’s baseline can shift up to ± 6 ppb while the Aeris Pico baseline exhibits the most 

variability, changing by as much as ± 20 ppb just over the course of 12 h. This significant drift is attributable to the 

lack of thermal stabilization in the instrument and necessitates more frequent zeroing, thus reducing total time spent 

sampling ambiently and exhausting scrubbers faster. At their fastest drift rates (1.67 ppb HCHO h-1 for the Pico and 

0.125 ppb HCHO h-1 for the Ultra), the improved thermal stability reduces drift by a factor of 13.36. From our 655 

observations, we determined that the Pico should be zeroed at least every 6 min and the Ultra every 10 min under 

typical indoor-deployment configurations. For the G2307, observations of the instrument baseline drift obtained using 

DR suggest that hourly zeroing is sufficient. 

 

  660 

. Hak et al. (2005) determined slopes in the range of 0.64-0.83 when comparing DNPH-HPLC and Hantzsch 

fluorometric measurements. A comparison of Hantzsch and G2307 observations in Glowania et al. (2021) produced 

a slope of 1.08. 

 

While a low bias is not unusual for TO-11A measurements, the magnitude of the discrepancy presented here is larger 665 

than prior studies. We find 8 h G2307 observations are well correlated (|r| > 0.7) with temperature, RH, and O 3, which 

are expected to either drive ambient HCHO or reflect its secondary chemistry. In contrast, TO-11A observations had 

weak correlations with these same variables, attaining a maximum r of 0.44 with O3 and |r| ≤ 0.20 for all others. TO-

11A observations did not correlate notably with NO2 which would be expected to bias reported HCHO concentrations 

high (Herrington and Hays, 2012). Noted in Sect. 2.1.5, summertime in Atlanta exhibits high RH and temperatures, 670 
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which can lead DNPH measurements to underestimate ambient HCHO by 35-80% (Ho et al., 2014). While we are 

unable to provide a definite reason for this significant discrepancy, the accuracy and stability shown through the 

G2307’s calibrations as well as its agreement with the Aeris units (with independently verified accuracies) lend 

confidence to its measurements. 

 675 

 

Figure 5 – Instrument baseline time series for all three HCHO monitors plotted relative to the first point in the time series. 

The Ultra and G2307, equipped with better thermal stabilization, show significantly less drift than the Pico. 

 

4.2 Impact of scrubber choice – DNPH, DR, and DR+MS for 9 – 8 h TO-11A DNPH observations compared to Picarro 680 
G2307 

 

We assess the impact of DR and DR+MS on the Picarro G2307’s baseline using measurements taken from every 

fourth hour when the valve sequencer switched consecutively between DNPH and the alternative scrubber. We find 

no significant difference when incorporating MS in the DR-scrubbing setup, as the two methods produce mean 685 

baselines with a relative difference within the measurement observations at the SDK site from June through August 

2022. Error bars represent the 10% uncertainty of the instrument. Therefore, we combine the measurements from DR 

and DR+MS measurements. This subset of consecutive 4.5-min averaged baselines is shown in Fig. 6. DNPH-

scrubbed air resulted in normally distributed baseline measurements with a mean and standard deviation of -0.76 ± 

0.19 ppb. The baseline distribution resulting from DR- and DR+MS-scrubbed air is also normally distributed with a 690 

larger mean and but lower standard deviation of -0.29 ± 0.15 ppb. Ambient HCHO concentrations were often low 

enough at night in the summerassociated with the TO-11A and throughout the day in late autumn/winter to produce 

negative differential concentrations in the range of –2.0 to –1.0 ppb HCHO for ambient air. 

 

The humidity range reported by the G2307 when sampling air scrubbed by a DNPH-coated cartridge is 0.3–3% H2O, 695 

which is on average two orders of magnitude larger and exhibits significantly greater variability than the corresponding 
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range of 0.01–0.15% H2O (mean of 0.05% H2O) when sampling through DR or DR+MS. Previous studies have noted 

that derivatization of hydrazine to hydrazone, which is the reaction that functionally captures HCHO in the cartridge, 

is impeded at low relative humidities (<15 % RH) or does not proceed if in completely dry conditions (Wisthaler et 

al., 2008; Uchiyama et al., 2009). This is a limitation on the scrubbing method as deployment in completely arid 700 

locations would then significantly reduce the hydrazone yield, allowing uncaptured HCHO to pass through. However, 

converting the instrument-reported humidity to RH using the atmospheric conditions of the trailer that housed the 

G2307 reveals a minimum of 18.6 % RH. Though the trailer is climate-controlled and removes most water from its 

intake, conditions were still sufficiently humid year-round for optimal derivatization. In absolute terms, ambient air 

must have a composition of at least 0.25 % H2O. In conjunction with results from Glowania et al. (2021), 705 

measurements are then made solely in a regime that is 15 times less sensitive to changes in humidity. 

 

As mentioned before, Whitehill et al. (2018) noted an inverse correlation between HCHO and instrument-reported 

humidity at concentrations in the range of 0.5-3% H2O, which is above the 0.2% H2O threshold found in Glowania et 

al. (2021). When comparing ambient measurements from the G2307 with a co-located Aerodyne TILDAS HCHO 710 

analyzer (Aerodyne Research, 2022), the G2307’s reported HCHO decreased by approximately 0.8 ppb as instrument-

reported humidity increased from 1-2.8% H2O. Glowania et al. (2021) note the algorithm employed in their instrument, 

which was released following the Whitehill et al. (2018) intercomparison, was designed as an improvement to the 

fitting procedure at low humidity. Whitehill et al. (2018) employed DR in their instrument setup, which would have 

reduced instrument-reported humidity to a range comparable to that observed in this work and thus well below the 715 

0.2% H2O threshold. While higher H2O contributed to low biases while sampling ambient HCHO, baseline 

measurements were possibly biased high by as much as 1.5 ppb HCHO. Combined, these effects can fully explain the 

low bias observed in both their measurements as well as in Furdyna (2020).. 

 

Given the narrow range of instrument-reported humidity when sampling through DR observed in this work, we cannot 720 

reliably determine a regression for baseline offsets at ≤0.2 % H2O  for comparison with Glowania et al. (2021). 

However, as our instrument employs the same spectral fitting procedure and measurements derived via DR-scrubbing 

are biased low, we expect similar behaviour is exhibited. During our G2307’s deployment, both ambient and DNPH-

scrubbed measurements were taken over a similar range of H2O concentrations to those observed in Whitehill et al. 

(2018) and Glowania et al. (2021). Though our instrument was housed in a climate-controlled unit where DNPH-725 

cartridges sampled indoor air, instrument-reported H2O concentrations for zeroed measurements increased over time 

as the cartridge became more saturated. To assess if a similar relationship occurs above 0.3% H2O, baseline averages 

for the complete DNPH-scrubbed baseline dataset were plotted against instrument-reported humidity, but no notable 

correlation was determined. These results give more confidence to DNPH-based measurements as it indicates that DR 

does not remove all HCHO from incoming sample and has a more limited range of suitable ambient conditions. 730 
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Figure 6 – Picarro G2307 baselines determined using the DR, DR+MS, or DNPH scrubbing methods. Each data point 

represents a consecutive DNPH and DR baseline measurement, averaged over 4.5 min according to the instruments data 

scheme in Sect. 2.2. The difference of means is calculated by subtracting the mean of the DNPH measurements from the 735 

mean of DR and DR+MS measurements. 

 

4.3 Impact of scrubber choice – heated HO and DNPH for Aeris MIRA 

 

Following a similar procedure to the previous section, we used scrubbed-air measurements from the Aeris Pico to 740 

assess differences in HCHO by comparing removal via heated HO to removal via DNPH-scrubbing. The H2O 

produced from HO oxidation of organic compounds was well in excess of the 2000 ppm H2O threshold of the 

instrument, making this method a suitable candidate for use with the Aeris instruments. The Pico alternated between 

these two scrubbers at 40 s intervals over a 30 min period. 

  745 

DNPH-scrubbed baselines again exhibited a normal distribution, this time centered around a mean of -13.63 ± 0.54 

ppb. HO-scrubbed baselines exhibit a normal distribution with a higher mean of -12.92 ± 0.34 ppb resulting in a 

difference of means of 0.71 ppb, again indicating less efficient HCHO removal. While HO-scrubbed baselines exhibit 

comparably better precision, the Pico’s Allen-Werle curve showed that at typical time resolutions, DNPH-scrubbing 

results in precisions high enough for ambient monitoring. Both methods produce sufficiently high humidity for 750 

spectral fitting, with the Pico reporting a range of 2 – 2.4 x 104 ppm H2O while sampling through HO and a range of 

1.8 – 2.5 x 104 ppm H2O while sampling through DNPH-coated cartridges. Throughout the Aeris instruments’ 

deployments, only a few outlier days fell below the 2000 ppm H2O threshold. DNPH-coated cartridges when used on 

the Aeris instruments typically last 5-8 days depending on ambient conditions and atmospheric chemical composition. 

Given the zeroing sequence used for these measurements, a cartridge then has a corresponding breakthrough time of 755 

17 – 27 h. Additional regressions comparing residual size from spectral fits, ambient HCHO concentration, and 

baseline values to instrument reported H2O concentration were performed to determine potential instrument humidity 



 

26 

 

dependencies but no meaningful correlations were established. This demonstrates that seasonal variability in ambient 

conditions does not significantly impact Aeris measurements and that DNPH-coated cartridges are suitable through 

all seasons at this location. 760 

 

5 Instrument intercomparisons 

5 

We compare observations from the Aeris Pico’s co-location periods with the other two continuous HCHO monitors, 

as the Pico’s portability allows for easier transfer between the two sites. A York regression of 20 min averaged data 765 

is used for all comparisons in Fig. 7a and Fig. 7b (York et al., 2004). This technique uses instrument measurement 

uncertainties, described previously in Sect. 2, to increase the dependence of the line of best fit on more precise 

measurements. Instrument baselines are measured using the DNPH-scrubbing method. 

 

 770 

Figure 7 – Aeris Pico ambient time series correlations with the two other HCHO monitors assessed in this work. Data are 

averaged to a 20 min time resolution and are from the Pico’s respective co-location periods with either (a) the Ultra at GT 

or (b) the G2307 at SDK. (c) shows the Pico’s observations corrected using the Pico v G2307 regression.  

 

The Pico’s observations are consistently biased high, evidenced by producing two regressions with slopes  of 1.24 and 775 

1.27 and intercepts of 0.30 and 0.24, which implies good agreement between the G2307 and the Ultra. To correct for 

the Pico’s bias, we use the Pico v. G2307 regression as its correlation is higher and the number and range of 

observations are larger. Results for the corrected data are shown in Fig. 7c. The resulting Pico v. Ultra NMB is reduced 

to -0.4 %, the resulting slope close to unity with a value of 1.04, and the intercept reduced to -0.11 ppb. While the 

Pico may have drifted from factory calibration before deployment, the consistent comparisons in July and October 780 

suggest that the sensitivity was stable over multiple months. 

  

Finally, we compare measurements from the Picarro G2307 with those from co-located 8 h DNPH samples (Fig. 8). 

Concentrations from the G2307 are averaged to the same 8 h sampling windows after converting from ppb to µg m ‑3 

using ambient temperature and pressure data from the SDK site. Observations are well correlated (R2 = 0.82), but the 785 

Picarro G2307 has an offset of 1 µg m‑3 HCHO and a slope of 1.47. The positive bias is in contrast with the previous 
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intercomparisons conducted by Whitehill et al. (2018) and Furdyna (2020) who, again, both found that the G2307 

measurements were consistently lower than the DNPH-samples by 1-2 ppb HCHO. Given that measurements from 

these two studies were taken at different field sites, during two different seasons, and over an instrument-reported 

humidity range like that observed in our data, it is anticipated that this low bias results largely from the instrument 790 

itself and its setup. As stated before, discrepancies between this work and these previous studies are attributed to the 

spectral fitting algorithm used in the previous intercomparisons and the choice of scrubber. 

 

 

Figure 8 – 8 h TO-11A DNPH samples correlated to Picarro G2307 observations both taken at the SDK site from June 795 

through July 2022. Concentrations reported by the G2307 have been integrated over corresponding 8 h collection periods. 

Error bars represent the 12.25 % and 10 % error associated with the DNPH and G2307 measurements, respectively. 

 

 

Furthermore, previous urban field studies have demonstrated that the HPLC analysis of DNPH-derivatized HCHO 800 

produces observations that are biased low relative to observations from continuous HCHO monitors (Hak et al., 2005; 

Dunne et al., 2018). Hak et al. (2005) intercompared a suite of continuous HCHO monitoring instruments and 2 h 

integrated DNPH-samples, finding the latter’s measurements to be biased low by as much as 25 %. Of note to this 

work are their regressions between DNPH-samples and HCHO concentrations determined via a research-grade 

Hantzsch fluorometric monitor, which had sub-unity slopes of 0.64 and 0.83. From Glowania et al. (2021), a 805 

comparison between their G2307 and a Hantzsch monitor utilizing a similar setup found close agreement between the 

two instruments (slope of 1.08, R2 = 0.97), thus we would anticipate a slope greater than unity for our G2307 v DNPH 

regression. In this context, measurements from the G2307 show marked improvement, exhibiting high precision at 

time resolutions down to 5 min and requiring significantly less operational input. This conclusion extends to the Aeris 

instruments as well given their close measurement agreement with the G2307. 810 
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6. Suitability for long-term deployment 

 

To demonstrate whether these continuous HCHO monitors capture the urban HCHO gradient, we plot time series 

from both field sites from Aug. 2022 – Jan. 2023 (Fig. 910) and quantify the HCHO concentration gradient that arises 

between GT (located in Atlanta’s urban core (GT) and SDK (a less industrialized, rural-urban area (SDK). Gaps in 815 

data typically result from downtime due to scrubber exhaustion or instrument maintenance. The Aeris instruments 

overall have less available data due to more frequent and intense scrubber usage, valve failures, and spectral fitting 

failures that could not self-correct. Over this 6 mo period, the Pico was stationed at both field sites with only sparse 

data available after 18 Oct 2022 unavailable as it was dedicated to other experiments. 

 820 
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Figure 910 – 1 h averaged HCHO time series from Picarro G2307, Aeris Ultra, and corrected Aeris Pico from Aug. 2022 

through Jan 2023. Observations at GT show less defined diurnal amplitudes than the SDK site and are on average higher 825 

despite the regardless of time of year. Aeris Pico data is unavailablesparse past 18 Oct. 2022 as it was periodically dedicated 

to other experiments. 

 

In August, both sites reached their daily maximums around 13:00 LT with valuesmonthly-averaged peaks of 6.377.76 

ppb HCHO at GT and 5.116.38 ppb HCHO at SDK. On average, HCHO concentrations were 1.772.12 ppb higher 830 
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than the SDK site, with monthly1 h maximums of 9.8512.33 ppb at GT on 30 Aug. and 8.3811.86 ppb at SDK both 

occurring on 153 Aug. Measurements at Georgia TechGT generally show a less defined diurnal pattern with ahad 

average night-time minimum concentration around 1.5 ppb.minimums above 2 ppb in Aug. and ≤1 ppb throughout 

the winter. Diel cycles showed less definition at GT as the year progressed into the colder months, with SDK 

maintaining comparatively clearer amplitudes that have sub-ppb night-time minimums throughout the year. Given 835 

that the SDK site is located in a less urbanized area and immediately surrounded by trees  with perennial leaves, this 

trend matches results found in Wang et al. (2022), who noted that cities with higher levels of biogenic VOCs exhibited 

larger HCHO diurnal amplitudes. As such, we expect that the influence of isoprene chemistry on HCHO production 

is stronger at SDK. This poor diurnal definition at GT further degrades as the year progresses into colder months, 

whereas the SDK site maintains clear patterns with night-time minimum values of 0.08 ppb in August and 0.05 ppb 840 

in the winter. ThisThe consistent night-time threshold at GT could result from a combination of an anthropogenic, 

primary HCHO emission sourcesources local to the city andor possibly from stagnant atmospheric conditions leading 

to localized changes in night-time surface layer mixing heights.  Fig. 910 spans over a long enough time to capture 

the ambient extremes in ambient conditions of the metropolitan area, showing that the observed differences in HCHO 

concentrationgradient between the two sites are wellis within the measurement capabilities of the G2307 and the Aeris 845 

instruments. 

 

OurThese data also allowsallow for a snapshot comparison with previous measurements atfrom both sites to look 

atquantify changes in HCHO concentrations. While HCHO data (collected via the TO-11A methodology) is officially 

available up to April 2022 at the SDK PAMS site (at the time of submission), theThe only prior ground-based 850 

campaign to measure HCHO via a continuous monitor in the Atlanta urban coremetropolitan area was the 1999 Atlanta 

Supersite Project (Solomon et al., 2003), where a Hantzsch fluorometric monitor was deployed forduring the month 

of August (Dasgupta et al., 2005). HCHO observations taken in the urban core are used to calculate an August diel 

cycle for their respective years after being converted from ppb HCHO to µg m-3 using corresponding ambient 

temperature and pressure measurements. To extend this analysis to both sites, we. We employ the PAMS HCHO data 855 

taken at SDK in JulyAug. 1999 (AQS, 1999) to compare with the JulyAug. 2022 data previously used in the G2307 v 

TO-11A regression (data beyond July is unavailable at the time of submission).Fig. 9. In 1999, DNPH samples were 

collected every 3 h starting atfrom 06:00 and ending at -18:00 LT, meaning they do not capture a complete diurnal 

profile. As stated. Stated previously, samples are now collected every 8 h over a 24 h period starting at 04:00 LT. As 

such, a 6 h average of the 1999 observations (12-18:00 LT) are compared with the 2022 8 h average (12-20:00 LT) 860 

with the results shown in Fig. 1011. 
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 865 

 

Figure 1011 – HCHO concentrations from 1999 and 2022. (a) shows a 5653% decrease from July 1999 to 2022 in the midday 

average (12-20:00 LT) of PAMS measurements taken at SDK and (b) shows a 4522% decrease for the same averaging 

window in August in Atlanta’ urban core. 

 870 

 

An average of the August HCHO observations over the 12-20:00 LT window show that concentrations at GT have 

reduced by 4522.3 % since 1999 despite the increasing urbanization of the city over the last two decades. The average 

relative decrease in daily the 1 h monthly maximums and minimums and maximums at GT are 61.622.9 % and 

32.759.0 %, respectively. Dasgupta et al. (2005) state the possible influence of nearby HCHO emission sources on 875 

their observations, but this remains a nonetheless a considerable decrease in nighttime concentrations. 

Correspondingly, an evenA significantly greater midday decrease of 56% at 53% is calculated for the SDK site is 

determined. Minimum and maximumPAMS data. However, Picarro G2307 data averaged to the same midday window 

results in a relative decrease of only 1.9 %. Monthly-averaged minimum values can’t be calculated for SDK as the 

1999 data doesn’t span the entire night-time. Given that the SDK values are derived via the TO-11A method, we 880 

anticipate the absolute ambient HCHO values to be underreporteda complete diurnal cycle. 
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Continuous measurements provide the benefit of comprehensive time series, meaning local chemical trends of HCHO 

can be more clearly related to time-dependent atmospheric conditions. In the urban core, maximum HCHO 

concentrations always occur in the daytime and minimums in the night-timenighttime, with the maximum relative 885 

differencechange in minimums since 1999 being lesssignificantly greater than that of the minimummaximums. OH 

oxidation of isoprene is one of the dominant sources of HCHO in urban environments that have sufficiently high NOx 

concentrations, with the southeast having comparably higher biogenic influences on its atmospheric chemistry than 

the rest of the country (Travis et al., 2016). As significant reductions in U.S. NOx emissions have been observed over 

the decades (Duncan et al., 2016), urban, daytime HCHO production is then expected to decrease. As OH is largely a 890 

daytime oxidant, night-timenighttime decreases in HCHO are more likely attributable to reductions in direct emissions 

of both HCHO as well as its anthropogenic VOC precursors. These results ultimately show that the fast and accurate 

observations from these HCHO monitors mean that deployment across multiple cities is both feasible and has the 

potential for greater insights into the complex chemistry of urban HCHO. 

7 895 

6 Conclusions 

 

We used year-long-term ambient datasets from three commercially new in-situ HCHO monitors to quantify instrument 

performance and to compare observations with measurements produced from co-located monitors employing the EPA 

TO-11A methodology. These continuous monitors offer a potentialan advantage to the TO-11A given that their 900 

measurements given their highare online, have sufficient precision and comparablyat finer time resolutionresolutions, 

and don’t require special handling or storage of samples or hazardous chemical . However, previous measurements 

exhibited humidity dependencies, produced significantly lower concentrations, and showed non-negligible variability 

in HCHO concentration dependent on zeroing method. Additionally, all three instruments utilize absorption-based 

spectroscopy and require frequent zeroing via HCHO scrubbers to account for baseline drift with each method 905 

presenting its own set of practical considerations. To determine an We determined calibration procedures and optimal 

field setup, we assessedsetups by assessing how measurement quality changedmeasurements were impacted with 

usage of four common scrubbing methods: DNPH-coated cartridges, DR and, DR+MS adsorption columns, and a 

thermally activated HO column. 

 910 

DNPH-derived baselines were compared to a ZA source, producing values within 14 ppt HCHO on average and 

demonstrating their efficacy. Ambient conditions year-round at the GT and SDK field sites had sufficient RH (≥ 25 

%) to not impede DNPH-derivatization of hydrazine. At high RH (>50%), no clear impact to instrument-baselines 

could be observed. DR, DR+MS, and HO-scrubbed baselines were then compared to those resulting from DNPH-

coated cartridges. Heated. HO performed poorestpoorly, exhibiting the largesta mean differential baseline value (of 915 

0.71 ppb HCHO). The. DR and DR+MS scrubbing methods performed better, but still led to baseline values with a 

mean differences of 0.47 ppb HCHO when compared to DNPH-scrubbed baselines. These results indicate inefficient 
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removal of HCHO from ambient air and an inability to operate in ambient conditions with low HCHO concentrations, 

which occurred nightly during spring and summer,on par with DNPH indicating high HCHO-scrubbing efficiency. 

As such, we recommend use of DR/DR+MS and constantly during winterDNPH for zeroing the Picarro G2307, and 920 

autumn.only DNPH for use with the Aeris units given their humidity requirements. Additionally, the G2307 has shown 

high baseline offsets at concentrations ≤G2307’s humidity-dependence was quantified experimentally. We emphasize 

this procedure before deployment as results here show this relationship to be instrument specific. 

 

We developed a modified method for determining instrument precision that accounts for instrument zeroing. The 925 

G2307, Ultra, and Pico achieved modified precisions of 0.05 ppb, 0.2 % H2O and an inverse correlation with HCHO 

at > 0.2 % H2O which together can explain the low biases in HCHO observations seen in previous EPA-conducted 

intercomparison efforts. This effect can be mitigated by the choice of scrubber, namely using DNPH-coated cartridges 

over DR. We note that DNPH-scrubbing has a minor limitation when used in conditions with low humidity (< 15 % 

RH or 0.25 % H2O) but found that our field site had perennially sufficient humidity for optimal HCHO capturing. 20 930 

ppb, and 0.22 ppb for a 20 min integration time, respectively. We determined that the sensitivities of the monitors 

were stable during their respective deployments. The Aeris Ultra exhibited a NMB of -30-36% compared to Aeris 

Pico and Picarro G2307 measurements if dynamic dilution calibrations were used as the basis. However, standard 

addition calibration of the Aeris units led to all instruments agreeing within 13%. Co-located TO-11A observations 

exhibited a NMB of -58% relative to the G2307, which is the largest TO-11A intercomparison discrepancy reported 935 

in extant literature. 

 

As DNPH-coated cartridges performed best, we employed this method for instrument intercomparisons. We found 

that the Picarro G2307 meets manufacturer-stated performance metrics (0.07 ppb precision for a 5 min average) and 

exceeds this value over a 20 min integration time (0.055 ppb). This instrument also exhibits the comparatively lowest 940 

baseline drift (1.1 ppb over the course of a week). The Aeris Ultra and Pico reach a precision of 0.055 ppb and 0.08 

ppb, respectively, for the same 20 min integration window, which exceeds the previously reported precision of 0.42 

ppb. The Aeris Ultra experiences approximately 4 ppb of drift and the Pico nearly 20 ppb over a 1 -week period. We 

attribute the Pico’s poorer performance to the comparatively lesser thermal insulation in the unit. We find that the 

Aeris Pico also had a consistently high bias of 31.7 % and 38.4 % when compared to Aeris Ultra and Picarro G2307 945 

measurements, respectively. Correcting its observations using the Pico v G2307 regression led to all measurements 

agreeing within 5%. Our comparison of the G2307 with co-located TO-11A observations show that the DNPH-

sampling measurements were biased significantly low and had a significant offset of 1 ppb. This contrasts with 

previous EPA intercomparisons wherein G2307 observations were generally lower by up to 2 ppb. We attribute this 

discrepancy to 2 factors: (1) older versions of the spectral fitting algorithm used and (2) the use of DR scrubbers in 950 

both EPA studies. Furthermore, comparison of our G2307 v. TO-11A regression to those determined in previous 

studies shows that the low bias in TO-11A measurements is expected, lending greater confidence to the G2307’s 

observations. 
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Ultimately, we determine that these instruments offer a clear advantage to the existing TO-11A methodology, 955 

providing high precision and accuracy at fast time resolutions. Using Finally, using time series that span from Aug. 

2022 through Jan. 2023 at two fields sites separated by 15 km12 mi, we demonstrated that these instruments capture 

differences in the HCHO gradient in the Atlanta metro area over a wide range of ambient conditions which encompass, 

including summer and wintertime seasonal extremes. Comparison with historical HCHO measurements revealed a 

relative decrease in ambient HCHO of approximately 50 % at both sites since 1999. The daytime ambient HCHO of 960 

22.3 % at the urban-core site and 53 % at the urban/rural site. Nighttime HCHO concentrations in the urban core 

decreased by 59 % during this time. Ultimately, the performance of these instruments showcasesand the subsequent 

results show the feasibility of both deploying across multiple cities and taking fast, accurate HCHO observations, 

offering the potential for greater insights to be gained thereafterinto the complex chemistry of urban HCHO. 

 965 
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